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Abstract

Process mining is an efficient technique that combines data analysis and behavioural process
aspects to uncover end-to-end processes from data. Recently, the application of process
mining on unstructured data has become popular. Particularly, sensor data from loT-based
systems allow process mining to uncover novel insights that can be used to identify bottlenecks
in the process and support decision-making. However, the application of process mining
requires bridging challenges. First, (raw) sensor data must be abstracted into discrete events to
be useful for process mining. Second, meaningful events must be distilled from the abstracted
events, fulfilling the purpose of the analysis. In this paper, a comprehensive literature study
is conducted to understand the field of process mining for sensor data. The literature search
was guided by three research questions: (1) what are common and underrepresented sensor
types for process mining, (2) which aspects of process mining are covered on sensor data,
and (3) what are the best practices to improve the understanding, design, and evaluation of
process mining on sensor data. A total of 36 related papers were identified, which were then
used as a foundation to structure the field of process mining on sensor data and provide
recommendations and future research directions. The findings serve as a starting point for
designing new techniques, enhancing the dissemination of related approaches, and identifying
research gaps in process mining on sensor data.

Keywords Process mining - Sensor data - Event logs - Activity discovery - [oT

1 Introduction

Process mining is a widely used technique that employs automatic process analysis meth-
ods based on event data. These methods include algorithms for process model discovery,
conformance checking between specifications and recorded events, and predictive analyt-
ics [36]. Typically, process mining relies on event logs extracted from IT system traces. The
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advantage of process mining is that it combines data analytics techniques with behavioural
process aspects to, for example, identify bottlenecks in the process. Process mining uncovers
comprehensive insights regarding the end-to-end processes from data through the exposure
and analysis of traces. Thus, process mining enables the discovery of valuable insights that
would be challenging or impossible to detect using traditional Business Process Management
(BPM) techniques.

Internet of Things (IoT)-based systems, which rely on (distributed) sensors, continuously
generate large amounts of unstructured data. Process mining promises benefits from analysing
sensor data as it allows for identifying patterns in unstructured data by detecting causal
behavioural effects within the data. By applying process mining techniques, novel insights
may be gained from sensor data collections related to process prediction or monitoring. In
order to efficiently analyse sensor data with process mining methods and uncover hidden
insights from data, two main challenges must be addressed:

Data Abstraction: Virtually, all techniques developed in process analytics assume discrete
events at a relatively high level of abstraction, close to the business level. In contrast,
sensor data are typically unstructured and may even come in continuous time-series data
that needs to be transformed into discrete data. Therefore, the gap between “raw” sensor
data and discrete events required for process mining has to be overcome.

Data Contextualisation: Sensor data need form and meaning to be understandable. In order
to transform sensor data into meaningful information and prepare it for further analysis, it
is necessary to process and present the data in a usable format. A systematic understanding
is needed of what kinds of sensor data can be tackled by process mining, how to represent
sensor data, and which types of sensor data are underrepresented for process mining to
date.

To answer both challenges calls for a comprehensive understanding of related sensor types
versus existing literature in process mining on sensor data. Some authors already suggested
approaches to applying process mining to sensor data. Koschmider et al. [33] Brzychczy
and Trzcionkowska [13] and van Eck et al. [23] have designed frameworks which involve
variations of the following three main steps:

1. Preprocessing sensor data
2. Discovery/activity recognition
3. Event abstraction

Depending on the type of sensor (mobile or stationary), the approach to these steps may differ.
For example, Koschmider et al. [33] focuses on stationary sensors, while van Eck et al. [23]
describes mobile sensors, which require more extensive preprocessing due to the continuous
nature of the sensor data. Soffer et al. [54] and Bertrand et al. [8] suggest a slightly different
approach. They propose a framework based on a hierarchy of events, where a lower-level
(less complex) event can be the foundation of one or several higher-level events. Specifically,
Bertrand et al. [8] proposes a hierarchy model consisting of IoT (lower-level) events, which
are the basis of process and context (higher-level) events. Moreover, some notable instances
exist where sensor data are directly used for process mining tasks, namely for conformance
checking [56].

Our paper comprehensively analyses previous studies on process mining applied to sensor
data. We commence by conducting a systematic literature review that addresses the following
research questions:
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e RQ1: Which sensor types are common, and which are underrepresented for process
mining?

e RQ2: Which aspects (in terms of use cases) have been covered for process mining on
sensor data?

e RQ3: What best practices can be derived to improve the understanding, design and
evaluation of process mining on sensor data?

Additionally, we elaborated recommendations backed by methodological considerations with
the following benefits, which we will summarise in this paper:

Comparison and evaluation of existing literature: We provide the results of a literature
review on process mining applied to sensor data. Currently, such an overview is missing.
Instead, publications are scattered in various journals and other publication types. Given a
use case, finding related work on process mining on that type of sensor data is challenging.
Thus, the literature review presented in this paper fills this gap and allows for better
comparison and evaluation of existing literature.

Recommendations for process mining on sensor data: These recommendations are suit-
able as a starting point for designing new techniques and understanding how to describe
best-related approaches to increase their dissemination. Additionally, these recommenda-
tions aid in comparing and evaluating (new) approaches and publications with existing
ones, allowing for an understanding of differences, commonalities, and areas for improve-
ment.

Future research directions: The recommendations rely on a methodological foundation
that identifies research gaps in the field to be tackled in the future.

The recommendations are a novel result, and, to the best of our knowledge, this is the only
comprehensive overview focusing on process mining for sensor data that has been introduced
in the literature before. In order to answer the three research questions, the rest of the paper is
structured as follows. Section 2 summarises the terms process mining, event log, and sensor
data and discusses the concepts in the light of their combination. This summary aims to
partially address RQ1. Section 3 describes the structured literature search process and lists
the search results in terms of a research classification, which finishes answering RQ1 and
relates to RQ2. The recommendations are summarised in Sect. 4, thereby addressing RQ3.

2 Concepts Related to Process Mining on Sensor Data
2.1 Process Mining and Event Log

Process mining is a fast-growing discipline related to process analytics and business process
improvement. It bridges data and process science [1]. Process mining is a technique that
aims to extract knowledge from event logs of various IT systems in order to gain insights into
process behaviours and performance. According to van der Aalst, event logs are "a structured
representation of the history of an operational process, which captures the sequence of
activities and the context in which these activities were performed" [1]. We define the key
concepts in process mining as follows:

Event: An event represents a single occurrence of an activity execution within a process.
It typically includes attributes such as a unique identifier, timestamp, activity name, and
additional attributes like the resource involved [1]. Events are the smallest units of analysis
in process mining.
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Case: A case is an instance of a process. It consists of a sequence of events (a trace) that
belong to a single execution of the process. Each case follows a path through the process,
depending on various factors such as decisions made and the order of events [2].

Trace: A trace is a sequence of events that occur in a particular case. It reflects the path
taken by that case through the process from start to finish [1]. Traces show how individual
process executions unfold over time [36].

Event log: An event log is a collection of traces, each representing a different instance
(case) of the process. It serves as the primary data input for process mining.

Process: A process refers to a set of coordinated activities aimed at achieving a specific
goal. In process mining, processes are analysed by observing patterns in event logs, helping
to discover, improve, or verify workflows in real-world scenario [19].

Process Model: A process model is a formal representation of a process [1]. A number of
notations exist to model processes, e.g. Petri nets, BPMN, etc.

The main applications of process mining are process discovery, conformance checking, per-
formance analysis, process comparison, and predictive process mining [2].

The event log is the foundation of process mining, as it provides the data necessary to
conduct process analysis. In general, event logs describe data on various aspects of process
executions, like timestamps, process participants, activities, and life-cycle information of
activities [19]. The data in the event log can be analysed using different process mining
techniques, such as process discovery, conformance checking, and predictive analytics, to
extract valuable insights into the performance of (business) processes [36]. There are three
main requirements for the structure of an event log:

Case Identification: Each event in an event log should be linked to a case or process
instance. A case identifier is essential for an event log as it enables the grouping of events
based on the cases they belong to, making it possible to analyse the behaviour from start to
finish [63]. However, in some cases, identifiers may not be available (e.g. industrial data,
data streams), and one has to use methods to preprocess data. For instance, knowledge-
based labelling [6] or context-based heuristics [13] can be employed to identify cases and
link events to these cases.

Event activity correlation: Each event corresponds to an activity executed in the process
[63]. More precisely, this means that there is an assumption stating that each event is
mapped to a business process activity.

Order of the events: Within an event log, it is possible to establish an order of events
within a case. While this can typically be determined by the timestamp of events [63], it
is not always the case. Alternatively, the order of the events can be derived from an order
of event records in databases.

Many different kinds of recorded events (e.g. sensor data) do not comply with these strict
requirements [32]. However, as discussed in Sect. 2.3, preprocessing approaches can trans-
form raw sensor data into a structured event log, fulfilling the above-mentioned requirements.

2.2 Sensor Types

Sensors are devices that detect and measure physical properties, such as temperature, pressure,
or motion, and transmit a resulting input, i.e. signal to a control system [42]. There are
two main categories of sensors: wearable and stationary. Wearable sensors are small and
lightweight and are often used to monitor the health and activity of the wearer. They mainly
observe what an entity is doing. However, the entity does not necessarily have to be human;
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Table 1 Types of sensors

Sensor group Examples Description
Pressure & Force Barometer Pressure sensors measure the pressure of gases or liquids.
Force sensors, or load cells,measure mechanical forces and
Load cell

provide digital signals that reflect the applied force magnitude
Strain gauge

Position & Proximity ~ Gyroscope Motion sensors detect the presence of human or objects in a
particular area by sensing their infrared signature. Proximity

Accelerometer . .
) sensors are electronic devices used to detect the presence of
Motion sensor nearby objects without any physical contact. They usually
emit an electromagnetic field and look for changes in the

field

Acoustic & Light Microphone Acoustic sensors detect sound waves through its intensity and

converting it to electrical signals. Photoelectric sensors detect

Photoelectric sensor . .
emitted photons from light sources

Chemical & Radiation Particle detector Chemical sensors are able to sense chemical reactions, chem-
Gas detector ical substances or sets of chemicals
Electric & Magnetic Magnetometer Electrical sensors are electronic devices that sense current,

voltage, etc. Magnetic sensor detect magnetic fields in the
form of flux, strength and directions

Current sensor

Environmental Thermometer Environmental sensors observe the condition of the surround-
Humidity ngs
Rain sensor

Flow sensor Mass flow Flow sensors are electronic or electro-mechanical devices
Water flow used to measures the flow of a fluid such as a gas or liquid

Flaw sensor Ultrasonic Flaw sensors detect surface or material inconsistencies
detectors

Classification is based on [27, 30, 48, 49]

it can also be livestock or a package in a smart factory. Examples of wearable sensors include
heart rate monitors, accelerometers, and electrocardiograms. Wearable sensors often produce
continuous recordings such as heart rate and movement acceleration. In process mining,
converting this continuous data into discrete events requires extensive preprocessing.

On the other hand, stationary sensors mainly observe where entities are moving or col-
lecting information about environmental conditions. Examples of stationary sensors include
temperature sensors, pressure sensors, humidity and movement sensors. Stationary sensors
may also produce continuous data such as temperature, pressure, and humidity readings.
However, stationary sensors (such as movement sensors) often produce discrete data as they
are activated only when triggered. While discrete data may present clear events (e.g. presence
of movement in a room), for stationary sensors, the challenge in process mining often lies in
accurately associating these events with the correct case ID [35].

The sensor type should be carefully selected depending on the analysis’s goal. Generally,
wearable and stationary sensors can be further classified according to the seven categories
depicted in Table 1. The table highlights the vast number of types of sensors. Each sensor
type can be used for different use cases such as monitoring, learning about systems [53] or
enhancing data (e.g. temperature sensor, camera, heart rate sensor) during process execution
in order to improve the process [61]. Furthermore, sensor applications and types can be
classified based on the various aspects [27, 53] as shown in Table 2.
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Table 2 Overview of classification aspects used to describe sensors

Domain Smart environments (home, office), health, smart devices, industrial
Process monitoring, testing and qualification, fault prediction, detection, system
Application identification (experimental modelling), product quality assessment, diagnosis,
warning generation, surveillance, controlling a system)
Reporting Active - always gathering data
passive - gathering data only when triggered
Detection Radioactive, biological, electrical, thermal
Conversion Electro-chemical, electromagnetic, thermo-electric
Output Analogue, digital
Measure Biomedical, chemical, electrical/electronic, mechanical, thermo-fluid

Based on [27, 53]

Table 3 An example of industry sensor data

Timestamp Sensor 1  Sensor 2 Sensor 3  Sensor 4 CaselD Activity Timestamp  Duration
12:59:57 237 325 0 122 .
13:06:21 237 400 L b T 1 welding 12:59:57 6:25
13:06:22 240 450 1 123 2 transporting 10:07:22 1:06

(a) Raw sensor event log (b) Aggregated sensor event log

(a) depicts raw data retrieved from sensors, while (b) shows how the data from (a) can be transformed into an
event log necessary for process mining

The multitude of different sensor types and the numerous possible fields of application for
sensors result in a wide range of use cases for process mining on sensor data. In this paper, we
investigate the current extent of process mining’s application for sensor data by addressing
RQ1: Which sensor types are common, and which are underrepresented for process mining?
and RQ2: Which aspects (in terms of use cases) have been covered for process mining on
sensor data?

2.3 Combination of Process Mining on Sensor Data

Raw sensor data typically cannot be used for process mining tasks without appropriate
preprocessing. Sensor data are unstructured; this prevents the proper extraction of the nec-
essary information for the desired application of process mining [12]. Most process mining
methods require the data (event log) to be of a high abstraction level, i.e. business level.
An example of raw sensor data from the industry domain can be seen in Table 3a. These
data require preprocessing, including event abstraction and correlation, to derive an event
log as seen in Table 3b. Event abstraction aggregates low-level event data into higher-level
events that represent the execution of activities. Afterwards, these abstracted events must be
correlated to individual cases [21].

The application of process mining on sensor data requires a structured approach, as pre-
sented in [34, 66]. The pipeline consists of the following three steps:

1. Preprocessing raw data
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2. Abstraction/aggregation of events/activities
3. Process mining on aggregated event data

The first step, data preprocessing, involves data cleaning. Errors, outliers and redundant
information are removed, and missing values are handled using various imputation or inter-
polation techniques. In the second step, data are transformed, including normalisation or
discretisation. In the last step, the data are divided into segments using one of three main
segmentation approaches: temporal-based, activity-based, or sensor event-based [44]. Each
approach identifies smaller blocks of information that can be analysed more efficiently.

In the field of event abstraction for process mining, van Zelst et al. [66] conducted a
comprehensive survey and classified related works into four dimensions:

e Supervision strategy (supervised vs. unsupervised)

Fine-granular event interleaving (e.g. the capability of event abstraction techniques to
handle true concurrency at a higher level of granularity)

Probabilistic nature of outcome (e.g. deterministic vs. probabilistic output)

Data type (discrete vs. continuous data)

In the papers van Zelst et al. [66] and Koschmider et al. [34], the authors outlined challenges
for this stage of the process analytics pipeline. These challenges include a need for more
attention given to continuous data sources in existing literature, the tendency for most tech-
niques to produce a discrete output, and a focus on offline rather than online processing.
Bertrand et al. [9] also highlight that the described pipeline poses a catch, as the derived
high-level event log may lose context information inherent in the original data. De Luzi et
al. [18] discuss the interplay between BPM and IoT, outlining key research challenges for
realisation. Meanwhile, Koschmider et al. [35] discuss 14 challenges associated with pro-
cess mining on unstructured data. Among these challenges, they highlight crucial questions,
including how to effectively synchronise sensors to ensure accurate data collection, how to
contextualise activities correctly to interpret data meaningfully, what constitutes a suitable
event to activity abstraction or aggregation to simplify complex data into actionable insights,
and how to identify entity centricity to focus on the most relevant data points for process min-
ing. Furthermore, the limitations of XES and OCEL formats have led to a need for research
on IoT-enhanced event log models. While IoT-enhanced event log models are outside our
work’s scope, their main challenges and requirements are identified and presented in [9, 10].

The discovery of process models from raw to event sensor data is in high demand. The
BPM-IoT manifesto [28] discusses several challenges concerned with process mining on
higher levels of knowledge (i.e. in our context abstracted events):

Integrating IoT into the correctness check of processes: The discovered processes should
specifically consider the IoT nature of some components.

Detecting new processes from data: How to consider situational knowledge (specific for
IoT data) into process discovery.

Dealing with new situations: How to consider ad-hoc (real-time) decisions into process
discovery, involving a continuous change of processes.

Specifying the autonomy of new things: How to integrate the concept of autonomy (i.e.
to grant things full autonomy to decide) into process discovery.

We conducted our structured literature review to understand the current state of the art in
applying process mining to sensor data. Given the complexities sensor data poses for process
mining, it is intriguing to analyse how existing studies have approached these issues. This
review not only sheds light on how sensor types are utilised and the use cases explored but
also identifies best practices for process mining with sensor data, directly addressing our
research questions.
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Table 4 Review protocol used to conduct the systematic literature review

Remaining Papers

Inclusion Article, conference paper, book chapter
Search Scopus 214 papers 345
channels WoS 131 papers
Additional Remove duplicates 120 papers 225
restrictions  Remove papers published before 2014 11 papers 214
Remove non-English papers 2 papers 212
Screening for ~ Abstract is unrelated 84 papers 128
exclusion Only extended abstract or short papers 9 papers 119
Conference paper extended in journal 5 papers 114
Lack of keywords in abstract, title or author keywords 5 papers 109
Full paper unavailable 6 papers 103
Quality Paper without sensor data examples 68 papers 35
assessment  paper without process mining 3 papers 32
Backward- Articles, conference papers, book chapters 758 papers
forward Remove irrelevant papers 754 papers 4
search
Total: 36

Numbers in Italic indicate the initial number of papers identified in the described step

3 Systematic Literature Review

This section outlines our methodology for conducting the literature search, including the
selection and classification process of sources in our bibliography. This literature review was
guided by the search process presented in [65].

3.1 Methodology

Our protocol consists of the following steps: the identification of channels for the literature
search, keywords selection, inclusion strategy, refining results with additional restrictions,
the definition of exclusion criteria, a screening procedure for exclusion, quality assessment
criteria, quality assessment procedure, backward and forward search, data extraction, analysis
and reporting of the findings. The search was conducted on the 10" of November 2023. The
review protocol is presented in Table 4.

Channels for literature search: Our primary data source was the Scopus database, the
largest database of peer-reviewed literature [67]. To increase the validity of our literature
search, we also searched the ISI Web of Science (WoS) database.

Used keywords: We performed the search process incorporating the commonly applied
keywords for sensor data and process mining in the search term:

“process mining” AND ( “time series” OR “low level” OR “sensor data” OR (“IoT” OR
“IIOT,’))

Inclusion strategy: In our sample, we included articles, conference papers, and book chap-
ters.
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Refining results: Firstly, we removed duplicates from the dataset. We found 120 dupli-
cate items. As a result, we identified 225 unique papers for further analysis. In order to
ensure the relevance and contemporary applicability of our findings, we mandated that the
selected publications be in English and have a publication date within the last ten years
(publication year > 2013). This time frame was chosen to capture recent advancements in
the rapidly evolving fields of process mining and sensor data. Consequently, we removed
13 publications older than ten years or two written in Chinese. Eventually, we identified
212 papers for further consideration.

Definition of exclusion criteria: We defined the following exclusion criteria:

e Lack of keywords in abstract

Keywords appear relevant but are used in a different context or domain than our research
focus

Extended abstracts or short papers

Conference papers extended in journal (in this case, we favoured journal papers)
Abstract content is not related to process mining on sensor data

Full paper being not available

Screening procedure for exclusion: Two researchers independently reviewed all papers in
parallel. In cases of doubts, decisions were made after discussing with a third researcher
not involved in the initial review process. A total of 109 papers were excluded for the
following reasons, listed by frequency:

e Abstract content not relevant to the study (84)

e Extended abstracts or short papers (9)

e Lack of keywords in the abstract, title, or author’s keywords or used in other context (5)
e Papers that were not fully available (6)

e Conference papers re-published in a journal (5)

After excluding these papers, 103 publications were identified for further evaluation.

Quality assessment criteria: Our leading quality inclusion criteria for papers were that
the paper applied a method or suggested a framework on an exemplary sensor data set in
the context of process mining (review papers were discarded). Papers presenting sensor
data without explicit connection to process mining are not the subject of our study.

Quality assessment procedure: Similarly to the exclusion procedure, all papers were
checked independently by two researchers in parallel. In case of doubts, the decision
was made after a discussion with a third researcher not involved in the procedure. We
rejected 68 papers without sensor data examples and 3 papers without process mining
content.

Backward and forward search: We performed a backward and forward search for papers
that passed the initial quality assessment procedure using the Citationchaser tool [25].
Consequently, a total of 758 additional papers for which the protocol from the steps
"inclusion strategy" to "quality assessment procedure" were repeated. This resulted in 4
additional papers that were included in our literature review.

Data extraction: Data about the topic and form, as well as content, were analysed. Firstly,
we analysed the distribution of papers based on the time and place of publication in
terms of quantity and quality by extracting the year and type of publication related to our
scope. Secondly, we extracted relevant data from each publication for our defined RQs.
We considered the aspects shown in Table 5.

Our final data set included 36 papers. The results of our literature analysis are presented in
the following subsections.
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Table 5 Summary of relevant data extracted from each publication in the structured literature review

Category Options
Domain of Sensor Implementation Smart environments (home, office), healthcare,
smart devices, industrial, other, not specified
Sensor Purpose Activity recognition, process monitoring, product quality
assessment, fault prediction, warning generation/surveillance
Type of Sensor Used Motion, vital signs, etc.
Type of Sensor Output Numerical, categorical, mixed
Abstraction of Data Low-level events, high-level events, activity instance
Processing Methods of Sensor Data Supervised, unsupervised
Type of Research Artefact Framework, conceptual
Type of Data Set Own, publicly available
PM Applicationpresented in the paper Event log creation, process discovery,

conformance checking, enhancement

3.2 Literature Summary

A network of keywords present in the analysed publications can be seen in Fig. 1. The 19
recurring keywords, each appearing in at least two papers, are grouped into three clusters.
Process mining, IoT, and sensor data emerge as the most interconnected keywords. Figure 2
shows the number of publications published annually. A growing number of publications can
be observed, ranging from one article in 2014 to nine in 2022. It is worth emphasising that
most papers throughout the whole time span are conference papers (22 items).

The outcomes of our literature review are summarised in Table 6, detailing the distribution
of publications in the field of process mining applied to sensor data. Of these, 17 publica-
tions propose frameworks addressing various aspects of process mining on sensor data. The
remaining publications focus on specific problem-based or use-case-based artefacts. A sig-
nificant portion of the literature (14 items) is related to either the industrial domain (including
mining [13], manufacturing [41], paper and mill [43], retail [11]), and smart home and office
(12 publications) (see Fig. 3 and Table 6 for specific publications).

As can be seen in Table 6 column Dataset, most of the publications (23) apply their own
datasets, referring mainly to the industrial domain (14), healthcare (4) and other domains
such as smart office, smart product (1), and maritime (1). The public sources of the used data
are:

Ordonez B [3]: The dataset includes sensor data from 12 sensors and 11 activities related
to home residents’ behaviour over 21 days.

MIT home dataset [46]: The dataset includes two independent logs from two homes over
a period of two weeks. The datasets contain sensor data from two homes, one with 77 and
the other with 84 sensors and 16 defined activities.

Kasteren A [59]: The dataset includes sensor data from 14 sensors with ten activities related
to the behaviour of home residents over a period of 25 days.

CASAS datasets [17]: The CASAS datasets include sensor data and activities related to the
behaviour of home residents for various test settings, e.g. the Milan dataset [15] containing
sensor data from 33 sensors and 15 activities related to the behaviour of home residents
over a period of 92 days. The other dataset—Kyoto—was used in [29] and Aruba in [38].
https://casas.wsu.edu/datasets/
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time series

processdiscovery clustering

human activity recognition
processimodels
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Fig. 1 Network of keywords which occurred at least twice among the 36 papers identified in this review.
Visualisation was derived using VOSviewer

Fig.2 Number of publications

over time g B Conference Paper
i Article
Book Chapter 3
6

Quantity

~

MIMIC-III [4, 5]: The dataset includes records referring to demographics, admissions, and
clinical observations of almost fifty thousand patients who stayed in critical care units
between 2001 to 2012, including data from bedside monitoring (e.g. bed occupancy) and
medical tests (e.g. respiratory rate, heart rate, oxygen saturation, blood pressure). https://
mimic.mit.edu

Other: e.g. from BP-meets-IoT challenges [24, 37].

Most publicly available datasets are related to the smart home domain, primarily using dis-

crete sensor readings. Thus, datasets containing continuous sensor readings for analysis and
experimentation are still rare in the public domain.
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Fig.3 Number of publications by 15
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Fig.4 Number of publications mentioning sensor types used in specific domains

Regarding streaming data, only three of the selected papers consider streaming data. Seiger
et al. [50] propose a framework that uses complex event processing (CEP) to handle sensor
data streams in real-time, enabling live analysis and correlation of high-volume data with-
out relying on traditional BPM systems. This approach allows for better handling of sensor
data variations. It helps generate process event logs from IoT data in real time, address-
ing the limitations of traditional process mining algorithms in capturing dynamic sensor
data. Wolny et al. [64] highlight the challenge that traditional process mining algorithms
are often designed for well-structured event logs rather than for the continuous, real-time
nature of sensor data streams. The authors propose an approach called Model-driven Run-
time State IdEntification (MD-RISE) to address this. This approach derives time-series
queries from state machines that monitor and validate system states based on sensor data
streams. Mayr et al. [41] claim that their approach can also be applied to streaming data
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by grouping incoming mini-batches of process-state data with historically derived clus-
ters.

3.3 Main findings on sensors usage in process mining applications

We further identified the types of sensors used in the publications (Fig.4). The most often
used sensors are motion sensors (16 publications), position (9 publications), temperature (7
publications), and pressure (5 publications)—see Table 6, column Type of Sensor. Examples
of other sensors include occupancy, light, acoustic, water, power, electric, chemical, or vital
signs (RQ1). Looking at specific sensor types by domain, we found that motion sensors are
primarily used in smart home and smart office applications (10 papers out of 16, see Table 6,
column Type of Sensor and Domain). Position, temperature, and pressure sensors are mostly
used in industrial domains but also in healthcare and smart domains. Occupancy sensors are
preferred for smart home and office applications. Electric or chemical sensors are used in the
industrial domain. Furthermore, we categorised the main objectives for using sensors into
three key areas:

Process monitoring. Process monitoring is defined as knowing what the process looks
like, and we monitor its behaviour and deviations from it based on sensor data.

Activity recognition. Activity recognition is the process of discovering and modelling
unknown activities, aiming to understand their characteristics and behaviour clearly.

Warning generation/surveillance. The primary purpose of warning generation/surveillance
is to identify potentially dangerous situations and issue a warning. This type of objective
is primarily related to the healthcare domain.

In the collection of relevant papers, we identified 16 cases of process monitoring and activity
recognition, along with four cases of warning generation/surveillance. This analysis revealed
that specific objectives are closely linked to the domain of application (Fig.5). For instance,
process monitoring is the predominant objective in industrial applications (12 out of 14
cases), whereas activity recognition is most common in smart homes or offices, with 11 out
of 13 cases. In the healthcare domain we identified three cases each of activity recognition
and warning generation/surveillance. For specific papers, see Table 6, columns Domain and
Objective.

When examining different objectives for using sensors (Table 6, column Objective), we
saw that the widest variety of sensor types is used for activity recognition (Fig. 6). We noticed
that most sensor types have been used for that purpose except for electric and chemical
sensors. In contrast, process monitoring predominantly uses position, motion, temperature,
electric, and pressure sensors. It is noteworthy that the majority of the papers focus on
low-level data abstraction. Specifically, 27 of the publications used data on this level. Addi-
tionally, in terms of the type of sensor data output, categorical and numerical data were the
most commonly presented types, represented in 18 and 8 papers, respectively. Six publica-
tions, primarily related to the industrial domain, presented mixed variables. In [4], numerical
variables were used to extend event logs. A detailed description of the variables for each
publication can be found in Appendix 1.

Our analysis revealed that most publications (16) employ supervised methods in their
analysis pipeline or a mixture of unsupervised and supervised approaches (11) (see Table
6 column Processing Methods). Based on the sensor usage objectives, we assessed these
processing approaches (whether supervised, unsupervised or a mixture of both). For activity
recognition, both unsupervised and supervised methods are common. Process monitoring
and warning generation/surveillance predominantly utilise supervised techniques, particu-
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larly classifiers and expert rules. When examining the application of these methods across
different domains, a pattern can be seen. The healthcare domain primarily implements super-
vised approaches. Conversely, unsupervised and supervised approaches are common in the
smart home and industrial domains. Interestingly, in four publications, neither supervised nor
unsupervised approaches were implemented, with two cases each in the industrial (specifi-
cally retail) and smart home sectors. Object centric process mining does not play a role in
any of the examined papers.

The variation of tools for applying process mining methods on sensor data used in the
analysed publications was limited. ProM was used in most publications (10 publications),
followed by Disco (4 publications). A few publications (3 publications) used Pm4Py as their
tool of choice. However, many publications (20 publications) did not explicitly mention
which tools they used. Table 7 in the appendix shows which publications used which tools.

While addressing RQ2, which focuses on the use cases covered by process mining on
sensor data within our collection of related publications, we discerned a primary focus on
event log creation (29 publications) and process discovery (26 publications)—see Appendix
1. This emphasis underscores a fundamental challenge in process mining applied to sensor
data: developing effective methods for generating suitable event logs to facilitate subsequent
process mining analyses. Conformance checking and enhancement received attention in six
and five papers, respectively, indicating these areas as less explored applications of process
mining.

Furthermore, we examined process mining applications by domain (Fig.7). In the
industrial domain, the creation of event logs (12 publications) and process discovery (7
publications) emerged as prevalent tasks, highlighting the complexity of transforming raw
data into structured event logs. In smart home/office and healthcare settings, process discov-
ery (17 publications) and event log creation (15 publications) were predominant, reflecting
similar challenges across these domains. Conformance checking and enhancement tasks were
more frequently associated with the healthcare and industrial domains. Notably, enhance-
ment techniques were mentioned in smart home and healthcare papers, while the industrial
domain featured minimal focus on enhancement (1 publication) and conformance checking
(2 publications). For specific papers, see Table 6, column Domain and Appendix 1. This
distribution illustrates the varied application of process mining tasks across domains, with
an emphasis on the foundational steps of event log creation and process discovery.

The limitations regarding the application of process mining on sensor data varied greatly
in the analysed publications. The following limitations, however, appeared in several publi-
cations:

Lack of Domain Knowledge: The approach presented in Ziolkowski et al. [68] depends
on manual cluster naming and domain knowledge that may only sometimes be available. Li
et al. [39] refer to legacy systems where the limited availability of domain knowledge adds
to the complexity of their approach. The interpretation of activities the approach creates,
presented in van Eck et al. [23], requires significant domain knowledge. The challenge is
finding a connection between measured sensor readings and underlying user behaviour.

Computational Limits: Computational limits are challenging when approaches like the
one presented in Su et al. [55] deal with alignment-based conformance checking methods.
The authors in Senderovich et al.[52] faced the challenge of exponentially increasing the
size of the considered interaction set and the resulting computational limitations.

Data Quality & Quantity: The publication about WiFi-location data Blank et al. [11]
states that data quality, especially regarding location accuracy, is a limitation in their cur-
rent approach. Li et al. [39] saw it as a challenge in their case study to deal with sensor
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malfunctions, missing readings, and communication overhead. Dogan et al.[22] write that
the data quality needs to be assessed further and deep data processing is necessary to
remove errors. In Elali et al. [24], the authors state that they would need more data to elab-
orate further on the connection between activities and sensors. In Rebmann et al. [47], the
authors face the challenge that insufficient training data is available for underrepresented

classes.

4 Recommendations and future research directions

In order to derive recommendations (addressing RQ3) which would improve the under-
standing, design and evaluation of process mining on sensor data, we analysed the analysis
procedures used in the set of related publications. Generally, a process mining pipeline sub-
sumes the following tasks or inputs. We inspected the publications with regard to these tasks:

e Raw data or event log—the artefact used as input to analytic workflow, i.e. the initial
dataset or (low-level) event log used as input for analysis.
Data preprocessing—activities related to standard data cleaning, e.g. removal of missing

data.
Event processing—the processing related to an event level, e.g. trace clustering, sessions

of events.
Labelling data—the naming of discovered groups of events (typically a result of unsu-

pervised techniques).
e Event relabelling—the renaming of event names in existing event log to reflect new or

refined categories, e.g. merging similar activities.
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®

Fig.8 The process map of analytic workflows presented in papers depicting 90% of paths

e Supervised processing—the processing related to raw sensor data with use of supervised
approaches, e.g. classification or regression.

e Unsupervised processing—the processing related to raw sensor data with use of unsu-
pervised approaches, e.g. clustering or dimensionality reduction.

e Validation—the evaluation of proposed method(s) or framework on various datasets.

e Process mining tasks—activities such as creating event logs, discovering processes,
checking conformance and enhancing processes.

Based on the analysis procedure described in the publications, we designed a process map
as shown in Fig. 8. From this process map we can see that the most common stages in the
analytics pipelines leading to the process mining tasks included: (gathering) raw data (25
publications), supervised processing (22), in some cases followed by unsupervised processing
(13) and labelling data (8 publications), leading to event log creation (requiring additional
steps). We observed 28 different paths for the 36 inspected publications.

The paths identified in our analysis, as illustrated in Fig.9, most often involve the super-
vised processing of raw data, leading to event log creation and process discovery, as seen
in four publications. A second notable path mirrors the first, going directly from raw data
to event log creation. Another common approach, noted in two publications, involves event
processing that supports the generation of event logs.

We analysed the methods applied across the reviewed literature. We observed both super-
vised and unsupervised approaches in the initial processing of raw data. Predominantly,
supervised processing approaches were used, comprising of a variety of methods including
self-annotation, e.g. in [16], leveraging domain knowledge [5], and employing classifica-
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Fig.9 The most frequently used components to analyse and use sensor data for process mining

conformance
checking

tion techniques [43, 47]. Additionally, the use of machine state models [64], attribute-based
interactions [52], and complex event processing (CEP) [50] were identified as components
of analytical paths. Recent studies have further diversified the approaches by introducing
various encoding rules [7, 39].

Beyond these techniques, our review highlighted the implementation of trace annota-
tion [13, 15], event correlation [29], enhanced domain knowledge applications [5, 40], data
segmentation [23, 68], and the linking of traces to raw data with event annotation [4] as
examples of supervised processing within other analytic procedures. Interestingly, in some
cases, supervised processing followed unsupervised processing [3, 13], with classification
often being the preferred method. For example, [38] introduced labels for data segments
based on predefined rules.

Supervised processing, often observed in classification scenarios, employs a range of
techniques, including decision trees, random forests, artificial neural networks (including
convolutional networks), and support vector machines as some of the most popular methods
[3, 31, 43, 47]. In addition to these classification approaches, our analysis identified various
clustering techniques for unsupervised sensor data processing. These include hierarchical
clustering based on Gower distance [13], k-medoids, k-means [3, 23, 55, 62], and self-
organising maps [29]. Furthermore, association rules, particularly the CAPHAR method,
have been implemented as part of unsupervised techniques in studies such as [31].

Event log processing also included either supervised or unsupervised approaches. Among
supervised approaches we identified "sessions of events" [37], "ontologies" [24] and "rectifi-
cation of event logs based on domain knowledge" [39]. Event labelling was mainly conducted
by domain experts, e.g. [14, 23, 41], based on visualisations [37, 51], or process models, e.g.
[3]. Furthermore, we identified various unsupervised techniques in event log processing,
mainly clustering, e.g. K-means, DBScan [37], based on quality threshold [22] or fuzzy
clustering based on EM algorithm [60]. However, very specific techniques, e.g. motifs iden-
tification [20] or trace clustering [11], was also found.

Regarding the process mining tasks, we made the following discovery: the most frequently
used algorithms for process discovery were the Inductive Miner (applied in 12 publications,
e.g. [26]) and the Fuzzy Miner (applied in 7 publications, e.g. [45]). Other tasks, as mentioned
earlier (see Sect. 3.3), were rare, only six papers used conformance checking [23, 40, 55-57,
62] and five presented process enhancement tasks [4, 7,22, 46, 57]. Other activities in process

@ Springer



Process mining on sensor data: a review of related works 4937

mining on sensor data included validation [3, 4, 15, 37, 59], data preprocessing, e.g. related
to data quality or missing data [13, 15] and event relabelling [59].

The diversity of data types and variations in analytic procedures hampers the formula-
tion of generic recommendations suitable for specific domains. Nonetheless, these analytic
procedures follow similar sequential steps, starting with raw data gathering, followed by
supervised and unsupervised processing, data labelling, event log creation, and ending with
process discovery. In the light of this, we recommend selecting the analytic procedure aligned
with the domain’s characteristics and the analysis objectives. Table 6 provides a comprehen-
sive overview supporting the identification of techniques tailored to particular data types and
domains. For example, an analysis within the industrial domain utilising mixed variables
reveals the application of both unsupervised and supervised methods, including scenarios
that bypass preprocessing. Our review streamlines the process of identifying, selecting and
applying the most relevant techniques for specific analytical contexts.

Taking into consideration the results discussed above, we see the following future research
directions:

Creation of more diversified, publicly available datasets The inclusion of different sen-
sor types would increase the amount of data from sensors with continuous output, e.g.
temperature, chemical, electric, based on industrial use cases, e.g. manufacturing in Indus-
try 4.0 settings. Extending existing datasets with additional attributes would also be
beneficial. This would allow studies on publicly available datasets.

Comparison of machine learning (ML) approaches when using process mining
on sensor data. Analysing and comparing various (supervised and unsupervised) ML
approaches could derive a default pipeline for efficient sensor data preprocessing and anal-
ysis. Furthermore, advanced ML techniques such as deep learning, reinforcement learning
and large language models (LLMs) could provide new insights from sensor data through
their ability to handle large volumes of complex, unstructured data.

Focus on conformance checking and enhancement with use of sensor data. Conformance
checking involves comparing actual sensor-recorded behaviour with a process model to
detect deviations. Future research could focus on abstracting low-level sensor data into
meaningful events for more accurate conformance checking. Additionally, sensor data
could be used to enhance process models, enhancing their precision and adaptability.

Extension of data usage from other sensor types. We identified that primarily environ-
mental (mainly temperature), navigation, and position & proximity sensors (see Table 1)
were used. However, we can observe that in industrial processes, process mining could
also add benefits for sensor data from chemical and radiation, electric and magnetic, as
well as acoustic and light types.

5 Conclusions

This paper presented a systematic literature review on process mining for sensor (event) data.
Currently, there is no comprehensive overview of existing literature on the subject. Instead,
publications are spread in various journals and other types of publications. The process mining
applications and sensor types used in these publications differ. Hence, selecting appropriate
techniques for efficient process mining for sensor event data is challenging.

Based on the extensive literature review, we devised a bibliography of existing works on
the following criteria: domain of sensor implementation, sensor purpose, type of sensor, type
of sensor output, abstraction of data, processing methods of sensor data, type of research
artefact, type of dataset, and process mining application addressed in the paper. Our survey
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aids in understanding the domain better. To the best of our knowledge, our work is the first
attempt to condense all related literature on the subject.

Although we made every effort to obtain a comprehensive set of publications for analy-
sis, we are aware that our study has limitations. Firstly, we defined inclusion and exclusion
criteria, which can introduce bias. For example, only publications in the English language
were included. Excluding publications older than ten years might omit insights on the devel-
opment and evolution of process mining on sensor data. Furthermore, we acknowledge that
the identified publications could be of varying quality. We tried to control this limitation by
including papers only from peer-reviewed indexed sources but did not include other qual-
ity measures. Finally, the researchers conducting the literature review, being experts in the
process mining domain, approached the literature with a specific set of known keywords for
abstract screening. This domain-specific perspective could bias the selection process towards
specific methodologies or applications, potentially overlooking studies that employ different
terminologies.

We are convinced that our paper is, on the one hand, useful for researchers who want to
acquire an overview of the current state of research and design techniques to process sensor
event data for process mining efficiently. On the other hand, the literature study is helpful
for those who want to benchmark their techniques against existing works. Our literature
overview enables a quicker finding of appropriate research artefacts.

Generally, the data collected from sensors in IoT environments are heterogeneous in
format, structure and semantics, especially when different types of sensors are collecting the
raw data. The data are difficult to share and reuse due to the lack of formalised descriptions
of them. In future work, we plan to design a framework to capture different types of sensors’
different formats and data.
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