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 A B S T R A C T

Battery aging can follow multiple degradation pathways, which influence future aging due to self-amplification, 
self-limitation, and interactions among mechanisms. This phenomenon is known as path-dependent aging. 
Understanding path dependency is crucial for reliable lifetime prediction and requires identifying distinct 
degradation pathways. In this study, 𝑘-means clustering is applied to aging data from 48 commercial lithium-
ion batteries (LIB), cycled under 24 combinations of temperature and C-rate. Key degradation metrics, including 
capacity fade, pulse resistance, and degradation modes, are used to construct path-indicator spaces. Clustering 
with degradation modes reveals three distinct degradation regimes, characterized by proximity in both path-
indicator and stress-factor space. These regimes are further validated using microscopic analysis of the negative 
electrode and distribution of relaxation times analysis. Based on the findings, general guidelines are proposed 
for designing dynamic usage schedules to test path dependency in LIB aging. Therefore, the methodology 
presented in this study provides a generalizable framework for characterizing battery degradation with a 
multi-dimensional feature space and introduces an unsupervised approach for identifying distinct degradation 
pathways. Additionally, the proposed method can help in building dynamic test protocols that trigger distinct 
degradation pathways and aid in the development and validation of lifetime prediction models.
1. Introduction

During operation, lithium-ion batteries (LIB) can be exposed to a 
wide range of stress conditions [1–3], which can lead to a complex 
dependence of their degradation on the usage schedule, making it 
difficult to predict the lifetime of the battery. The complexity arises 
from multiple degradation processes and their interaction [4]. This 
can cause the LIB to follow different degradation paths in a latent 
degradation space, often described as the path dependency (PD) of 
battery aging [5].

In our previous work, we have classified PD into three levels based 
on whether the trajectory of the state of health (SOH) is affected by 
the operating conditions (PD I), the sequence of operating conditions 
(PD II), and whether there is an influence of the sequence on future 
trajectories (PD III). The emphasis is placed on the development of test 
protocols that can be used to investigate PD I-III in a laboratory setting, 
which is a key requirement for the development and parameterization 
of aging models that can make accurate predictions under realistic 
operating conditions [5]. An accurate prediction of battery lifetime can 
help in fault diagnosis of batteries [6]. and also the optimal design of 
batteries for different applications [7]. Understanding PD can also play 
an important role in managing batteries in their second-life applications 
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[8] and can add to the existing knowledge base of battery recycling 
technologies [9].

Typically, PD I can be demonstrated by selecting static test con-
ditions from a multidimensional stress-factor space (SFS), that can 
include depth of discharge (DOD), temperature, C-rate, etc., and an-
alyzing the differences in the trajectory of the SOH [10–13]. It is 
well-known that LIBs can undergo different aging mechanisms under 
different stress conditions. For example, SEI growth is more significant 
at high temperatures [14,15], particle cracking at high C-rates [16], 
and lithium plating at low temperatures and high C-rates [17,18]. How-
ever, multiple mechanisms may be active under the same conditions, or 
the same degradation mechanism may vary in intensity depending on 
the applied stress. Both make it difficult to identify regions in the SFS 
that trigger a particular set of degradation mechanisms, i.e., a different 
degradation path.

Demonstration of PD II requires a test protocol in which the op-
erating conditions are varied sequentially. PD II is expected if each 
of the selected conditions triggers a different degradation mechanism 
and if these degradation mechanisms interact with each other [5]. 
Due to sequential variation of the operating conditions, the number 
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of possible aging tests increases significantly compared to aging under 
static conditions. Since the dominant degradation mechanisms at a 
given test condition are usually not known in advance, a comprehensive 
PD II test consisting of all possible test sequences can be very resource 
intensive and time consuming.

Several studies have demonstrated PD II by applying calendar and 
cyclic aging to cells with similar cumulative aging conditions but 
different sequences [19,20]. PD II has also been demonstrated for cyclic 
aging alone, where only ambient temperature and C-rate was changed. 
For example, Liu et al. performed two studies where they cycled one 
group of cells at low temperature (−10 ◦C) followed by high tempera-
ture (50 ◦C) [21] (group A) and another group of cells were cycled first 
at high temperature followed by low temperature [22] (group B). The 
temperature change was carried out at an SOH of 80%–90% and cells 
were cycled to an SOH of 70%. They observed that plated lithium still 
present from the low temperature cycling can accelerate SEI growth. 
They found that the aging of the cells in group B was slower compared 
to the cells cycled at a constant temperature of 50 ◦C or −10 ◦C. As a 
result, they demonstrated PD in a simple cyclic aging experiment and, 
through extensive postmortem analysis, found complex interactions 
between SEI growth and plating that leads to electrolyte consumption. 
Although the presented studies provide valuable insight into PD, the 
choice of stress conditions and switching criterion is often arbitrary and 
does not involve a detailed understanding of the degradation pathways. 
Furthermore, it also has been shown that PD II is not always present 
but may depend on the magnitude of the applied stress, e.g. the C-
rate [19]. Finally, understanding of path-dependency will also become 
increasingly important with the impending rise of batteries consisting 
of novel materials such as Silicon [23,24], whose degradation pathways 
are under intensive research [25]. In conclusion, it is important to have 
a detailed understanding of the possible degradation pathways in order 
to design tailored PD II studies.

One possibility to identify differences in degradation pathways is 
a detailed postmortem analysis. Although there are several methods 
available for this purpose, such as X-ray Photon Spectroscopy (XPS), 
Fourier Transform Infrared Spectroscopy (FTIR), Nuclear Magnetic Res-
onance (NMR), etc., they are often destructive, performed on a small 
number of samples, and resource intensive [26–28]. In addition, they 
are not suitable for implementation in battery management systems 
and thermal management systems, where information on degradation 
pathways can be useful to optimize battery operation.

An alternative non-destructive method to identify degradation path-
ways is degradation mode analysis [20,29,30]. As the cell ages, this 
method can be used to identify the loss of active material from the 
positive and negative electrodes (LAMpe, LAMne) and the loss of cy-
clable lithium inventory (LLI), providing a more detailed insight into 
cell degradation. However, degradation modes are often correlated and 
do not directly indicate the underlying mechanisms. For example, if 
an active material lost due to particle fracture contained lithium, this 
aging process could lead to both LLI and LAM ne or LAMpe [31]. SEI 
growth or lithium plating that results in LLI can also cause LAMne
by clogging pores or consuming electrolyte [4,32]. In addition, LLI 
can result from any type of side reaction, such as SEI growth and 
lithium plating, and these cannot be separated by the absolute value of 
LLI [33]. However, the relationship between applied stress conditions 
and the triggered degradation mechanisms is rarely analyzed in detail 
beyond the identification of dominant degradation modes [29,34]. This 
knowledge could be also be useful to reduce experimental load of 
designing thermal management systems [35].

Zhang et al. proposed the use of resistance increase vs. capacity 
decrease plots to separate capacitance loss due to lithium plating from 
capacity loss due to SEI growth [36]. By analyzing aging data from 
long-term measurements, they identify a clear line separating the two 
mechanisms based on the slope of the different curves in the plot. 
However, their method requires a hand-drawn line of separation and 
a long-term cycle to see a clear trend. Similarly, Bauer et al. used 
2 
a 2D plot of capacity and power fade to separate high- and low-
temperature aging processes using the sensitivity of pulse resistance 
values to capacity loss [37]. They emphasized that the representation of 
SOH in a multidimensional space can be useful in discriminating high- 
and low-temperature aging mechanisms in SFS.

In addition, dynamic electrochemical characterization methods such 
as electrochemical impedance spectroscopy [38,39] (EIS) and nonlinear 
frequency response analysis (NFRA) [40,41] have also been used to 
identify different degradation mechanisms.

In this work, we propose the design of PD II tests in which the indi-
vidual operating conditions within a sequence are selected based on the 
degradation pathways identified from the aging data of PD I tests. As a 
result, the degradation pathways triggered by a PD II test protocol are 
no longer arbitrary, and the demand for PD II studies can be reduced. 
It has been suggested that a combination of features is essential for 
non-destructive identification and separation of mechanisms such as 
lithium plating and SEI growth [42]. Therefore, various degradation 
metrics such as capacity, pulse resistance and degradation modes are 
taken into consideration. Short-term aging tests are performed on 48 
cells at different temperatures and C-rates. 𝑘-means clustering [43], an 
unsupervised learning algorithm, is used to identify clusters in the PIS 
that can be mapped to regions in the SFS, here C-rate and temperature. 
The identified degradation pathways are verified by postmortem anal-
ysis of the electrode under an optical microscope and DRT analysis of 
the impedance spectra of the cells. Finally, this information is used to 
provide general guidelines for the construction of PD II test protocols 
during cyclic aging. The overall workflow for this is summarized in Fig. 
1.

2. Experimental details

2.1. Test cells

Commercially available lithium ion cells, CP1654 from Varta were 
used for this study. These cells utilize a graphite negative electrode 
and an NMC based positive electrode and has a nominal capacity of 
120mAh. The cell can be cycled between 3V and 4.2V and can be 
charged with a maximum C-rate of upto 2C. An initial characterization 
of 180 cells from the batch was performed to determine distribution of 
cell capacity. The capacity after a CCCV discharge step was measured 
with a discharge C-rate of 0.5C to 3V and a cutoff discharge current 
of 0.02C at 25 ◦C. It was found to be 124mAh ± 2mAh. The C-Rate 
throughout this study was calculated using a mean capacity of 124mAh. 
48 cells from this batch were tested at 24 different combinations of 
C-rate and temperature, while two cells were used for each condition.

2.2. Equipment

BaSyTec Cell Test Systems (CTS-Lab) are used for cyclic aging 
and reference performance tests (RPT). Two climate chambers (Binder 
KB53 and CTS T-40/50) were used to control environmental con-
ditions. EIS and NFRA measurements are performed using Zahner 
ZENNIUM Pro. For opening the cells, a GS MEGA glovebox was used 
and a Keyence VHX-7000 microscope was used to perform the optical 
characterization.

2.3. Reference performance test

All cells are completely discharged to 3V at the start of the reference 
performance test (RPT) and the ambient temperature is set to 25 ◦C. The 
cell is equilibrated at this temperature for 3 h. Here, 25 ◦C is used as a 
standard reference temperature at which the state of health of the cells 
before and after they undergo different degradation pathways can be 
analyzed. It is assumed that at 25 ◦C the reference performance test will 
have a minimal impact on the aging trajectory of the cell.
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Fig. 1. Schematic of the process used to build PD II test protocols.
To calculate the cell capacity, the cell is cycled with a constant 
current (CC) charge C-rate of 0.5C until a voltage of 4.2V and a 
constant voltage (CV) is maintained until the current falls below 0.02C. 
After a 10 min pause, the cell is discharged with a CC discharge with 
0.5C until it reaches 3V followed by CV discharge at 3V until the 
discharge C-rate rises above 0.02C. A CC-CV discharge step is used to 
measure the overall capacity of the cell.

A pseudo-OCV (p-OCV) measurement is performed to identify the 
OCV characteristics of the cell. The cell is charged with a constant 
C-rate of 0.05C until 4.2V and after a rest of 10 min, discharged 
until 3V with constant discharge C-rate of 0.05C. Generally, p-OCV 
measurements are based on the assumption that the internal resistances 
of the cell have a minimal impact on the measured voltage if the applied 
current is sufficiently low and therefore, this value can be assumed to 
be the OCV. The choice of C-rates (0.05C) is lower than some other 
p-OCV measurements found in literature 0.1C [12]. Therefore, it is 
assumed that our choice of C-rate is sufficient to make the assumption. 
The p-OCV is used to calculate degradation modes.

The DC pulse resistance of each cell is measured by first charging 
it to 50% SOC based on the current capacity value, followed by a 2-h 
rest period. Then, a 1C charge pulse is applied for 10 s, followed by 
a 2-h rest period. After this, a 1C discharge pulse is applied for 10 s, 
followed by a 2-h rest period. Note that, in contrast to the other parts 
of the RPT, the C-rate of the pulse is adjusted based on the measured 
value of the capacity.

After the DC pulse resistance test, both EIS and NFRA measurements 
are performed on the cell at a temperature of 25 ◦C. EIS is performed 
with an amplitude of 0.05C between 10mHz and 100 kHz with 10 points 
per each decade of frequency. NFRA measurement is made between 
10mHz and 10 kHz with 5 points per each decade of frequency with an 
amplitude of 1.5C. It is noted that NFRA data is not analyzed in this 
work, but can be found in the attached data set [44]. The amplitude 
of 0.05C for the EIS measurement was empirically chosen in order to 
have a low enough amplitude that will not violate the linear and time-
invariant assumptions. It is also usually a recommended value for LIBs 
and offers a good signal-to-noise ratio during the measurement [45].

50% SOC was chosen as the reference state at which the dynamic 
tests such as pulse resistance, EIS, and NFRA were performed. This 
is usually common practice in several aging studies that ensures that 
salient information about the kinetics of the cell as it ages can be identi-
fied while also optimizing the time taken for the reference performance 
tests [12,19]. Additionally, cells are expected to undergo very little 
aging at 50% SOC, which helps to reduce the impact of RPTs on the 
overall aging process [46].
3 
2.4. Aging tests

A total of six temperatures (0 ◦C, 10 ◦C, 25 ◦C, 30 ◦C, 45 ◦C and 55 ◦C) 
and 4 C-rates (0.5C, 0.75C, 1C, and 1.5C) were used in this study. All 
the cells were aged using a constant-frequency cycle method to make 
efficient use of the available climate chambers and test channels.

At the beginning of the aging study, the cell was discharged to 3V
and the temperature of the climate chamber was set to the necessary 
value. The cell is then equilibrated at this temperature for 3 h.

The first and last cycles of the aging study involved a CC charge 
step at the chosen C-rate and temperature until the cell reaches 4.2V
and a CV step until the cell current falls below 0.02C, after which the 
cell is immediately discharged at a C-rate of 0.05C until it reaches the 
lower cutoff voltage.

All other aging cycles, start with a CC charge step at the given C-
rate until the voltage of the cell reaches 4.2V, which is followed by 
a CV step until the current falls below 0.02C. After a 5 min pause, 
the cell is discharged with CC discharge step at the chosen C-rate until 
the voltage reaches 3V. At the end of discharge, the cell is left in rest 
conditions until 5 h have passed since the cycle started. This is to ensure 
that cells at different C-rates spend same amount of time within the 
climate chamber. Further, this has the advantage that cycle number 
and aging time is directly coupled. The aging test is stopped after all 
cells have undergone 70 cycles, which corresponds to approximately 
17 d.

It should be noted that 70 cycles represents a relatively short dura-
tion of cycling in comparison to typical aging measurements. However, 
this is in line with the objectives of this study, which was to get an 
early insight into the different degradation pathways of the cell at the 
chosen aging conditions and use it to design dynamic tests that trigger 
PD II. A cyclic aging phase of 70 cycles or approximately 17 days is 
assumed to be sufficient to capture the early-stage aging trends. It is 
possible that the choice of the cycling time for this study impacts the 
separability of the degradation pathways, i.e, a longer study could lead 
to identification of more pathways in the aging data.

The voltage limits for this cell was taken from the datasheet of 
the cell used in the study that has a graphite anode and an NMC 
based cathode. The C-rate is calculated using the average BOL capacity 
calculated in Section 2.1.

2.5. Post-mortem analysis

At the end of the aging tests, some cells from the group are selected 
and discharged with a C-rate of C/50 to 3V, followed by a CV step at 
3V for 12 h. One cell that did not undergo any cycling is opened as a 
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reference cell with which the cells aged at other aging pathways can 
be compared. The choice of the cell from the aging study was dictated 
by the degradation pathways identified by the method proposed in 
this study. The rationale for this selection is discussed in detail in 
Section 4.4.

The cells are then opened inside a glovebox and the negative 
electrode is separated from the separators and positive electrode. The 
electrodes were stored within an inert atmosphere until they were 
used for microscopy under ambient conditions. In this study, the entire 
electrode was imaged under the microscope by separating the anode 
into 7–8 thin strips of electrode, which are placed between two glass 
slides.

An overview image of the electrodes is taken at a magnification of 
20x followed by a detailed characterization of each part of the electrode 
at a magnification of 200x.

2.6. Analysis software

All of the plots in this work were made using Python version 3.12.2. 
The OCV fits were performed using scipy version 1.13.1. and the least 
squares function was used.

The code of the distribution of relaxation times analysis is part 
of the ec-idea software toolbox developed at the Chair of Electri-
cal Energy Systems at the University of Bayreuth and is available 
online at https://www.ees.uni-bayreuth.de/en/ec-idea/index.html. 𝑘-
means clustering [43] was performed using the sklearn package of 
version 1.5.1.

3. Analysis methods

3.1. Calculation of cell capacity

The cell capacity, 𝑄0 is calculated as the total discharge capacity 
during the discharge step of the reference performance test. This is the 
sum of the total capacity after CC discharge of the cell up to 3V and 
the CV discharge at 3V until the C-rate relaxes to a discharge C-rate of 
0.02C.

3.2. Calculation of DC pulse resistance

The pulse resistance is calculated from both the charge and dis-
charge pulse at 50% SOC using Eq.  (1). 

𝑅pulse =
|

|

|

|

𝑈 (𝑡 = 10 s) − 𝑈 (𝑡 = 0 s)
𝐼dc

|

|

|

|

(1)

In this equation, 𝑈 (𝑡 = 0 s) represents the cell voltage before the 
pulse, which is under open circuit conditions, at 50% SOC. 𝑈 (𝑡 = 10 s)
represents the voltage at the end of the 10 s pulse and 𝐼dc represents 
the applied current pulse of −1C or 1C.

3.3. Degradation mode analysis

Degradation mode analysis is performed using the method as pre-
sented by Schmitt et al. [29]. The charge step of the p-OCV test is used 
for the fitting and the voltage measured during the charge is given as 
𝐸0. The estimated full cell open circuit voltage 𝐸0,est is given by 

𝐸0,est(SOC) = 𝐸0,pe(SOCpe) − 𝐸0,ne(SOCne) (2)

𝐸0,pe refers to the open circuit potential (OCP) of the positive 
electrode as a function of its electrode-level SOC, SOCpe. 𝐸0,ne refers 
to the OCP of the negative electrode as a function of its electrode-level 
SOC, SOCne. The OCP of the NMC622 cathode and graphite anode were 
taken from Chaouachi et al. [47]. The information was gathered using 
the notebook provided by the github repository of liiondb [48]. The 
discrete data for the electrodes was sampled at 1000 points between 0 
4 
and 1 using a linear interpolation and a cubic spline interpolant of this 
sampled data is used during the fitting.

The SOCs of the full cell and the SOCs of the electrodes for the 
positive and negative electrode are related according to 

SOC = 𝛼pe ⋅ (1 − SOCpe) + 𝛽pe (3)

for the positive electrode and 

SOC = 𝛼ne ⋅ SOCne + 𝛽ne (4)

for the negative electrode, where 𝛼pe and 𝛼ne are the respective scaling 
factors by which the electrode OCPs are stretched and 𝛽pe and 𝛽ne are 
the respective shift factors by which the electrode OCPs are shifted.

The least squares algorithm is used to minimize the error be-
tween 𝐸0,est(SOC) estimated by Eq.  (2) and 𝐸0,mess(SOC) from the 
measurement. The three tolerance parameters that track the change of 
independent variables, change of the cost function, and norm of the 
gradient were set to 10−12 and the scale of the variables is iteratively 
updated using the inverse norms of the columns of the Jacobian matrix.

After the fitting procedure is complete, the degradation modes can 
be estimated using Eq.  (5), Eq. (6), and Eq.  (7), 

𝑄Li = (𝛼pe + 𝛽pe − 𝛽ne) ⋅𝑄act (5)

𝑄pe = 𝛼pe ⋅𝑄act (6)

𝑄ne = 𝛼ne ⋅𝑄act (7)

where, 𝑄Li is the total lithium inventory, 𝑄ne and 𝑄pe are the nega-
tive electrode and positive electrode capacity, respectively. Here, 𝑄act
represents the capacity measured during the charge step of the p-OCV 
test.

For the fit performed on the cell after the RPT at Beginning-of-life 
(BOL), the scaling factors are bound between 1 and 2 and the shift 
factors are bound between −1 and 0. In this model, the shift factors 
are always negative as the electrode curves during the fit are shifted to 
the left so that they always have their origin at or below a full cell SOC 
of 0%. The scaling factors, 𝛼PE and 𝛼NE always have to be greater than 
1 as the capacity of the full cell cannot be higher than the capacity of 
the individual electrodes.

When the fit is performed on the cell after the RPT at end-of-
life (EOL), the upper limit of the scaling parameters 𝛼PE and 𝛼NE was 
adjusted such that the electrode capacities at the EOL is always lesser 
than or equal to the electrode capacities at the BOL. The upper bound 
of the scaling parameters for the EOL fits is calculated using 

𝛼i,EOLub = 𝛼i,BOLub ⋅
𝑄act,BOL
𝑄act,EOL

; 𝑖 = [PE,NE] (8)

in which 𝑄act,BOL and 𝑄act,EOL represent the capacity measured in the 
charge step of the p-OCV measurement at BOL and EOL, respectively. 
The average root mean square error (RMSE) between the estimated and 
measured OCV for all cells in this study at both BOL and EOL was less 
than 6 mV.

3.4. DRT analysis

Prior to the DRT analysis, the impedance data is validated against 
the criteria of linearity, stationarity, and time invariance (LTI) using 
two state-of-the-art methods: the extended Kramers–Kronig test [49], 
which relies on the Kramers–Kronig relation, and the Z-HIT algo-
rithm [50,51], which utilizes the Hilbert transform applied to two-
pole systems. Both techniques identify violations of these criteria by 
analyzing statistical errors (noise) and systematic errors (mean) of 
the residuals. The DRT analysis is classified as an inversion prob-
lem that transforms frequency domain data into the 𝜏-domain. It is 

https://www.ees.uni-bayreuth.de/en/ec-idea/index.html
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mathematically defined as a Fredholm integral of the first kind [50]: 

𝑍(𝑗𝜔) = 𝑅0 + ∫

∞

−∞

ℎRC(𝜏)
1 + 𝑗𝜔𝜏

d ln 𝜏, (9)

The deconvolution of the impedance data is performed in accor-
dance with the procedure shown in [52]. It is based on the generalized 
DRT method introduced by Danzer [53], in which the integral equation 
is discretized and three additional serial lumped elements (𝑅0, 𝐶0, 
and 𝐿0) are included. Here, the second distribution function required 
to represent resistive-inductive characteristics is replaced by a single 
distribution function without applying a non-negativity constraint on 
its values. This allows for the modeling of arbitrary impedance spectra 
containing resistive-inductive effects: 

𝑍(𝑗𝜔) = 𝑅0 + 𝑗𝜔𝐿0 +
1

𝑗𝜔𝐶0
+

𝑁𝜏
∑

𝑘=1

ℎRC,𝑘
1 + 𝑗𝜔𝜏𝑘

, ℎRC,𝑘 ∈ R. (10)

This yields a system of linear equations that needs to be solved to obtain 
the discrete solution ℎRC with 𝑁𝜏 elements for the distribution function. 
To get a meaningful and interpretable solution, a regularization tech-
nique must be employed. Here, the Tikhonov regularization (L2-norm) 
with a single regularization parameter 𝜆 is used. The regularization 
parameter is determined using the L-curve method [50,54]. In order 
to enable a more accurate comparison of the distribution functions of a 
heterogeneous data set, it is preferable to apply a fixed regularization 
parameter to all measurements. This is because the impact of the 
regularization parameter on the shape of the distribution function is 
greater than the effect of various noise levels in different measure-
ments. Thus, the selected regularization parameter is averaged over 
several samples of BOL and EOL measurements. It is set to be 0.1, which 
is within the empirically suggested range for lithium-ion batteries by 
Hahn et al. [55].

The analysis itself is performed in two stages: First, the full
impedance spectrum is transformed using the gDRT method. It covers 
the complete spectrum, including the high frequency resistive-inductive 
region as well as the diffusive branch observable for low frequencies. 
Subsequently, Gaussian kernels with 

ℎPeak,𝑖(𝜏𝑘,𝐻,𝑊 ,𝑋, 𝑆) = 𝐻 ⋅ 𝑒

(

−0.5⋅
( (log10(𝜏𝑘 )−𝑋)(1−sign[log10(𝜏𝑘 )−𝑋]⋅𝑆)

𝑊

)2)

(11)

are used to fit the peaks within the distribution function to quantify 
their polarization and time constant [50]. Each peak is parameterized 
by the height 𝐻 , the width 𝑊 , the position 𝑋, and the skewness 𝑆. 
The number of peaks are determined by a peak detection algorithm 
based on the first and second derivative of the distribution function. 
The polarization of one single peak can be calculated by evaluating 
the sum of polarization at every discrete 𝜏𝑘 of the optimized Gaussian 
Kernel: 

𝑅peak,𝑖 =
𝑁𝜏
∑

𝑘=1
ℎpeak,𝑖(𝜏𝑘) (12)

For this aging study, the mid-frequency resistive-capacitive processes
(i.e. charge-transfer and SEI) are of interest, and therefore the peaks 
corresponding to inductive or diffusive effects are only shown for 
completeness, but are not used in the discussion.

3.5. Evaluation of degradation metrics

A summary of the investigated battery degradation metrics DM is 
provided in the following section:

• Cell capacity (𝑄0)
• Pulse resistance (𝑅pulse,ch, 𝑅pulse,dch)
• Lithium inventory (𝑄Li)
• Active material capacity of the positive electrode (𝑄pe)
• Active material capacity of the negative electrode (𝑄 )
ne
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For all degradation metrics, the relative change 𝛬DM is calculated 
as percentage change between BOL and EOL: 

𝛬DM = 100 ⋅
(DMBOL − DMEOL

DMBOL

)

(13)

In this equation, DMBOL represents the battery degradation metric at 
the beginning of life (BOL) and DMEOL represents battery degradation 
metric at the end of life (EOL), which for this study is defined after 70 
cycles.

The arithmetic mean of the relative changes 𝛬̄DM are calculated as 

𝛬̄DM = 1
𝑁

𝑁
∑

𝑖=0
𝛬DM,𝑖 (14)

It is noted that in our study, the sample size 𝑁 per condition was 
two cells. This decision was made as a compromise between stress 
factor density and statistical robustness, as the objective of the study 
was to get a quick insight into the possible degradation pathways before 
proceeding to a long-term aging study. Given the limitation of available 
channels, priority was given to exploring more operating conditions 
with two cells to show that the trends are reproducible. Therefore, the 
𝛬DM was calculated from DM measured at several closely spaced points 
in the SFS. Additionally, both of the cells are always shown in the plots 
and a pchip interpolator is used to interpolate between the measured 
conditions [56] in order to show the visible trends in the data. Finally, 
the impact of cell-to-cell variation on aging has been shown to become 
more significant as the cell degrades more [57]. As this work mostly 
explores early trends in aging under different operating conditions, 
it is assumed that the trends seen in this work is primarily due to 
different degradation pathways, with minor contributions from cell-to-
cell variation. An in-depth analysis of any kind of inhomogeneity in the 
aging caused due to cell-to-cell variation is out of the scope of this work 
as it would require a significantly more number of cells than 2.

3.6. 𝑘-means clustering

𝑘-means clustering is an unsupervised learning algorithm that can 
be used to separate points in a Euclidean space [43]. The degradation 
metrics that can be extracted from electrochemical aging are repre-
sented by 𝐗 = {𝑥⃗1,… , 𝑥⃗𝑛}, where 𝑥⃗𝑖 is a vector of the mean relative 
change of the considered degradation metrics in a 𝑑 dimensional path-
indicator space (PIS)  and 𝑛 is the number of investigated stress 
conditions, i.e. combinations of temperature and C-rate.

Given a number of clusters 𝑘, the algorithm aims to identify these 
clusters in the PIS  such that 

𝐽 =
𝑘
∑

𝑖=1

∑

𝑥⃗∈𝐶𝑖

‖𝑥⃗ − 𝜇𝑖‖
2 (15)

is minimized. In Eq.  (15), 𝐶𝑖 represents a cluster 𝑖, the vector 𝑥⃗
represents points within the cluster, and 𝜇𝑖 represents the centroid of 
the cluster 𝑖.

Each iteration of the algorithm consists of two steps:

1. Given 𝑘 means {𝜇1...𝜇𝑘} a given point 𝑥⃗ is assigned to a cluster 
𝐶𝑖 depending on the lowest value of its Euclidean distance to the 
centroid of all the clusters.

2. The new center of each cluster 𝐶𝑖 is calculated and the location 
of the centroids is updated.

This iterative process continues until the positions of the centroids 
do not change or the objective function given by Eq.  (15) remains 
stable.

The choice of the number of clusters is identified using the silhou-
ette score (SIL) [58]. This is calculated using a combination of two 
distance metrics. For each datapoint 𝑥⃗𝑖 ∈ 𝐶𝑖, a distance metric 𝑢(𝑥⃗𝑖)
can be defined by 

𝑢(𝑥⃗𝑖) =
1

𝑛 − 1
∑

𝑑(𝑥⃗𝑖, 𝑥⃗𝑗 ) (16)

𝐶𝑖 𝑥𝑗∈𝐶𝑖 ,𝑖≠𝑗
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Here, 𝑛𝐶𝑖
 the number of clusters, 𝑥⃗𝑖 represents the chosen point for 

which the metric is calculated, 𝑥⃗𝑗 represents the other points in the 
cluster, and 𝑑(𝑥⃗𝑖, 𝑥⃗𝑗 ) represents the distance between the points. This 
metric represents a similarity of each point to the cluster it is assigned 
too.

The mean dissimilarity of a point to other points in the other clusters 
is defined by 𝑣(𝑥⃗𝑖) as 

𝑣(𝑥⃗𝑖) = min
𝐽≠𝐼

1
|𝐶𝐽 |

∑

𝑥⃗𝑗∈𝐶𝐽

𝑑(𝑥⃗𝑖, 𝑥⃗𝑗 ) (17)

This equation calculates the minimum distance of each point 𝑥⃗𝑖 in 
cluster 𝐶𝑖 to all the points in the other clusters 𝐶𝑗 . Finally, the silhouette 
score is calculated as 

𝑠(𝑥⃗𝑖) =
𝑣(𝑥⃗𝑖) − 𝑢(𝑥⃗𝑖)

max{𝑢(𝑥⃗𝑖), 𝑣(𝑥⃗𝑖)}
, 𝑛𝐶𝐼

> 1 (18)

and is a value between −1 and 1. A value closer to 1 indicates a higher 
quality of clustering and a SIL close to –1 indicates poor clustering 
quality, while a score near 0 suggests significant overlap between clus-
ters. As the number of clusters increases, each cluster becomes smaller, 
reducing the distance between points within the same cluster while also 
decreasing the distance to points in other clusters. Consequently, the 
SIL typically decreases with more clusters, helping to avoid an excessive 
number of clusters that lack physical meaning. In practice, a SIL above 
0.5 is often considered indicative of well-separated and meaningful 
clusters [59–61].

In addition to the silhouette score, davies-bouldin index (DBI) [62] 
and calinski-harabasz score (CHI) [63] were used as extra metrics to 
demonstrate robustness of the clustering process.

DBI is a similarity metric that is measured between two clusters 𝐶𝑖
and 𝐶𝑗 in  . This is defined by Eq.  (19) and Eq.  (20)

𝑅𝑖,𝑗 =
𝑠𝑖 + 𝑠𝑗
𝑑𝑖,𝑗

(19)

In Eq.  (19), 𝑅𝑖,𝑗 is a measure of similarity between two clusters, 
which is calculated using 𝑠𝑖 and 𝑠𝑗 , which represent the average dis-
tance between the centroid of the clusters and each of the points in the 
cluster. 𝑑𝑖,𝑗 represents the distance between the centroids of clusters 
that are being compared.

The DBI is then defined as the average value of this metric and it 
is given by Eq.  (20), where 𝑘 represents the total number of clusters in 
 . 

𝐷𝐵 = 1
𝑘

𝑘
∑

𝑖=1
max
𝑖≠𝑗

𝑅𝑖,𝑗 (20)

DBI quantifies the similarity between clusters, with values closer 
to 0 indicating better clustering quality. However, as the number of 
clusters increases, the size of individual clusters decreases, which can 
cause the numerator of Eq.  (19) to approach zero. Consequently, relying 
on DBI alone may lead to formation of clusters that lack physical 
meaning. Therefore, DBI is employed here as a complementary metric 
alongside the SIL.

CHI can be described as the ratio of the dispersion between the 
different clusters in  and the dispersion within a given cluster 𝐶𝑖. A 
higher value of CHI indicates when the clusters are compact and clearly 
separated from each other. This is described by 

𝐶𝐻𝐼 =
𝑡𝑟(𝐵𝑘)
𝑡𝑟(𝑊𝑘)

×
𝑁𝑒 − 𝑘
𝑘 − 1

(21)

In this equation, 𝑁𝑒 represents the total number of points and 𝑘
represents the number of clusters. 𝑡𝑟(𝐵𝑘) represents the sum of the main 
diagonal values of the matrix representing dispersion between different 
clusters. 𝑡𝑟(𝑊𝑘) represents the sum of the main diagonal values of the 
matrix representing dispersion within a given cluster 𝐶𝑖.

For CHI, as the size of the individual clusters become smaller, the 
dispersion within a given cluster reduces more than the dispersion 
between different clusters, which artificially inflates the value of CHI. 
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As a result, using CHI alone as a metric of clustering might result in 
the formation of too many clusters that offer no insight. Therefore, this 
is used as a complementary metric to DBI and SIL in this work. The 
number of clusters is then selected using the following steps.

• A 𝑑 dimensional PIS  is formed by choosing 𝛬̄DM extracted from 
aging data at the 24 tested conditions.

• The points in this space are clustered using the 𝑘-means algo-
rithm, with the number of clusters 𝑛 varied from 2 to 24. For each 
𝑛, the corresponding SIL, DBI, and CHI are computed to assess the 
quality of the cluster. The clustering is also repeated using 300 
random seeds to verify the stability of the predicted clusters.

• The values of 𝑛 after which the average value of DBI shows a 
monotonic decrease or the average value of CHI shows a mono-
tonic increase is then discarded.

• This study uses a heuristic that the optimal number of clusters 
should have a value of SIL greater than 0.5, a low value of DBI, 
and a high value of CHI.

• If at least two out of the three metrics predict a certain value of 
𝑛 as the optimal number of clusters for a majority of the random 
seeds, this value is selected for the cluster analysis.

The scikit-learn implementation of 𝑘-means clustering used in this 
work also uses the kmeans++ algorithm [64] to initialize the centroids, 
which is a smart initialization method that attempts to make the initial 
choice of cluster centers have maximum separation from each other. All 
of the other parameters, apart from two, are left at their default values. 
The parameter that decides the random number generation for centroid 
initialization was set to 269 for all the clustering done in this work. 
The random seed value of 269 was selected following an evaluation of 
the influence of different seeds on the stability of the predicted clusters. 
Clustering analysis was conducted using 300 distinct random seeds, and 
the corresponding SIL, DBI, and CHI metrics for various values of 𝑛 are 
reported in Section 4.3.1. The chosen seed yielded the highest SIL value 
above 0.5 and optimal values for DBI or CHI.

4. Results and discussion

In the following, the trends in the relative change of the degrada-
tion metrics, that include directly measured quantities (𝛬Q0

, 𝛬Rpulse,ch , 
𝛬Rpulse,dch ) and metrics estimated via OCV fitting (𝛬QLi , 𝛬Qne , 𝛬Qpe ), 
are analyzed in Section 4.1. Section 4.2 presents an evaluation of 
EIS measurements, which provides insights into the impact of applied 
stress factors on different dynamic processes in the cell. Subsequently, 
two PISs are constructed, upon which 𝑘-means clustering is applied. 
These regimes are then mapped onto the corresponding regions in 
the SFS. Finally, the identified regions are examined in detail through 
microscopic imaging and distribution of relaxation times (DRT) analysis 
for validation. Based on these investigations, potential degradation 
mechanisms occurring in these regions are proposed.

4.1. Analysis of the degradation metrics

4.1.1. Capacity fade
Fig.  2a shows the temperature dependence (0 ◦C to 55 ◦C) of the 

capacity fade (𝛬Q0
) for cells cycled at different C-rates: 0.5C (circles), 

0.75C (triangles), 1C (squares), and 1.5C (pluses). Each data point 
represents the result from one cell. A pchip interpolator is fitted to the 
mean values at each condition (from two cells) and is shown as colored 
lines, highlighting the overall trend of 𝛬Q0

 with temperature for each 
C-rate.

𝛬Q0
 shows a minimum value of around 2% between 25 ◦C−30 ◦C at 

all C-Rates. It increases as the ambient temperature decreases below 
25 ◦C, with a maximum average capacity fade of around 10% at 0 ◦C
and 1C. The 𝛬Q0

 also increases as the temperature increases, with a 
maximum average capacity fade of 4% at 55 ◦C and 0.5C. This indicates 
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Fig. 2. Measured value of the degradation metrics, (a) 𝛬Q0
, (b) 𝛬Rpulse,ch

, (c) 𝛬Rpulse,dch
 for different values of ambient temperatures (0 ◦C, 10 ◦C, 25 ◦C, 30 ◦C, 45 ◦C, 

55 ◦C) plotted for 4 C-rates (0.5C, 0.75C, 1C, and 1.5C) shown by different shapes. The line passing through the points represent a pchip interpolator that is fit 
to the average measured values at each condition.
that the capacity fade increases above and below a temperature of 
25 ◦C, but not in the same manner.

𝛬Q0
 also shows a significant dependence on C-rates at low tempera-

tures (T≤25 ◦C). At 10 ◦C, and 0.5C it is around 2% and increases with 
increasing C-Rate until approx. 9% at 1C. However, this trend changes 
at 0 ◦C for the highest C-rates. At a C-Rate of 1.5 at 0 ◦C it is only 7%, 
which is lower compared to 0.75C and 1C. C-Rate dependency is less 
distinct with increasing temperature. At the highest temperatures, no 
significant dependence is visible.

The asymmetrical trend in the magnitude of 𝛬Q0
 at low and high 

temperatures is generally expected to arise from the fact that differ-
ent aging mechanisms are probably active at different temperatures, 
possibly lithium plating at low temperatures and SEI growth at high 
temperatures [65–67]. This hypothesis is further supported by the 
observed C-rate dependence at low temperatures. Lithium plating is 
expected to have a strong dependence on C-rate as higher C-rates could 
lead to a large electrolyte potential that could accelerate this side 
reaction [4,18,66]. On the other hand, SEI growth is a side reaction 
that occurs continuously in a battery and is accelerated at high temper-
atures, therefore, it is primarily dependent on temperature and time [4] 
with only a weak dependence on C-rate [67].

The rather counter-intuitive reduction in 𝛬Q0  at 0 ◦C and 1.5C has 
been previously reported in the literature and has been attributed 
to higher overpotentials in the CC phase of charging, which means 
the upper voltage limit is reached much before the graphite is fully 
lithiated. This leads to a longer CV phase, which allows reversibly 
plated lithium to reintercalate back into graphite [68,69].

In summary, the 𝛬Q0
 is higher at low temperatures (T≤25 ◦C) vs. 

high temperatures (T>25 ◦C) and the 𝛬Q0
 at low temperatures is more 

dependent on the C-rate than high temperatures. This inherent differ-
ence could be exploited to identify possible degradation pathways in 
the battery.

4.1.2. Change in pulse resistance
Fig.  2b and c shows the temperature dependence (0 ◦C to 55 ◦C) 

of the change in the pulse resistance calculated from the charge 
(𝛬Rpulse,ch

)and discharge pulse (𝛬Rpulse,dch
) at 50% SOC, for cells cycled 

at different C-rates: 0.5C (circles), 0.75C (triangles), 1C (squares), and 
1.5C (pluses). Each data point represents the result from a single cell. A 
pchip interpolator is fitted to the mean values at each condition and is 
shown as colored lines, highlighting the overall trend of (𝛬Rpulse,ch

) and 
(𝛬Rpulse,dch

) with temperature for each C-rate. As all 𝛬DMs in this study 
are calculated using Eq.  (13), an increase in pulse resistance would 
result in a negative value of the relative change in pulse resistance. 
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Therefore, the calculated values of 𝛬Rpulse,ch
 and 𝛬Rpulse,dch

 are multiplied 
with a −1 for the purpose of clarity.

The 𝛬Rpulse,ch
 has a maximum value of 6% at (0 ◦C, 1C) and a 

minimum of approximately −6.5% at (30 ◦C, 1.5C). Similarly, for the 
discharge pulse, the 𝛬Rpulse,dch

 reaches a maximum average value of 
5% at (0 ◦C, 1C) and a minimum of about −6.25% at (45 ◦C, 1.5C). 
Despite these differences in magnitude, the values calculated from both 
the charge and discharge pulses exhibit similar trends with respect to 
temperature and C-rate. Therefore, the discussion in this paper will 
focus on the trend of the value calculated from the charge pulse.

The 𝛬Rpulse,ch
 becomes more positive as the temperature decreases 

below 25 ◦C. At 10 ◦C, it is a positive value greater than 4% only at 
1C and 1.5C. At 0 ◦C, the value is positive for all of the measured C-
rates. As the temperature increases above 25 ◦C, the change in pulse 
resistance at 1.5C shows a minimum negative value of around -7% 
at 30 ◦C. For the other C-rates, it shows a minimum negative value 
of around -5% at 25 ◦C. The value also becomes less negative as the 
temperature increases above 30 ◦C for all C-rates. At 55 ◦C, the cell 
cycled at 1.5C shows a value of around −2%. It can be seen that the 
pulse resistance can both increase and decrease as the cell degrades and 
the magnitude of this change shows a different and less obvious trend 
on temperature and C-rate as compared to 𝛬̄Q0 .

The difference between the pulse resistance calculated using the 
charge and discharge pulse have been previously reported in the 
literature [45,70,71], where it was suggested that discharge resistance 
at 50% SoC is typically higher than charge resistance. Barai et al. 
attributed this to the difficulty of pushing lithium ions from a lower 
potential anode to a higher potential cathode during a discharge 
pulse [45].

The complex dependence of the change in the pulse resistance 
with temperature and C-rate could arise from the fact that the pulse 
resistance of the cell is affected by degradation pathways that take 
place at both the anode and cathode, which may lead to an increase 
and decrease in the cell resistance at the same time. The final value of 
the measured change could indicate the dominant aging pathway.

Generally, pulse resistance is expected to show an overall increase 
during long-term aging studies [27,34]. At temperatures less than 
10 ◦C and at higher C-rates, lithium plating is expected [4,18,66]. 
Rangarajan et al. reported that plating could lead to increase in re-
sistances if the plated lithium consumes more electrolyte and forms 
secondary SEI [72]. Additionally, if the grown SEI electrically isolates 
the plated lithium, it might form dead lithium that could clog pores 
and further increase the resistance values [4,32]. Therefore, various 
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Fig. 3. Measured value of the degradation metrics, (a) 𝛬QLi
, (b) 𝛬Qne

, (c) 𝛬Qpe
 for different values of ambient temperatures (0 ◦C,10 ◦C,25 ◦C,30 ◦C,45 ◦C,55 ◦C) 

plotted for 4 C-rates (0.5C, 0.75C,1C, and 1.5C) shown by different shapes. The line passing through the points represent a pchip interpolator that is fit to the 
average measured values at each condition.
degradation mechanisms can lead to the positive change in pulse 
resistance observed in the measurements at low temperatures.

As temperatures increase above 25 ◦C, SEI growth is expected to 
be the main cause of degradation. Typically, SEI growth is expected 
to increase the resistance of the cell as a thicker layer is expected 
to have a higher resistance for lithium-ions. Furthermore, SEI could 
also lead to electrolyte consumption and blockage of pores leading to 
an increase in pulse resistance [4]. Additionally, mechanisms at the 
Cathode such as microcracking could lead to internal pressure build 
up that could reduce the porosity of the electrodes [73]. However, in 
the measurements reported in this study, resistance decreases for all 
C-rates at temperatures greater than 25 ◦C.

Several studies have reported an initial reduction in pulse resistance 
during the so-called ‘‘break-in’’ cycles of the battery [12,74–77]. This 
reduction can be assigned to several mechanisms, such as an increase 
in the interfacial area of the electrodes, an improved wetting of the 
electrolyte, or improved electrical contact between the particles due 
to an internal build-up of pressure. For example, Rangarajan et al. 
suggest that lithium plating could lead to initial reduction in the 
resistance of the cell as the dendrites improve the interfacial area 
of the electrodes [72]. Furthermore, cracking of particles, which is 
usually a precursor to particle fracture, also leads to a reduction of 
resistances and can occur on both electrodes [73,75,76,78]. However, 
if SEI growth or particle cracking leads to internal pressure build-up, 
it could lead to better electrolyte wetting or contact between particles 
that leads to a reduction of resistances [74]. Any of the mechanisms 
discussed above could cause the reduction in resistance observed at 
higher temperatures.

In summary, the 𝛬Rpulse,ch
 at 0 ◦C is generally positive at all C-

rates and at 10 ◦C, it is positive for 1C and 1.5C. It is negative at 
10 ◦C for C-rate of 0.5C and 0.75C and negative for all C-rates at 
temperatures greater than 10 ◦C. Different degradation pathways could 
have competing impact on the pulse resistance, which could lead to 
this complex trend. This sensitivity of resistance values to the prevalent 
aging mechanisms could be exploited to identify possible degradation 
pathways in the battery.

4.1.3. Degradation modes
Fig.  3a, b, and c show the temperature dependence (0 ◦C to 55 ◦C) of 

the degradation modes, 𝛬QLi , 𝛬Qne , 𝛬Qpe , for cells cycled at different C-
rates: 0.5C (circles), 0.75C (triangles), 1C (squares), and 1.5C (pluses). 
Each data point represents measurements from one cell. A pchip inter-
polator is fitted to the mean values at each condition and is shown as 
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colored lines, highlighting the overall trend of the degradation modes 
with temperature for each C-rate.

The 𝛬QLi  as shown in Fig.  3a has a minimum value of around 1.5% 
at a temperature of 25 ◦C for the C-rates 0.5C, 0.75C, and 1C. For 
a C-rate of 1.5C, a minimum value of around 2% is observed at a 
temperature of 30 ◦C. The 𝛬QLi  increases as the temperature decreases 
below 25 ◦C, with a maximum value of 6.5% at 0 ◦C and 1C. The 
𝛬QLi  also increases as the temperature increases above 25 ◦C, with a 
maximum value of 4% at 55 ◦C and 0.5C. This indicates that, 𝛬QLi
increases above and below a temperature of 25 ◦C but not in the same 
manner. In general, 𝛬QLi  shows a similar trend as 𝛬Q0 .

𝛬QLi  also shows a significant dependence on C-rates at low temper-
atures (T≤25 ◦C). At 10 ◦C, and 0.5C it is around 2% but at 1.5C, it is 
around 6.5%. However, at 0 ◦C and 1.5C the value is lower with only 
4.5%. It is noted that 𝛬QLi  at this temperature range is lower than 𝛬Q0
at low temperatures, which indicates that at lower temperatures there 
are possibly additional significant contributors that lead to 𝛬Q0 .

The 𝛬QLi  at 1.5C shows a high value compared to the other C-rates 
at 25 ◦C and 30 ◦C. However, as the temperature increases further, no 
dependence is visible with the C-rate. Additionally, the 𝛬QLi  is similar to 
𝛬Q0

 at high temperatures, which indicates that 𝛬QLi  is probably mostly 
responsible for 𝛬Q0

 in this temperature range.
The 𝛬Qne  shown in Fig.  3b shows a minimum value of nearly 0% at 

a temperature of 30 ◦C for the C-rates 0.5C, 0.75C, and 1C. For 1.5C, 
it shows a value of nearly 0% at a temperature of 25 ◦C. The 𝛬Qne
increases as the temperature decreases below 25 ◦C, shows a maximum 
value of 3% at 0 ◦C and 1C. The 𝛬Qne  also increases as the temperature 
increases above 25 ◦C, with a maximum value of 2.5% at 55 ◦C and 
0.5C. This indicates that, 𝛬Qne  increases above and below a temperature 
of 25 ◦C in a similar manner.

𝛬Qne  also shows a dependence on C-rates at low temperatures 
(T≤10 ◦C). At 0 ◦C and 1C it is around 3% and at 1.5C it is around 2%, 
as compared to 0.5C and 0.75C, where it is around 0.5%. In contrast, as 
the temperature increases from 25 ◦C, only the 𝛬Qne  at 30 ◦C and 1.5C
is higher compared to the values at the other C-rates. However, as the 
temperature increases further, no significant dependence is visible with 
the C-rate.

Finally, 𝛬Qpe
 is shown in Fig.  3c, which has a minimum value of less 

than 1% at a temperature of 0 ◦C and the highest value of around 3% 
at around 55 ◦C. Generally, 𝛬Qpe

 increases with temperature and does 
not show a significant and clear dependence on the C-rate.

𝛬QLi  indicates the lithium inventory that is lost during cycling. 
This effect is often assigned to side reactions such as SEI growth or 
lithium plating [4,32]. The asymmetry in 𝛬  at low (T≤10 ◦C) and 
QLi
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high temperatures (T≥25 ◦C) suggests different dominant mechanisms 
such as lithium plating at low temperatures and SEI growth at high 
temperatures [65–67]. This is supported by the stronger dependence on 
C-rate observed at low temperatures, which is consistent with lithium 
plating being more sensitive to C-rate [4,18,66], whereas SEI growth 
shows only a weak dependence on C-rate [67].

𝛬QLi  at T≤10 ◦C and at all C-rates was lower than 𝛬Q0  but not 
at higher temperatures, which has previously been reported in other 
studies [12,79]. This could be an indicator that at low temperatures 
and high C-rates, plated Lithium is an active side reaction that leads to 
loss of lithium inventory. However, there are additional mechanisms 
that could take place. This hypothesis is further supported by looking 
at the dependence of 𝛬Qne  on temperature.

At low temperatures and high C-rates, the graphite electrode is ex-
pected to be brittle, which could lead to disconnection of the particles. 
In addition, side reactions such as lithium plating could also block 
pores in electrodes or consume electrolyte [32,72], which could lead 
to the isolation of certain regions of the electrode. If lithiated particles 
become isolated, it could lead to LLI and if delithiated particles become 
isolated, it could lead to capacity fade and increased resistance [32]. 
It is possible that the difference between the capacity fade and LLI at 
low temperatures, mostly appears as LAMne. This phenomenon can be 
observed in the results of several other studies, but has never been 
analyzed in detail [12,79]. Koleti et al. suggest that lithium plating 
can lead to high levels of mechanical stress and that localized lithium 
plating could contribute to high loss of active material during the early 
stages of cyclic aging [80]. Ecker et al. showed that inhomogeneous 
nature of lithium plating could also lead to loss of active material in 
the negative electrode [18]

At high temperatures, a graphite electrode is expected to undergo 
high thermal stress, which can accelerate particle fracture during cy-
cling. If this loss is due to parts of the graphite that are not used during 
cell operation, it might not immediately lead to a capacity-fade [4]. It is 
possible that temperature plays a larger role in this process than C-rate. 
However, no further conclusive statements can be made here without 
further analysis.

There is minimal LAMpe that increases with temperature, but it is 
unlikely to be a major contributor to capacity loss, as the percentage is 
mostly lower than the other degradation modes. At high temperatures, 
thermal stresses due to cycling could also lead to the formation of 
cracks in cathode particles that could lead to fracture. Furthermore, 
positive electrode structural change and decomposition is expected to 
be mainly exacerbated by high temperatures, but is not directly affected 
by C-rate [4]. This can explain the approximately linear dependence of 
𝛬Qpe  in the measured data.

In summary, analysis of degradation modes indicates that 𝛬QLi
closely follows the trend of 𝛬Q0 , with clear differences in the magnitude 
at T≤ 10 ◦C and higher C-rates (1C and 1.5C), suggesting that side 
reactions and their consequences are the dominant aging mechanism 
under tested conditions. 𝛬Qpe  is unlikely to significantly impact the 
capacity fade due to its lower magnitude compared to the other degra-
dation modes. In contrast, 𝛬Qne  occurs at both extremes of temperature, 
with a stronger dependence on the C-rate at low temperatures than at 
high temperatures, further supporting the idea of distinct degradation 
pathways in these regions. Although definitive confirmation of these 
pathways requires a detailed postmortem analysis, the observed trends 
highlight interrelated degradation behavior that justifies the use of 
𝛬QLi , 𝛬Qne , 𝛬Qpe  collectively to identify possible degradation pathways 
in the battery.

4.2. Electrochemical impedance spectroscopy

Fig.  4 illustrates the EIS spectra at BOL and EOL for all the cells 
aged at 0 ◦C (Fig.  4a–d) and 55 ◦C (Fig.  4e–h). The BOL measurement 
for the two cells at each condition is depicted with a black dashed line 
and EOL measurements are marked with black solid lines. Although the 
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cells were aged at different temperatures, all EIS measurements were 
performed at 25 ◦C and 50% SOC. The BOL spectra of the cells that were 
aged at other conditions not discussed in the section are shown with 
light gray lines. It is noted that the spectra shown here are only the 
resistive-capacitive part of the impedance roughly identified between 
1Hz and 40 kHz. Three specific frequency points are marked in the 
Nyquist plots by a circle (10Hz), triangle (1 kHz), square (16 kHz) for 
both the BOL and EOL measurements.

The presented EIS spectra appear as a depressed semicircle that can 
be divided into three regions. At frequencies greater than 16 kHz, the 
impedance spectra intersect with the real axis for both BOL and EOL 
measurements. The next region between 10Hz to 16 kHz shows the rest 
of the flattened semicircle. For this cell, only a single semicircle is 
visible, which is likely caused by the overlap of several processes in 
the cell. At frequencies lower than 10Hz, the flattened semicircle ends 
and only the beginning of the diffusive arc is visible, which arises from 
the fact that the low frequency part of the impedance was removed in 
order to only show the resistive-capacitve parts of the spectra.

The intersection with the real axis of the Nyquist plot varies be-
tween 0.17Ω to 0.19Ω. The intercept is the overall ohmic resistance 
of the cell, that arises as a result of the resistance of wires, current 
collectors, and electronic and ionic resistance of the electrodes and the 
electrolytes [53]. It can be seen that the ohmic resistance increases 
for all of the cells aged at 0 ◦C and at 55 ◦C and end up between 
0.18Ω to 0.20Ω. This indicates that the degradation pathway at this 
temperatures and C-rates impact the electronic and ionic conductivities 
of the electrode, electrolyte or both.

The resistive-capacitive region between 1Hz and 16 kHz is usually 
affected by processes such as transport through the SEI, electrochemical 
reactions at the two electrodes, or the charging of the double layer [78]. 
The arc of this semicircle seems to increase its diameter for the cells 
aged at 0 ◦C and decrease for cells aged at 55 ◦C as evident by the 
expansion of this part of the semicircle for the former and a clear 
reduction in size for the latter. This can be seen by the magnitude 
of the impedance at 10Hz, which can be calculated from the real 
and imaginary parts of the impedance measured from the Nyquist 
plot. It is between 0.39Ω to 0.40Ω at BOL for the cells tested at the 
two temperatures. For the cells aged at 0 ◦C, this value increases to 
a maximum of 0.42Ω at 1C and for the cells tested at 55 ◦C, this 
value reduces to around 0.37Ω at 0.75C. At 0 ◦C, this value shows a 
minor C-rate dependence as the semicircle seems to expand until 1C, 
before showing a less significant increase at 1.5C. This indicates that 
processes such as ion transport through the SEI and charge transfer at 
the electrodes could be impacted by the degradation mechanisms that 
are active at the hot and cold temperatures [73,76,77].

To summarize, the applied stress factors lead to an increase in 
the ohmic resistances and to different effects on the impedance in 
the frequency range between 10Hz and 1 kHz, i.e. an increase of the 
resistive-capacitive arc at low temperatures and a decrease at higher 
temperatures. In both cases, the effect is slightly enhanced by increas-
ing the C-rate. It can be seen that EIS provides further information 
about different processes in the battery, which could be also useful to 
differentiate degradation pathways.

However, it is noted that in this section only a qualitative discussion 
of the trends is provided. Thus, it can be seen that impedance is affected 
differently by different aging conditions, but for a more detailed assess-
ment further analysis is needed. In this work, we applied DRT analysis 
and use it to validate the degradation pathways identified using the 
PISs formed by the degradation metrics described in Section 4.1.

4.3. Clustering analysis of path-indicator space

In this section, a 2D PIS using 𝛬̄Q0
 and 𝛬̄Rpulse,ch

 (PIS I) and a 3D 
PIS using 𝛬̄QLi

, 𝛬̄Qpe
 and 𝛬̄Qne

 (PIS II) is constructed by a 𝑘-means 
clustering based analysis. The three clustering metrics, SIL, DBI, and 
CHI are calculated for a number of clusters varying from 2 to 23. The 
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Fig. 4. EIS measurement at BOL for the cells at all conditions (light gray), selected BOL conditions are represented by a black dashed line and EOL (black solid 
line) at (a) 0 ◦C, 0.5C, (b)0 ◦C, 0.75C, (c)0 ◦C, 1C, (d)0 ◦C, 1.5C,(e) 55 ◦C, 0.5C, (f)55 ◦C, 0.75C, (g)55 ◦C, 1C, (h)55 ◦C, 1.5C.
first and second optimal number of clusters are identified using the 
method described in Section 3.6 and these results are reported. Finally, 
the points in these clusters are mapped to the SFS in order to verify 
whether it is a unique pathway in the cell that is triggered by a certain 
region of the SFS.

The metrics selected for PIS I were 𝛬̄Q0
 and 𝛬̄Rpulse,ch

, as these 
DM’s are typically straightforward to measure in the field. These two 
metrics are closely interrelated, and considering them together al-
lows for a more comprehensive analysis of their interdependencies. 
In contrast, the metrics of PIS II 𝛬̄QLi

, 𝛬̄Qpe
 and 𝛬̄Qne

 (PIS II) are 
quantities derived using a fitting procedure and cannot be directly 
measured. Nevertheless, they enable the decomposition of degradation 
into electrode-specific contributions, which results in a deeper insight 
into the influence of operating conditions on the degradation pathways. 
It is also possible to implement the calculation of degradation modes 
in battery management systems [81]. Additionally, the selection of 
these metrics can be motivated by earlier works that employed them 
to separate aging mechanisms [36,37] or to discuss path-dependent 
aging [82].

It should be noted that the chosen degradation metrics represent 
only a subset of the many possible feature combinations for building 
a PIS. In theory, the dimensions of the PIS is not limited, and higher-
dimensional spaces could capture additional information. While metrics 
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derived from techniques such as EIS [83,84] or NFRA [85,86] could 
further enhance pathway separation, extracting physically meaningful 
features from this data is beyond the scope of this study and will be 
pursued in future work. The present work therefore focuses on features 
that are both physically motivated and experimentally accessible. Nev-
ertheless, the EIS and NFRA data is provided to the wider community 
in the attached dataset [44]

4.3.1. Optimal number of clusters for PIS I and II
Prior to performing cluster analysis, the optimal number of clusters 

for the two spaces has to be chosen. This is done using the method 
described in Section 3.6. After the analysis, the mean value of each of 
the metrics SIL (dark blue), DBI (light blue), and CHI (green) after 300 
runs are shown as a bar graph in Fig.  5a for PIS I and Fig.  5c for PIS 
II. Individual points contributing to this mean is overlaid as a scatter 
plot along with the error bar for each of the metrics. The value of the 
metric for the random seed 269, which is used in this study is also 
shown by black triangles. The optimal cluster number 𝑛 chosen based 
on the heuristics described in Section 3.6 for each of the 300 runs is 
summarized as a bar graph in Fig.  5b for PIS I and Fig.  5d for PIS II. 
For both the PISs it was identified that a cluster number 𝑛 > 4 either 
resulted in SIL values less than 0.5 or resulted in the DBI monotonically 
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Fig. 5. Clustering analysis results for PIS I and PIS II. (a, c) Mean values of the SIL, DBI, CHI scores over 300 clustering runs with different random seeds, shown 
as bar plots for 2, 3, and 4 clusters. Individual points contributing to the mean values are overlaid as scatter plots. Black lines indicate the standard deviation 
of the metrics, and the black triangle marks the metric values obtained with a random seed of 269. (b, d) Optimal number of clusters selected by SIL, DBI, and 
CHI over 300 clustering runs with different random seeds.  (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this article.)
reducing or CHI monotonically increasing. Therefore, only the results 
of the analysis performed on 𝑛 values up to 4 is reported.

For PIS I, as seen in Fig.  5a the maximum average value of SIL 
is around 0.7 and the lowest average value of DBI is around 0.4 for 
𝑛 = 2. The average value of CHI is mostly around 90 for both 𝑛 = 2 and 
𝑛 = 3. Therefore, averaging across 300 random seeds, 2 out of 3 metrics 
would consistently select 𝑛 = 2 as optimal number of clusters. This is 
confirmed by Fig.  5b, which shows that SIL always selects 𝑛 = 2, DBI 
selects it for 280 out of the 300 random seeds, while CHI’s selections are 
more unstable and it generally selects 𝑛 = 3. Finally, for a 𝑛 = 2, the 
three metrics only take 2 possible values over the 300 random seeds 
as seen by the narrow distribution of the points in the figure. This 
indicates that there are two ways to cluster PIS I into two clusters. In 
this study, a random seed that resulted in SIL value of 0.724, DBI value 
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of 0.355 and CHI value of 88.596 for 𝑛 = 2 is described along with the 
clusters identified for 𝑛 = 3.

For PIS II, as seen in Fig.  5c the maximum average value of SIL and 
DBI is around 0.56 and the highest average value of CHI is around 37 
for 𝑛 = 3. Therefore, averaging across 300 random seeds, all of the 
metrics would consistently select 𝑛 = 3 as optimal number of clusters. 
This is confirmed by Fig.  5d, which shows SIL and CHI always select 
a 𝑛 value of 3 for 298 seeds and DBI selects it for 240 seeds. Finally, 
for 𝑛 = 3, the three metrics often fall on the same value except for a 
few outliers. This indicates that there is a single way to cluster PIS II 
into three clusters. In this study, a random seed that resulted in SIL 
value of 0.562, DBI value of 0.561 and CHI value of 37.656 for 𝑛 = 3
is described along with the clusters identified for 𝑛 = 4.
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Fig. 6. PIS I and SFS after performing clustering analysis for two different predefined cluster values. The values of the relative change in the degradation metrics 
are represented by ‘x’ in the PIS, with the points belonging to one cluster having the same color. The center of the clusters are marked by a circle of the same 
color. The tested points in the SFS are marked by a circle and the color of the circle represents the degradation pathway that the particular stress factor causes. 
(a) PIS I (𝛬Q0

vs𝛬Rpulse,ch
) for 2 predefined clusters, (b) SFS of space I for 2 predefined clusters, (c) PIS I (𝛬Q0

vs.𝛬Rpulse,ch
) for 3 predefined clusters, (d) SFS of space 

I for 3 predefined clusters.
4.3.2. Path-indicator space I: 𝛬̄Q0
 and 𝛬̄Rpulse,ch

Clusters are generated using PIS based on 𝛬̄Q0
 and 𝛬̄Rpulse,ch

. In 
Fig.  6a, the results for clustering is shown for a cluster size of two, 
which resulted in a silhouette score of 0.72. The individual points are 
marked with an ‘x’, with the color of the each point representing the 
cluster, i.e. a degradation pathway. The corresponding cluster centers 
are marked by filled circles. The first identified degradation pathway, 
marked with green, can be found in a region where 𝛬̄Q0

 is large and 
𝛬̄Rpulse,ch

 is positive. In this pathway, the 𝛬̄Q0
 is above 6% and the 

𝛬̄Rpulse,ch
 is above 0%. The second pathway, marked in blue, is found 

at a region where 𝛬̄Q0
 is smaller than 4% and 𝛬̄Rpulse,ch

 is negative.
Another clustering of PIS I is shown in Fig.  6c. However, here three 

clusters are used, which corresponds to a silhouette score of 0.63, being 
smaller then a clustering with only two clusters. The first degradation 
pathway, marked with green, is found at a region where with large 
𝛬̄Q0

 and positive 𝛬̄Rpulse,ch
. In this region, the 𝛬̄Q0

 is above 6% and the 
𝛬̄Rpulse,ch

 is above 4%. The second pathway, marked in blue, is found in 
the middle region and was previously split into the two clusters. In this 
region, the 𝛬̄Q0

 is between 3%–7% and the 𝛬̄Rpulse,ch
 is between 0%–2%. 

The third pathway, marked in red, is found at a region where 𝛬̄Q0
 is 

lower than 4% and 𝛬̄Rpulse,ch
 is lower than −2%.

To confirm whether the identified pathways can be triggered by 
particular regions in the SFS, they are mapped onto their corresponding 
locations in the SFS.

Fig.  6b and d illustrates the SFS for two and three clusters, re-
spectively. The individual points represent the conditions tested in this 
study and the color of the point represents the identified pathway.

In Fig.  6b, the identified degradation pathways for two clusters 
are shown. The first degradation pathway, marked with green, can be 
found both at 0 ◦C and 10 ◦C. At 0 ◦C, it occurs at a C-rate greater than 
0.75C. At 10 ◦C, it occurs at a C-rate greater than 1C. Considering the 
temperature and C-rates at which this pathway appears, the underlying 
cause for it is probably low temperature aging mechanisms such as 
lithium plating that leads to processes that cause rise in the pulse 
resistance [4,18]. The second pathway marked with blue can be found 
at all temperatures. Between 25 ◦C and 55 ◦C, it appears at all C-rates. At 
0 ◦C, it appears at 0.5C and at 10 ◦C it appears at 0.5C and 0.75C. Since, 
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the region above 25 ◦C is entirely identified as pathway 2, indicates 
that this pathway is likely a high temperature degradation pathway 
including mechanisms such as SEI growth [87]. However, this pathway 
also seems to appear at some C-rates (0.5C, 0.75C) for temperature 
values less than 10 ◦C. Possibly, with only two clusters, the aging 
pathway at low temperature and low C-rates cannot be discriminated 
from aging pathways at other temperatures.

In Fig.  6d, the identified degradation pathways for three clusters are 
shown in the SFS. The first pathway, marked with green, can be found 
both at 0 ◦C and 10 ◦C. At 0 ◦C, it occurs at a C-rates of 0.75C and 1C. 
At 10 ◦C, it occurs at a C-rate of greater than 1C. The second pathway, 
marked with blue, appears at 0 ◦C for C-rates of 0.5C and 1.5C and at 
10 ◦C for a C-rate of 0.75C. It is evident from the Figure that the region 
bounding these points is not continuous as it is interrupted by pathway 
1 (green) in the SFS. In the PIS both regions appear similar, but in the 
SFS they are not close to each other. This observation indicates that this 
cluster is most likely not a separate pathway but more likely similar to 
the green pathway, just with less intense degradation. It is noted that 
confirming this hypothesis is out of the scope of this work. The third 
pathway, marked with red, appears at all temperatures above 25 ◦C and 
at 10 ◦C and a C-rate of 0.5C. The fact that the region above 25 ◦C
is entirely assigned to it, indicates that this pathway is likely a high 
temperature degradation pathway.

To conclude, clustering with PIS I enables to differentiate high and 
low temperature aging pathways and enables to identify two distinct 
clusters. With three clusters the pathways are no longer connected 
in the SFS, indicating that the third cluster is not really a different 
degradation pathway, but rather belongs to one of the other two 
clusters. This conclusion is also supported by a lower silhouette score.

This results are in agreement with previous works that were able 
to use a similar 2D space to discriminate high- and low temperature 
aging mechanisms [36,37]. It is emphasized that the method used in 
this study is able to automatically discriminate these regions from 
only a short-term aging study and does not use the stress condition, 
e.g. temperature, as prerequisite for the clustering, even though a 
similar cluster would be achieved by just separating the SFS into low 
and high temperature regions.
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Fig. 7. PIS II and SFS after performing clustering analysis for two different predefined cluster values. The values of the relative change in the degradation metrics 
are represented by ‘x’ in the PIS, with the points belonging to one cluster having the same color. The center of the clusters are marked by a circle of the same 
color. The tested points in the SFS are marked by a circle and the color of the circle represents the degradation pathway that the particular stress factor causes. 
(a) PIS II (𝛬QLi

 vs. 𝛬Qpe
 vs. 𝛬Qne

) for 3 predefined clusters, (b) SFS of space II for 3 predefined clusters, (c) PIS II (𝛬QLi
 vs. 𝛬Qpe

 vs. 𝛬Qne
) for 4 predefined clusters, 

(d) SFS of space II for 4 predefined clusters,.
4.3.3. Path-indicator space II: 𝛬̄QLi
, 𝛬̄Qpe

 and 𝛬̄Qne
In this section clusters are generated using a PIS based on degra-

dation modes, i.e. 𝛬̄QLi
, 𝛬̄Qpe

, and 𝛬̄Qne
. Results for a cluster size of 

three are shown in Fig.  7a. This corresponds to a silhouette score of 
0.56. The individual points are marked with an ‘x’, with the color 
representing the identified degradation pathway. The cluster centers 
are marked by filled circles. The first degradation pathway, marked 
with green, is found at a region where 𝛬̄QLi

 is above 4%, 𝛬̄Qpe
 is below 

1%, and 𝛬̄Qne
 is between 0%–3%. The second pathway, marked in blue, 

is found at a region where 𝛬̄QLi
 is smaller than 4% 𝛬̄Qpe

 is between 
0%–2%, and 𝛬̄Qne

 is between 0%–1%. The third pathway, marked in 
red, is found at a region where 𝛬̄QLi

 is between than 2%–4% the 𝛬̄Qpe
 is 

between 2%–4%, and the 𝛬̄Qne
 is between 1%–3%. These three clusters 

are visually distinct from each other, but they are not as compact as the 
clusters identified in the PIS I. Nevertheless, a silhouette score value 
larger than 0.5 is still considered a good quality cluster. Here, the 
PIS is defined by degradation metrics that represent the aging state of 
both electrodes, which enables a more detailed clustering. For example, 
pathway 2 is caused by aging mechanisms that cause both 𝛬̄QLi

, 𝛬̄Qpe
but not a lot of 𝛬̄Qne

. In, contrast pathway 1 shows lower 𝛬̄Qpe
 but 

higher 𝛬̄QLi
. Pathway 3 is caused by aging mechanisms that cause all 

of the degradation modes.
In Fig.  7c, results for a cluster size of four are shown, which corre-

sponds to a silhouette score of 0.52, being slightly lower than for three 
clusters. The clustering appears similar to the clustering with three 
cluster as discussed before. However, one point of previous pathway 
1 is now assigned to an additional pathway (here pathway 3), marked 
in orange. Degradation pathways are well separated from each other 
but they are not as compact as the clusters identified in PIS I, as can 
be seen by the lower silhouette score. Nevertheless, a silhouette score 
value of above 0.5 is still considered a good quality cluster.

To further investigate the identified pathways, they are again
mapped to the SFS. Results are shown Fig.  7b and d for three and four 
clusters, respectively.

In Fig.  7b, the identified degradation pathways for three clusters is 
shown. The first degradation pathway can be found both at 0 ◦C and 
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10 ◦C. At 0 ◦C, it occurs at a C-rate of greater than 0.75C. At 10 ◦C, 
it occurs at a C-rate of greater than 1C. This cluster is equivalent 
to the first pathway identified with PIS I with two clusters, which 
supports the clear distinction of this region from the other regions. 
In terms of degradation mechanisms, lithium plating, is a plausible 
underlying mechanism as it leads to both high loss of lithium inventory 
and negative electrode active material [18,80]. The second pathway, 
marked with blue, can be found at temperatures varying from 0 ◦C to 
30 ◦C. At 25 ◦C and 30 ◦C, it appears at all C-rates. At 0 ◦C, it appears at 
0.5C and at 10 ◦C, it appears at 0.5C and 0.75C. There is a single point 
at 0.75C and 45 ◦C. This pathway is caused by a cluster with low values 
of the degradation modes. As such, this region forms a transition zone 
between the low temperature and high temperature aging. The third 
pathway, marked with red, is found at temperatures greater than 45 ◦C, 
except for 0.75C and 45 ◦C. Considering the temperatures at which this 
pathway appears, this is most likely caused by high temperature aging 
mechanisms such as SEI growth and loss of active materials at both of 
the electrodes [87].

In Fig.  7d, the degradation pathways for a cluster size of 4 is shown 
in the SFS. The degradation pathways 1,2,4, marked with green, blue, 
and red, respectively, are found at the same positions as previously. 
Pathway 3, marked with orange, is a single point located at 0 ◦C
and 1C. Considering the temperatures at which this pathway appears, 
the underlying mechanisms for it is likely the same or similar to the 
degradation pathway 3 (green), might only be different in intensity. 
However, it is also possible that additional mechanisms become active 
here, which would correspond to another aging pathway that starts at 
0 ◦C and 1C. Confirmation, would require more tests at temperatures 
less than 0 ◦C, which is out of the scope of this work.

In summary, it can be seen that clustering PIS with degradation 
modes can be used to identify at least three clusters. All cluster points 
are also connected in the SFS, which supports the conclusion that 
different degradation pathways have indeed been identified. A fourth 
degradation pathway may be present at low temperatures, i.e. pathway 
3 with four clusters.
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4.3.4. Summary of degradation pathway identification
In summary, by depicting the degradation metrics in a 2D and a 3D 

PISs (PIS I and PIS II) and conducting a clustering analysis on these 
points, different degradation regimes can be found in the data. The 
points in these clusters can then be mapped onto a SFS, which leads to 
regions in the SFS that could be utilized to trigger unique degradation 
pathways.

Clustering analysis is done on PIS I and II and lead to high values 
of the silhouette score. In both cases, a region at low temperatures 
(≤10 ◦C) and high C-rates (>0.75C) is identified as one degradation 
pathway. Further segmentation of the points in PIS I, identifies a 
noncontiguous region in the SFS that consists of low temperatures and 
low C-rate and one point at low temperature and high C-rate. This is an 
indicator that this region does not cause a unique degradation pathway. 
However, PIS II, allows to identify another region so that it can be 
further separated into a pathway that includes low temperatures and 
low C-rates and moderate temperatures, and another pathway at high 
temperatures.

As described in Section 3.5, two cells were used per aging condition 
in this study. In Section 4.1, the trends of the DMs with temperature 
and C-rates were discussed. While these trends are usually caused by 
a specific degradaton pathway that is triggered by the applied aging 
condition, they also include the impact of differences in the internal 
states the cells at BOL upon the triggered degradation pathway. The 
small sample size means that the confidence intervals of the DMs 
used to build the PIS can be large. Nevertheless, based on the work 
described in this section, the observed trends in the DMs are sufficient 
to separate SFS into regions that trigger different DPs. Future work that 
performs a study using a larger number of samples per aging condition 
might result in a PIS where the points are more clearly separated due 
to narrower confidence intervals and as a result becoming easier to 
cluster. Additionally, a larger sample size could also aid in improving 
statistical significance to the trends in the DMs.

It should be noted that, the tested cell type consisted of graphite 
negative electrode and an NMC based positive electrode. Degradation 
pathways in general are expected to be impacted by the materials 
and the operating conditions. For example, Si-blended electrodes show 
larger loss of Silicon when cycled at a lower SOC range [13]. Batteries 
consisting of NCA electrodes [20] and LFP electrodes have been shown 
to exhibit path-dependency [82]. It is possible that under the same op-
erating conditions, another material combination might show different 
aging pathways. Nevertheless, the methodology used to identify aging 
pathways in this work should be generalizable to any existing or novel 
chemistries as long as an appropriate PIS and SFS can be identified for 
it. Applying this method to other chemistries can be addressed in future 
work.

This work builds on the use of multidimensional features such as PIS 
I [36,37] and PIS II [88] to distinguish degradation pathways, intro-
ducing three key improvements. First, the clustering-based framework 
automates pathway identification and employs validity metrics (SIL, 
DBI, CHI) to evaluate their quality, reducing reliance on manual inter-
pretation in earlier approaches [36]. Second, the method generalizes 
the definition of PISs to any 𝑛-dimensional representation. This enables 
the inclusion of any kind of degradation information (e.g., EIS, NFRA) 
for separating degradation pathways, which means that the method is 
not limited by the features used in PIS I and II. Third, by incorporating a 
common dimension such as time or charge throughput, the framework 
can capture transitions in degradation pathways, reflecting the fact that 
a given stress condition may induce different pathways at beginning 
and end of life.

Therefore, the clustering based framework allows for a non-
destructive, systematic mapping of the relationship between stress fac-
tors and degradation pathways. Additionally, the clusters identified by 
this method can be stored as a look-up table in a battery management 
system and sensor information measured from cells can be used to 
identify the aging pathway of the cell during operation and react 
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to transitions of a cell’s degradation to pathways that lead to faster 
degradation.

The quality of the clusters identified by the framework might de-
pend on the PIS. As the number of clusters is a predetermined value, 
there is a potential for over clustering of the PIS into meaningless 
clusters, which can be carefully negated by considering the different 
clustering metrics and the contiguity of the identified clusters in the 
SFS. Finally, the clusters may also arise from distinct aging mechanisms 
or from different impact of similar mechanisms on the cell. Distinguish-
ing between these cases requires expert knowledge and post-mortem 
analysis. In Section 4.4, microscope analysis and DRT analysis are 
used to show that the degradation pathways identified by the cluster 
analysis are actually unique and likely result from different degradation 
mechanisms. Here, we investigate PIS II with three clusters.

4.4. Validation

In this section, the degradation pathways that were identified by 
performing clustering analysis on PIS II using three predefined clusters 
are analyzed further by optical microscopy and DRT analysis. For 
optical microscopy, the negative electrode of one cell belonging to each 
cluster is chosen that is farthest away from the centers of the other clus-
ters. The negative electrode is investigated, because SEI growth and Li 
plating are the likely dominant degradation mechanisms at the chosen 
operating conditions [4,18]. Both occur at the negative electrode, while 
Li plating is usually well visible during optical inspection [18,26]. The 
DRTs of these cells are also analyzed and a qualitative interpretation is 
performed to see the differences.

4.4.1. Optical microscopy
Fig.  8a (uncycled cell),b (degradation pathway 1), c (degradation 

pathway 2), and d (degradation pathway 3) show microscope images 
of the negative electrode of a cell that has not undergone any cyclic 
aging and one cell tested at one representative test condition from a 
degradation pathway. The condition is selected from the three degra-
dation pathways identified in Fig.  7b. This selection is performed by 
firstly calculating the distance of each points in the PIS II to the three 
cluster centers. Subsequently, one point in each cluster is selected that 
is farthest away from the other cluster centers. This point is mapped to 
its corresponding location in SFS, and a cell aged under this condition is 
opened under the glovebox atmosphere. These cells have been tested at 
1C and 0 ◦C for degradation pathway 1, 1C and 30 ◦C for degradation 
pathway 2. 0.5C and 45 ◦C for degradation pathway 3. The images 
bounded by solid rectangles provide an overview of the electrode, and 
it was generated by making a compilation out of multiple images. It is 
noted that the compiled image is included to illustrate general trend of 
the uncycled cell and different degradation pathways. Selected parts of 
the compiled images are shown to the right and bounded by dashed 
rectangles and they correspond to the overview image as indicated. 
The color of the dashed rectangles refers to the degradation pathway 
as provided in Fig.  7, with a green rectangle representing pathway 1, 
blue rectangle representing pathway 2, and red rectangle representing 
pathway 3. The black rectangle corresponds to the uncycled cell.

The negative electrode of the uncycled cell is shown in Fig.  8a. In 
general, the electrode looks bright and relatively unblemished. There 
are some bright lines visible in the electrode along with some few 
darker areas. These darker regions are however only found in three of 
the 40 images that were captured of the electrode surface, indicating 
that they do not occur regularly. This is shown in the selected images 
that are bounded by black dashed rectangle. The image from side 1 
shows that the darker part of the electrode look mostly similar to the 
surrounding area in terms of morphology. The image from side 2 has a 
similar region in the center of the image that is darker as compared to 
rest of the electrode. Both the chosen images show some small white 
spots on the surface of the electrode.
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Fig. 8. Microscope images of the two sides of the negative electrode for selected cells that belong to the three identified degradation pathways using PIS II 
and an uncycled cell. (a) Overview image of a cell belonging the an uncycled cell, bounded by a solid black rectangle and two selected images from two sides 
of the electrode of this cell bounded by dashed black rectangle.(b) Overview image of a cell belonging the degradation pathway 1, bounded by a solid green 
rectangle and two selected images from two sides of the electrode of this cell bounded by dashed green rectangle. (c) Overview image of a cell belonging the 
degradation pathway 2, bounded by a solid blue rectangle and two selected images from two sides of the electrode of this cell bounded by dashed blue rectangle. 
(d) Overview image of a cell belonging the degradation pathway 3, bounded by a solid red rectangle and two selected images from two sides of the electrode of 
this cell bounded by dashed red rectangle.
The negative electrode of cell from pathway 1 is shown in Fig.  8b. 
The general appearance is rather dark and heterogeneous. There are 
signs of surface deposits in the form of thick silver lines and smaller 
circular deposits on top of the electrodes. Additionally, parts of the 
electrodes seem much darker compared to the rest of the electrodes. 
This is clearly visible in the selected images that are bounded by the 
green dashed rectangle. The image from side 1 shows the dark parts of 
the electrode in the bottom half of the image. There are small circular 
spots that seem to be on top of the electrode in the center of the image. 
The image from side 2, shows a thick silvery region that starts at the 
top-right corner of the image and ends in a large deposit that looks very 
different from the rest of the electrode. In comparison to the uncycled 
cell, this surface looks darker and more degraded.

The negative electrode of a cell from pathway 2 is shown in Fig. 
8c. In general, it appears brighter and less heterogeneous than images 
for pathway 1. There are signs of surface deposits in form of white 
lines, but no circular deposits are visible. The electrode shows small 
dark gray spots. This is clearer in the selected images that are bounded 
by the blue dashed rectangle. The image from side 1 shows white lines 
at the center of the image, but the rest of the image shows an electrode 
that has a rather uniform coloration. The image from side 2 does not 
show any sign of surface deposits. In comparison to the uncycled cell, 
this surface looks darker and also it has a minimal dark spots on the 
electrode surface.

The electrode belonging to pathway 3 is shown in Fig.  8d. There 
are no signs of surface deposits, except for more dark spots in parts 
of the electrodes. There seems to be sort of a gradient in the color of 
the electrodes. Some features are visible upon closer inspection of the 
electrodes. The image from side 1 shows small white circular regions, 
which are distributed throughout the image. The image from side 2 
shows circular dark gray spots at the top-right corner of the image and 
there are white spots that are visible in different parts of the image. 
It can be seen that these white spots are also of rather uniform size. 
In comparison to the uncycled cell, this surface looks most similar in 
terms of the color. However, it has more darker spots on the electrode 
surface.

The qualitative trends visible in the images are complemented by 
analyzing the distribution of their pixel intensities. In order to get a 
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more quantitative insight, 40 images from different positions in the 
electrodes of the uncycled cell and the cell belonging to pathway 1–3 
is converted to a gray scale and the overall count of each pixels that 
correspond to a particular intensity is used to build the normalized 
histogram shown in Fig.  9. The black bar in the histogram represents 
the uncycled cell. The green corresponds to the cell that aged with 
pathway 1, the blue bar corresponds to the cell that aged with pathway 
2, and the red bar corresponds to the cell that aged with pathway 3.

In general, the electrode from the uncycled cell shows a broad 
distribution that has around 20% of its pixels in the 51–75 range, 
32% of its pixels in the 76–101 intensity range and around 22% of 
its pixels in the 102–127 intensity range, with lower contributions at 
higher intensities. The broad nature of the distribution is an indicator 
of a relatively unaged electrode.

The electrode of the pathway 1 cell shows a narrower distribution, 
with a tall peak in the 51–75 range that contains 46% of its pixels. 
In this range, the cell has around 24% more pixels than the uncycled 
cell, 20% more pixels than the pathway 2 cell and 17% more pixels 
than the pathway 3 cell. In the 76–101 range, the pathway 1 cell shows 
5% less pixels than the uncycled cell and around 8% less pixels than 
the pathway 2 cell and 7% less pixels than the pathway 3 cells. The 
proportion of pixels for this pathway drops significantly at an intensity 
greater 102. This indicates that the electrode from pathway 1 is clearly 
dominated by darker regions as compared to the other electrodes.

The electrode from the pathway 2 cell shows a similar distribution 
as the uncycled cell and shows a peak in the 76–101 intensity range 
where 35% of its pixels exist. The electrode also has around 20% of its 
pixels in the 102–127 intensity range after which the pixel contribu-
tions drop. This electrode is moderately darker than the uncycled cell as 
it has around 4% more pixels in the 51–75 and 76–101 intensity ranges. 
It is also significantly brighter than the pathway 1 cell, considering the 
difference in the proportion of pixels in the 51–75 range. Therefore, this 
electrode seems to show a combination of features from the uncycled 
and the pathway 1 cell.

Finally, the electrode from the pathway 3 cell shows a similar distri-
bution as the uncycled and pathway 2 cell and has a peak contribution 
of around 33% of the total pixels in the 76–101 range. It matches the 
pixel contributions of the uncycled electrode upto the 51–75 intensity 
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Fig. 9. Distribution of the pixel intensities of the uncycled cells (black) shown along with the distributions of Degradation Pathway 1 (green), Degradation 
Pathway 2 (blue), Degradation Pathway 3 (red).
range. It has around 2% more pixels in the 76–101 range as compared 
to the uncycled cell, which matches the general trend of the aged 
electrodes have higher proportions of darker pixels in comparison to 
the uncycled electrode. In contrast to the other aging pathways, it has 
around 10% of its pixels in the 128–152 range. This indicates that this 
electrode is similar to the uncycled cell except for some darker spots. 
It also has some brighter spots as compared to the electrodes from the 
other two pathways.

The uncycled electrode looked mostly pristine and unblemished as 
it had not experienced any cyclic aging. Based on the images only, it 
is difficult to identify the reasons for the darker areas. They could be 
defects on the surface of the electrode or some kind of decomposition 
products formed on the surface during storage. The large circular silver 
deposits found on top of the electrode of the cell belonging to pathway 
1 are most likely plated lithium in the form of dendrites. These deposits 
are also not uniformly bright and has several darker points, which 
likely contribute to a significant proportion of pixels belonging to 
the darker intensity range as compared to the cells from other path-
ways. Nevertheless, it can be clearly distinguished from the underlying 
graphite particles. Additionally, such silver-colored dendrites have been 
observed from optical microscopy images in several studies [89–91]. 
The thick silvery lines on the electrode might also be plated lithium 
that has a different morphology [18,92]. It is difficult to identify the 
underlying cause for the darker spots in the electrode by only optical 
inspection. Nevertheless, these observation cannot be made for any of 
the other degradation pathways.

The silvery-white lines are also visible for the cell belonging to 
pathway 2 but not to a large extent. At the same time, there are few 
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places that have dark gray/brown spots, which likely contribute to the 
moderate darkening of this electrode in comparison to the uncycled 
cell. This was attributed to electrolyte decomposition by Rangarajan 
et al. [72] and they say this indicates SEI growth. But for this cell, only 
few of these spots are visible.

The small white spots that are visible throughout the electrode 
belonging to pathway 3 is likely some kind of electrolyte product that 
was still left on the surface of the electrode. The existence of these white 
spots on the electrode is more for the pathway 3 cell than the pathway 
2 or 1 cell as confirmed by the higher proportion of pixels in the 
brighter intensity range. Finally, the overview images show a difference 
in the color between the electrodes aged using different pathways, even 
though it cannot be interpreted reliably without further postmortem 
analysis.

To summarize, the electrodes belonging to the different pathways 
look visually different and therefore confirming that these cells have 
undergone different degradation pathways. The electrode at pathway 
1 shows clear signs of surface deposits that could be lithium plating 
and this electrode surface is significantly darker as compared to the 
uncycled electrode and the electrodes aged at pathway 2 and 3. The 
electrode at pathway 2 has these white lines that were also found 
on the electrodes in pathway 1. Additionally, few spots were found 
in the electrode that had some kind of gray/brown decomposition 
products. The electrode showed signs of darkening in comparison to 
the uncycled electrode in the 51–75 pixel intensity range but had still 
more proportion of pixels in the 76–101 range as compared to pathway 
1. This could be an indicator that the cells in this pathway undergo 
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Table 1
Changes in polarization and time constant for three degradation pathways, 
with BOL values used as the reference. Increasing time constants correspond 
to slower processes and polarization is defined as the sum of polarization for 
one Gaussian peak.
 DP 1 (0 ◦C, 1C) DP 2 (30 ◦C, 1C) DP 3 (45 ◦C, 0.5C)
 Pol. 𝜏 Pol. 𝜏 Pol. 𝜏  
 Cell 1 27% 23% 8% 66% −40% 102%  
 Cell 2 48% 23% −31% 113% −46% 92%  
 Mean 37% 23% −12% 90% −43% 97%  
 ↑ ↗ ↘ ↑ ↓ ↑  
 Trend Increase Mod. slower Mod. decrease Slower Decrease Slower 

a mixture of aging pathway 1 and 3. Finally, the electrode from the 
aging pathway 3 has uniform white deposits all over the electrode. The 
pixel distribution of this electrode looked mostly similar to the uncycled 
electrode but it had higher proportion of pixels in the 102–255 intensity 
range as compared to the electrodes from the other pathways. This 
indicates that the three aging pathways identified by our method lead 
to different kind of degradation that is visible at the electrode level, but 
confirming the exact mechanism would require a detailed postmortem 
analysis that is beyond the scope of this work.

4.4.2. Distribution of relaxation times
Fig.  10 shows the distribution function and the peak fit for two cells 

selected from each degradation pathway. These cells have been tested 
at 1C and 0 ◦C for degradation pathway 1, 1C and 30 ◦C for degradation 
pathway 2. 0.5C and 45 ◦C for degradation pathway 3. Within each 
plot, the evolution of the characteristic peaks between BOL and the EOL 
are compared. To improve visibility of the mid-frequency region, the 
low-frequency part of the distribution function covering the diffusive 
branch is excluded from the presentation.

Within this range of time constants, the DRT analysis shows multiple 
peaks, one of which is resistive-inductive and the others of which 
are resistive-capacitive. The resistive-capacitive peaks are arranged in 
increasing order of polarization, with a dominant peak occurring at 
approximately 0.3ms.

According to the literature [50], this main peak can be primarily 
attributed to the charge transfer process occurring at the anode and/or 
cathode. The neighboring peaks with larger time constants, which are 
not fully visible in the figure, are assigned to the diffusive branch [50]. 
Identifying and assigning single peaks to electrochemical processes 
occurring inside a battery is challenging. It requires a multidimensional 
parameter variation (e.g. temperature, SOC) as well as half-cell mea-
surements to distinguish between processes at an electrode level [50], 
as well as expertise in interpretation, since multiple processes can be 
interconnected and thus influence multiple peaks simultaneously due 
to possible inference and linkage [93]. This is beyond the scope of 
this work, making it impossible to reliably identify and separate the 
processes of each electrode. That being said, the focus will be on the 
dominant peak, which is shaded in blue, and how it is affected by the 
different degradation pathways.

In Table  1 the relative change of polarization and time constant 
is shown for the three degradation pathways. The BOL counts as the 
base value and the polarization of the investigated peak is defined as 
the summed polarization of the Gaussian peak according to Eq.  (12). 
Despite expected cell-to-cell variations between the samples of each 
group, trend indications can be observed:

Degradation pathway 1 Within this aging path the polarization 
of the two samples increases by an average of 37% while the time 
constant increases by 23%. Compared to the other DPs, this is the only 
one showing an increase in polarization. Further, the change in time 
constant is smaller.

Degradation pathway 2 This group shows a similar slowdown of 
the process (90%) compared to DP 3. The change in polarization falls 
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between 8% and −31%, meaning that one cell shows an increase in 
resistance, while the second cell shows a decrease. On average, this 
group tends towards a slight decrease.

Degradation pathway 3 The time constants within this group are 
comparable to DP 2 with an average increase of 97%. However, this 
time the polarization is decreasing by −43% between BOL and EOL 
measurement.

From the analysis, it is evident that the distribution functions of 
the cells at degradation pathway 1 show a different behavior than the 
cells at 2 and 3. The polarization of the characteristic peak increases 
significantly and the process becomes moderately slower. Based on the 
fact that the cell at pathway 1 showed signs of surface deposits that 
is likely caused by lithium plating, it is likely that this has led to an 
increase in the overall polarization of the cell leading to an increase in 
the resistance of the charge transfer reaction and the transport through 
the passivating layers.

There are also differences between the DRT of pathway 2 and 3 but 
it is harder to identify the possible reasons for it. The polarization of 
the characteristic peak decreases more for pathway 3 in comparison to 
pathway 2. It was earlier hypothesized that the reduction of resistance 
observed in this work arises from the possibility of microcracking of 
particles [78]. It is possible that these cracks happen more for pathway 
3 than for pathway 2, leading to a sharper drop of the polarization 
resistance. Additionally, the moderate reduction to the polarization of 
the characteristic peak for pathway 2 could indicate that this pathway 
is between 1 and 3.

The time constants of the characteristic peak appears to slowdown 
for both pathway 2 and 3. This effect is more pronounced in pathway 3 
compared to pathway 2, suggesting a greater slowdown of the kinetics 
of the processes associated with the characteristic peak. At the same 
time, the intensity of the polarization peak decreases more in pathway 3 
than in pathway 2, indicating a larger reduction in the resistance of the 
corresponding processes. While this highlights an inherent difference 
between aging pathways 2 and 3, the underlying causes remain unclear. 
A more detailed investigation is required to fully understand these 
observations and is proposed as future work.

4.4.3. Summary
To summarize, cells were chosen from a representative test condi-

tion that is selected from the three identified degradation pathways. 
DRT of the cells tested at one representative test condition that is 
selected from the three degradation pathways identified in Fig.  7b was 
analyzed. It is clear, that the cell that undergoes degradation pathway 
1 behaves very different compared to 2 and 3, considering the signs 
of lithium deposition that was visible in the microscope images and 
the overall increase in the polarization of the cell in the DRT. This 
correlates well with the fact that this cell belonged to the pathway 
that showed high LLI (∼6%) and LAMNE (∼3%) with minimal LAMPE
(∼<1%), which indicates that it underwent significant degradation.

The microscope image of the anode of the cell that underwent 
degradation pathway 2 showed some signs of surface depositions that 
could be deposited lithium or other kinds of decomposition products. 
This cell also showed a moderate reduction in polarization and a slow 
down of the characteristic peak in the DRT. This could mean that the 
cell only shows minimal signs of degradation, which is reflected in the 
fact that this cell showed minimal LLI (∼<1%), LAMNE (∼<1%) and 
LAMPE (∼<1%). In comparison, the anode of the cell that underwent 
degradation pathway 3 had uniformly distributed white spots of the 
same size and more signs of other kinds of decomposition products. 
The DRT of the cells from these degradation pathways also show 
larger amount of changes to the intensity and the time constants of 
characteristic polarization peak that was considered for the analysis in 
comparison to degradation pathway 2. This means that the cell showed 
signs of more degradation than the cell from pathway 3 but much less 
than the cell from pathway 1, which is evident in the calculated DM’s 
for the cell, which showed moderate LLI (∼2%), LAM  (∼2%), and 
NE
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Fig. 10. Comparison of the evolution of the main peak of distribution function for two cells that each belong to the degradation pathways that were identified 
using PIS II. The main peak is highlighted in blue and the change from BOL (dashed) to EOL (solid) is indicated by an arrow. (a,d) Degradation pathway 1, (b, 
e) Degradation pathway 2, and (c, f) Degradation pathway 3. (a–c) Cell 1 and (d–f) Cell 2.
LAMPE (∼2%). Therefore, the validation experiments in general support 
our proposed methodology, which enables to identify different aging 
pathways from aging data using degradation modes. It should be noted 
that the degradation mechanisms that were discussed as possible causes 
for the different pathways are based on observed trends and are more 
indicative than definitive.

4.5. Design of PD II tests

A PD II test usually consists of a sequence of operating conditions 
that repeat until the cell reaches its EOL. Apart from these operating 
conditions the definition of EOL and the SFS also needs to be selected 
based on test requirements. The number of sequences of length 𝑟 that 
can be formed from the number of possible stress conditions 𝑁 is given 
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by 𝑁!
(𝑁−𝑟)! . For example, from the 24 stress conditions tested in this work, 

the number of sequences of length 2 that can be formed is 552 and 
number of sequences of length 3 that can be formed is 12144. In this 
section, the process of designing PD II tests is shown by using the cell 
and the SFS used in this study as an example.

As a first step, instead of arbitrarily selecting a value of 𝑁 < 24
to reduce the experimental workload, the decision can be guided by 
the clustering framework described in this work. Fig.  11a shows the 
SFS, where the regions that trigger a specific degradation pathway are 
shaded with the corresponding color as determined from PIS II. These 
regions can be regarded as sets of operating conditions that are likely 
to activate distinct degradation mechanisms. Accordingly, the number 
of possible stress conditions 𝑁 can be reduced from 24 to 3. From each 
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Fig. 11. Development of PD II tests using the degradation pathways identified from PIS II. (a) SFS with the center of the clusters identified in PIS II marked by 
black squares and points farthest away from cluster centers marked by black triangles. (b) Reference static aging tests at the 3 representative points, (c) Possible 
sequences of length 2 (d) Possible sequences of length 3.
region, a single point can be selected to represent the aging behavior 
associated with that pathway.

In this example, the centers of the three clusters could be identified 
in PIS II are mapped onto the SFS and marked by black squares. These 
three points serve as representative stress conditions for the respective 
degradation pathways. The point in the green region, from hereon 
referred to only as G corresponds to 10 ◦C, 1C, the point in the blue 
region, from hereon referred to only as B corresponds to 10 ◦C, 0.5C, 
and the point in the red region, from hereon referred to only as R 
corresponds to 55 ◦C, 1.5C. In total, there can be 6 sequences of length 
2 and 6 sequences of length 3 that can be formed from the three chosen 
conditions R, G, and B.

A practical PD II test protocol built using sequences of length 2 is 
shown in Fig.  11b and of length 3 is shown in Fig.  11c. The 𝑥-axis of 
the figure can represent either time or cycle number. Each of the black 
circles in the figure represent the RPT described in Section 2.3, each 
rectangle represents the aging protocol described in Section 2.4, where 
the color corresponds to the conditions R,G, and B. Additionally, it is 
recommended that static aging tests are also conducted at R, G, and 
B conditions as shown in Fig.  11d so that the trajectory of the cells 
aged under these conditions can be tracked in the PIS II and compared 
with the dynamic measurements. In this example, we propose that each 
aging block in the protocols shown in the figure be repeated for 70 
cycles and the overall aging test be repeated until a specified EOL 
criteria such as 70% of the capacity of the cell at BOL is reached.

It should be noted that the example described here is just one way 
of building a PD II test using the framework described in the study. 
Firstly, instead of choosing the centers of the clusters found in PIS II 
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as the representative point of the degradation pathway, points in the 
cluster that lie farthest from the centers could also be chosen as the 
points. These points are marked by a triangle in Fig.  11a. Secondly, 
in the example, when building PD II tests, the aim was to ensure the 
cell spends equal amount of time in each of the aging conditions R, 
G, and B. An another approach could be to modify the time spent by 
cell in each of the conditions such that they undergo approximately 
similar 𝛬Q0

. Finally, the number of sequences that need to be tested 
could be further reduced to 3, if it is assumed that, under long-term 
cyclic repetition, a R-B sequence is equivalent to a B-R sequence, as 
the two differ only by a shift.

Therefore, a general guideline for defining PD II tests can be defined 
in the following way.

1. Use PIS II to identify distinct degradation pathways and map 
them onto the SFS.

2. Reduce the number of possible stress conditions 𝑁 by selecting 
representative points from each pathway (e.g., cluster centers or 
points in a cluster that are farthest away from other centers).

3. Define the PD II protocol by choosing:

• the sequence length 𝑟,
• the number of sequences to test (accounting for equiva-
lence of shifted sequences if desired),

• and the number of cycles (or time) per aging block.
4. Insert RPTs and repeat the aging until the chosen EOL criterion 
(e.g., 70% capacity fade) is reached.



S. Ramasubramanian et al. Journal of Energy Storage 140 (2025) 119113 
5. Conduct complementary static aging tests at the representative 
points to track reference degradation trajectories.

6. The duration of each operating condition within a sequence can 
either be equal or chosen such that it leads to similar change to 
a DM such as capacity fade.

5. Conclusion

In this study, 𝑘-means clustering, an unsupervised learning algo-
rithm, is applied to analyze degradation metrics derived from aging 
tests on 48 commercial lithium-ion batteries cycled at six temperatures 
and four C-rates. Relative changes in these metrics, extracted from 
check-up cycles, are used to construct two PISs (PIS I and II), based 
on capacity fade and pulse resistance, and on degradation modes, 
respectively. Clustering is performed in each space, and cluster qual-
ity is assessed using SIL, DBI, and CHI. The resulting clusters are 
then mapped onto the SFS (temperature and C-rate) to identify stress 
conditions that give rise to distinct degradation pathways.

Both SIL and DBI chose 2 as the optimal number of clusters for 
PIS I consistently. Clustering the points in PIS I with 2 predefined 
cluster leads to the highest SIL of 0.72, lowest DBI of 0.35, and CHI 
of 88.60. When this cluster is mapped to the SFS, it reveals a distinct 
region that appears at a C-rate greater than 1C for 10 ◦C and at a C-
rate greater than 0.75C for 0 ◦C. The other continuous region extends 
from low C-rates at low temperatures (0.5C and 0 ◦C) to the higher 
temperatures, indicating that not enough information is available in 
the PIS to divide this region more. Clustering the points in PIS I with 
3 predefined clusters, leads to a silhouette score of 0.63, DBI of 0.57, 
and CHI of 96.70. When these clusters are mapped to the SFS, they 
form three regions that could possibly trigger different degradation 
pathways. However, the two regions at lower temperatures effectively 
cut across each other. Therefore, the identified regions in the SFS that 
are not contiguous indicates that they represent the same pathway as 
the neighbor but at an earlier stage of degradation or it could mean the 
choice of the PIS is not sufficient to give a meaningful identification of 
aging pathways.

All of the metrics chose 3 as the optimal number of clusters for PIS 
II consistently. Clustering the points in PIS II with 3 predefined cluster 
leads to a silhouette score of 0.56, lowest DBI of 0.56, and highest CHI 
of 37.65. When this cluster is mapped to the SFS, it reveals a distinct 
region that appears at a C-rate greater than 1C for 10 ◦C and at a C-
rate greater than 0.75C for 0 ◦C, similar to PIS I. The second region 
appears between 0.5C and 0 ◦C and goes up to 30 ◦C, with one point 
located at 0.75C and 45 ◦C. The third region appears at temperatures 
greater than 45 ◦C for all C-rates (except 0.75C and 45 ◦C). By using 
the degradation modes that contain information about the degradation 
of individual electrodes, more physically meaningful identification of 
degradation pathways can be achieved. PIS II was also clustered with 
4 predefined clusters and it leads to a silhouette score of 0.52, DBI of 
0.49, and CHI of 31.12. This leads to the same identified degradation 
pathways as earlier, except that the cell at 0 ◦C and 1C is considered 
to be belonging to a new degradation pathway. This could either be 
an indicator that this cell has the same degradation pathways as its 
neighbor, except that it has degraded more. But it is possibly also the 
starting point of another degradation pathway that might appear if the 
cells were aged at even lower temperatures.

Microscope analysis of the anode of individual cells in these three 
identified pathways (pathway 1–3) and a reference uncycled electrode 
revealed noticeable differences. The cell from the uncycled electrode 
looked mostly pristine except for some dark spots that looked similar 
in morphology to the electrode. The cell from pathway 1 (low tem-
peratures,high C-rates) showed signs of plated lithium covering the 
anode surface and blocking the pores and additionally blackened spots 
in the electrodes, which could indicate possibly inactive regions of 
the electrode that led to LAMne. The cell from pathway 3, showed a 
relatively homogeneous electrode with some brownish deposits that 
20 
could be some kind of electrolyte decomposition product. The cell in 
pathway 2, looked more homogeneous than the cell in pathway 1, but 
still showed some signs of having some deposits in the form of lines 
that could still be plating. They also showed the brown spots found for 
the cell in pathway 3. These differences could also be quantified by 
comparing the histograms of the overall pixel intensity distributions of 
the electrodes from the different pathways with the uncycled electrode.

DRT analysis of these cells showed that the cell from pathway 1 had 
a different polarization behavior in comparison to the cell in pathway 2 
and 3, as its overall polarization contribution increased with aging. The 
cells from pathway 2 and 3 show differences that cannot be interpreted 
without a more detailed EIS study conducted on the cell. Cell from 
pathway 3 showed more reduction of polarization and slow down of 
the time constants of the polarization peaks with aging as compared to 
the cell from pathway 1.

In summary, the 𝑘-means algorithm has the high potential to 
uncover further insights from aging data to qualitatively distinguish 
degradation pathways. However, the choice of the PIS impacts the 
identified pathways, and this can be verified by ensuring that the 
clusters formed in the PIS also form continuous regions in the SFS. 
Future work should analyze more features of the aging data, such as 
NFRA and perform a deeper analysis of DRT to understand the impact 
of aging on different peaks. In addition, electrode images could also be 
used as features for the clustering process.
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