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Abstract 

Artificial intelligence (AI) is a moving target constantly expanding its frontiers of scope and 

performance through its increasing intelligence, autonomy, and opaqueness. The growing 

autonomy drives the paradigm shift in the relationship between humans and information 

systems. AI artifacts are becoming agentic and are no longer acting on behalf of humans. 

Instead, AI artifacts are ascending on equal footing with humans and are able to complete tasks 

without human intervention. From an information systems perspective, the phenomenon of 

increasing AI autonomy poses significant implications for the collaboration between humans 

and AI-enabled information systems. This dissertation aims to theorize the management and 

design of collaboration between humans and autonomous AI agents and guide organizations in 

successfully implementing AI endeavors along their digital transformation. 

I structure my dissertation along three research goals: First, I aim to provide an understanding 

of managing and designing AI artifacts from an organizational perspective. Second, I aim to 

foster an understanding of the effective design of human-AI collaboration from an interaction 

perspective. Third, I aim to theorize the consequences of AI-led interactions between humans 

and autonomous AI agents from a delegation perspective. To approach the research goals, my 

dissertation consists of six research essays. Essays 1 to 3 approach my first research goal. Essay 

1 theorizes AI application management from an organizational perspective and proposes an AI 

management model that illustrates AI management's information flows and managerial factors. 

Essay 2 proposes practices and measures for successfully monitoring machine learning 

applications. Essay 3 provides a structured systematization of AI platforms guiding 

organizations in the design of their AI services. Approaching my second research goal, Essay 

4 enhances the theoretical understanding of human-AI interaction and proposes design 

principles for optimal AI advice that fosters human-AI complementarity. To achieve my third 

research goal, Essay 5 and Essay 6 present phenomena, changing roles, and conflicts arising in 

this AI-led delegation, contributing to understanding autonomous AI and its implications for 

human-AI collaboration. 

My dissertation contributes to a better understanding of the consequences of the expanding AI 

frontiers through a pluralistic research approach providing novel theoretical and practical 

insights into the collaboration between humans and autonomous AI agents. 

Keywords: artificial intelligence, autonomy, management, collaboration, delegation 
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Introduction to 

Harmony in autonomy: Navigating the collaboration between humans and 

autonomous AI agents 

 

Abstract 

This dissertation seeks to illuminate the design and management of collaboration between 

humans and autonomous artificial intelligence (AI) agents within organizational settings. It 

consists of six essays, which have either been published in or submitted to renowned journals 

and conferences. The essays collectively address how organizations can effectively manage and 

design AI artifacts, establish optimal human-AI collaboration, and understand the consequences 

of AI-led interactions between humans and autonomous AI agents from a delegation 

perspective. 

The introduction of my dissertation comprises six sections. In Section 1, I motivate the overall 

relevance of my research. In Section 2, I provide the relevant theoretical background of my 

research. In Section 3, I identify research gaps and formulate questions around three research 

goals. Section 4 outlines the overall research design and methodological approach. In section 

5, I summarize the results of my research. Lastly, section 6 concludes the dissertation by 

discussing the results, addressing the study’s limitations, and suggesting directions for future 

research. 

Keywords: artificial intelligence, autonomy, management, collaboration, delegation 
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1 Motivation 

Artificial intelligence (AI) agents are increasingly pervading today’s society, providing 

businesses and individuals with unprecedented opportunities (Berente et al., 2021; Candrian & 

Scherer, 2022). Businesses incorporate AI agents to enhance operational efficiency through 

advanced process automation, while also integrating AI into products and services enabling 

new business models for customers (Agrawal et al., 2019; Davenport & Ronanki, 2018; Huang 

& Rust, 2021). Individuals interact with AI agents for levering numerous tasks, from financial 

management and personalized healthcare support to facilitating work routines (Puntoni et al., 

2021; Sauerbrei et al., 2023; Zhu et al., 2024). 

AI’s recent pervasion is the result of decades of research efforts relating back to the 1950s 

(McCarthy et al., 1955). Since then, AI was a scientific niche topic for long and real-world 

applications were scarce, mainly owing to limitations in computation power (Benbya et al., 

2020). Recent advancements in computational capabilities have led to the rise of AI, enabling 

realization of previously theoretical technological concepts such as machine learning (ML) at 

large scale (Berente et al., 2021). The ML concept relies on implicit computational learning 

from data (Kühl et al., 2022), differing from previous concepts, that relied on explicitly 

programmed machine behavior. This novel approach allows for remarkable capabilities 

concerning intelligence, however, at the cost of understanding the inner working and reasoning 

of such systems (Z. Zhang et al., 2021). 

Driven by the expanding intelligence, AI systems are becoming increasingly agentic and 

autonomous concerning their actions (Berente et al., 2021; Murray et al., 2021; Stelmaszak et 

al., 2024). Accordingly, AI systems are “no longer passive tools waiting to be used […] and 

can now assume responsibility for tasks with ambiguous requirements and for seeking optimal 

outcomes under uncertainty (Baird & Maruping, 2021, p. 315). From an IS perspective, AI 

systems alter the cornerstones of humans’ recognition and relationship to information 

technology (Berente et al., 2021; Lyytinen et al., 2021; Schmitt et al., 2023). AI systems are 

becoming agents on equal footing with humans exhibiting effective states, delegating and 

supervising ever-complex tasks  (Dennis et al., 2023). Such AI agents also become capable of 

learning from their own actions and adaptively improving their projective capabilities (Lyytinen 

et al., 2021). Consequently, the AI agents’ increased agency enables more advanced forms of 

collaboration expressing in novel socio-technical systems (Lyytinen et al., 2021). 
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Against this backdrop, the pervasion of autonomous AI agents raises new phenomena 

challenging our existing theoretical understanding in information systems research (Baird & 

Maruping, 2021; Z. Zhang et al., 2021). Berente et al. (2021, p. 1440) recognize that “the 

interaction between humans and autonomous AI is perhaps the key managerial issue of our 

time”, calling for dedicated theory and practical approaches to navigate these interactions 

effectively.  Particularly, the ever-expanding facets of AI—namely autonomy, intelligence, and 

opacity—raise various concerns about trust, performance, and control of such human-AI 

collaboration (Berente et al., 2021; Ning et al., 2024; Stelmaszak et al., 2024). Consequently, 

organizations must ensure that human-AI systems foster complementarity while reducing 

uncertainty in human-AI interactions (Baird & Maruping, 2021; Inkpen et al., 2023; Murray et 

al., 2021).  

Given the practical relevance and the theoretical gaps, the overarching research goal of my 

dissertation is to shed light on the design and management of the collaboration between humans 

and autonomous AI agents. 

I structure the remainder of the introduction as follows: In Section 2, I provide the relevant 

theoretical foundations of AI agents and human-AI collaboration. Section 3 depicts the research 

gaps and questions that guide my dissertation. In Section 4, I elaborate on the research design 

and methodological approach employed in this dissertation. In Section 5, I summarize the main 

results and of each of the six essays included in this dissertation. Lastly, Section 6 concludes 

the dissertation by discussing the key findings, addressing the limitations of the study, and 

highlighting opportunities for future research. 

In presenting and discussing the individual essays of my dissertation, I use “we” as all essays 

were co-authored. The following sections include content drawn from these essays, and for the 

sake of readability, I have omitted standard citation labels. 
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2 Background 

This section establishes the foundation for my essays and introduces the relevant research 

concepts addressed in this dissertation. In the following, I will present relevant AI concepts, 

define related terms, clarify AI’s potential and shortcomings, and elaborate on how AI alters 

our understanding of information systems. After that, I will outline the key concepts of human-

AI collaboration, including the underlying rationale, potential conflicts, and strategies for 

ensuring beneficial and efficient collaboration. 

2.1 Conceptual foundations of artificial intelligence 

Artificial Intelligence (AI) has evolved from a theoretical niche topic to a ubiquitous concept 

driving innovation across various domains, transforming decision-making processes and 

operational efficiency (Agrawal et al., 2019; Benbya et al., 2020). Various disciplines, including 

computer science, social science, philosophy, and others, have approached AI, leading to many 

different conceptualizations, thus requiring clarification (Russell & Norvig, 2022). What most 

definitions have in common is their reference to AI as the approach of making machines 

intelligent and behaving with reference to human capabilities and skills (Brynjolfsson & 

Mitchell, 2017; Russell & Norvig, 2022). This common ground, however, raises the question 

of whether a calculator may already be considered artificially intelligent. While most people 

would have considered the calculator artificially intelligent decades ago, today's prevailing 

opinion is different. This phenomenon indicates that the concept of AI inherently carries some 

sort of openness and dynamism (McCorduck & Cfe, 2004). Accordingly, what is perceived as 

artificially intelligent today may not necessarily be considered as such in the future. Considering 

this evolving nature of AI, I follow Berente et al. (2021, p. 1435), defining AI as the “frontier 

of computational advancements that references human intelligence in addressing ever more 

complex decision-making problems”. In that view, AI does not refer to a specific technology or 

a fixed set of capabilities. Instead, AI applications are becoming increasingly intelligent, 

autonomous, and inscrutable, allowing for an increased scope of use cases (Berente et al., 2021).  

In recent years, the technological advancements around machine learning (ML) have fueled the 

expansion of AI’s performance and scope. ML refers to a set of methods enabling machines to 

solve problems by learning from data instead of being explicitly programmed to do so (Jordan 

& Mitchell, 2015; Kühl et al., 2022). This paradigm shift in computational information 

processing has significantly improved AI’s ability to perform tasks once considered exclusive 
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to humans. As a consequence, AI-based information systems are becoming increasingly capable 

of autonomously performing tasks that are complex, dynamic, and uncertain (Baird & 

Maruping, 2021; Berente et al., 2021). They also become less transparent with greater 

autonomy and intelligence, complicating our understanding of their internal mechanisms and 

decision-making processes (Berente et al., 2021). All these advances interrogate our 

understanding of information systems (IS), prompting us to reconsider the relationship between 

humans and information technology. 

From an IS research perspective, IS artifacts have generally been viewed as subordinate agents 

that support humans and act on their behalf (Demetis & Lee, 2018; Orlikowski & Iacono, 2001). 

In that regard, humans used IS artifacts as tools, disacknowledging their agentic capabilities. 

However, by increasing autonomy and intelligence, IS artifacts’ previously subordinate role 

now gets equal footing as humans and beyond (Dattathrani & De’, 2023; Dung, 2024). AI-

based IS artifacts become capable of transferring both rights and responsibilities from and to 

human agents, making them agentic (Baird & Maruping, 2021). Therefore, agentic IS artifacts 

can now exhibit higher levels of decision-making latitude, particularly in situations that are 

considered dynamic and uncertain (Baird & Maruping, 2021; Schuetz & Venkatesh, 2020). 

AI’s increasing capabilities drive its persuasion of business and society. AI enables task 

automation across many activities and processes, allowing for unprecedented productivity and 

growth in efficiency (Davenport & Kalakota, 2019). However, complete automation of 

activities and processes is not always desirable due to ethical, legal, social, economic, or 

technical constraints (Brynjolfsson et al., 2018; Dellermann et al., 2019; Fügener et al., 2022). 

For instance, considering today’s healthcare processes, even though AI can surpass humans in 

many diagnostic tasks, the de facto right and responsibility to make medical diagnoses still 

remains with human doctors due to societal obligations (Brynjolfsson & Mitchell, 2017; 

Göndöcs & Dörfler, 2024; Martinho et al., 2021). Moreover, many processes include 

nonmaterial and material components, requiring physical actuation, which most AI systems 

cannot perform in contrast to humans. Accordingly, rather than striving for full automation, AI 

is more likely to augment humans’ activities and processes, forming a collaborative relationship 

(Baird & Maruping, 2021; Dellermann et al., 2019; Hemmer et al., 2023). 
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2.2 Conceptual foundations of human-AI collaboration 

Both humans and AI agents inherently possess distinct capabilities complementing the 

attributes being determined by external constraints such as societal norms or ethical standards 

(Baird & Maruping, 2021; Dellermann et al., 2019). For instance, humans possess superior 

intuitive and emotional intelligence and contextual understanding, while AI possesses higher 

analytical capabilities (Huang & Rust, 2018; Jarrahi, 2018; Wirtz et al., 2018). Moreover, 

humans and AI agents possess differing sensors and actuators, leading to incongruous 

interactions with their environment (Russell & Norvig, 2022). Consequently, since humans and 

AI agents have unique strengths and weaknesses, it becomes desirable that they work together 

so that their collaborative action can exceed their individual performance (Dellermann et al., 

2019; Fügener et al., 2022). 

Contemporary developments of AI applications increasingly emphasize collaboration designs 

that deliberately consider complementary interactions, given their superior capabilities. From a 

research perspective, such synergetic interaction is considered as human-AI collaboration. 

Following Hemmer et al. (2024) and Vössing et al. (2022), we refer to human-AI collaboration 

as the “process in which two or more agents work together to achieve shared goals [...] 

involving at least one human and at least one computational agent” (Terveen, 1995, p. 67). 

Human-AI collaboration can be instantiated in various modes of interaction and is differentiated 

by a wide range of dimensions, such as, for instance, the agents’ hierarchy and involvement, 

the timing and frequency of interaction, as well as the direction and content of information 

exchange (Adam et al., 2024; Baird & Maruping, 2021; Hemmer et al., 2021; Hemmer et al., 

2023). Currently, the prevailing form of human-AI collaboration is instantiated by designing 

AI agents as decision-support systems (DSS) that provide the hierarchical superior human with 

relevant information to facilitate problem-solving and decision-making (Lai et al.; Phillips‐

Wren, 2013; Power, 2002). In that sense, humans delegate tasks to AI agents by transferring 

rights and responsibilities for task execution (Baird & Maruping, 2021; Fügener et al., 2022). 

For instance, in healthcare, doctors provide patient information to an AI-based DSS and ask it 

to suggest potential diagnoses, which ultimately enhances the accuracy of clinical decisions and 

improves patient outcomes (Nserat et al., 2023).  

The concept of delegation is becoming increasingly relevant in human-AI collaboration, 

particularly as AI’s facets of intelligence and autonomy expand (Baird & Maruping, 2021; 

Berente et al., 2021). As AI agents’ decision-making latitude rises, they can collaborate with 

humans on equal footing and even acquire hierarchical superiority (Baird & Maruping, 2021). 
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From a performance perspective, AI-led delegation offers a wide range of opportunities for 

human-AI collaboration. According to Fügener et al. (2022), humans struggle to accurately 

assess their own abilities and the difficulty of tasks, resulting in poor decisions in human-AI 

collaboration. In contrast, the performance of AI artifacts autonomously appraising whether to 

delegate a task to a human or not tends to be higher, deeming this type of human-AI 

collaboration economically attractive (Fügener et al., 2022).  

Nonetheless, the design of effective human-AI collaboration fostering complementarity is no 

panacea and represents a subject of extensive scholarly research (e.g., Amershi, Inkpen, et al., 

2019; Hemmer et al., 2021; T. Li et al., 2023). Besides ensuring that AI agents are fair (Mehrabi 

et al., 2022), transparent (Adadi & Berrada, 2018), and robust (Shneiderman, 2020), it is vital 

that their mutual information exchange is appropriately established (T. Li et al., 2023). One 

major obstacle in the information exchange between humans and AI agents is humans’ 

susceptibility to under and over-rely on AI agents’ advice (Schemmer et al., 2023). For instance, 

when humans receive advice from an AI agent, they are easily influenced—intentionally or 

unintentionally—and may exhibit biases resulting in sub-optimal complementarity (Schemmer 

et al., 2023). Therefore, AI designers should design AI agents enabling appropriate reliance, 

which I consider as “the pattern of reliance behavior(s) that is most likely to result in the best 

human-automation team performance” (Talone, 2019, p. 13). In doing so, AI agents should 

provide interpretable explanations of their reasoning, allowing users to develop a calibrated 

trust in the AI’s output (Inkpen et al., 2023), ultimately reducing the uncertainty associated with 

AI advice (Jiang et al., 2022; Schoeffer et al., 2022; Vössing et al., 2022).  

Against this backdrop, the collaboration with increasingly autonomous AI agents further 

complicates the design of human-AI collaboration. For instance, information asymmetries can 

intensify due to their differing natures and capabilities (Baird & Maruping, 2021; Vincent, 

2021). Additionally, as humans cede control over processes and decision-making to AI, 

conflicts of interest can arise (Fügener et al., 2022; Vössing et al., 2022). 
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3 Derivation of research gaps and research questions 

To examine the design and management of effective and beneficial collaboration between 

humans and autonomous AI agents, I propose three overarching research goals collectively 

addressed through the respective essays in this dissertation. Each essay tackles a unique 

research question, filling a specific gap and contributing to one of the three overarching goals. 

Accordingly, I apply thoughtfully chosen research methodologies suited explicitly to each 

research endeavor. For well-understood yet undertheorized topics such as the design and 

management of AI applications and the interaction design of human-AI collaboration, I employ 

prescriptive approaches. Meanwhile, I adopt more explorative approaches for emerging and 

scarcely understood phenomena like the effects of increasing AI autonomy on human-AI 

collaboration. This section will illuminate the concrete research gaps and derive the resulting 

research goals of this dissertation. 

3.1 Understanding the design and management of AI applications 

AI applications are becoming increasingly autonomous as their learning capabilities improve 

(Berente et al., 2021). Simultaneously, these applications are growing more opaque, becoming 

intelligible only to selected stakeholders (Berente et al., 2021). Moreover, drifts in the abstract 

AI model or the real-world environment can alter the behavior of AI applications over time, 

posing a risk for inefficient and potentially harmful operations. Accordingly, dedicated 

coordination and control through comprehensive AI management are vital for successfully 

operating AI applications (Benbya et al., 2020; Faraj et al., 2018; Jöhnk et al., 2021).  Therefore, 

decision-makers must ensure having all relevant information at hand to make informed 

decisions, given that information is the “knowledge for the purpose of taking effective action” 

(Mason & Mitroff, 1973, p. 475) 

However, facilitating this information exchange is a complex endeavor. Operating AI 

technologies involves multiple parties, including AI developers, primary users, IT architects, 

process owners, and legal counsels. Each of these stakeholders brings their unique expertise, 

goals, and information needs, thereby complicating the design of effective information 

processing. Particularly, the insufficient satisfaction of information needs leads to information 

gaps and high levels of task uncertainty (Galbraith, 1974; Haußmann et al., 2012). Accordingly, 

enhancing information processing capabilities and bridging information gaps among diverse 

stakeholders are critical tasks for AI management to mitigate the anticipated task uncertainty. 



 

10 

 

 

 

AI managers must “communicate, lead, coordinate, and control organizational efforts to […] 

realize their goals, while at the same time, avoiding the negative consequences” (Berente et al., 

2021, p. 1434). Despite its importance, practitioners and researchers face challenges in 

managing AI applications in their production environment and fail to develop adequate, holistic 

managerial practices promoting information processing (Ananny & Crawford, 2018; Berente et 

al., 2021; Dwivedi et al., 2019). 

Although significant research on AI application management has emerged (e.g., J. Li et al., 

2021; Sturm et al., 2021; Teodorescu et al., 2021), existing work has predominantly focused on 

conceptualizing individual management factors (i.e., describing what to manage) rather than 

providing a holistic understanding and exploring the interrelations among these factors. 

Existing AI management approaches, such as MLOps, are promising, yet they focus on 

technical facets instead of holistic management (Kreuzberger et al., 2023). Following the calls 

for research on the management of AI applications in organizations (Baier et al., 2019; Berente 

et al., 2021; Collins et al., 2021), we ask: 

What are the factors of managing AI applications in healthcare and how are they related?1 

What management practices improve information processing among stakeholders in AI 

management? (Essay 1) 

Besides improving AI management by facilitating information exchange among stakeholders, 

another AI management approach is the direct retrieval of management-relevant information 

from the AI’s technology stack, primarily relying on machine learning (ML) technology. Such 

ML monitoring comprises the comprehensive observation, performance measurement, and 

analysis of an ML application’s behavior in its production environment. Moreover, it facilitates 

taking appropriate actions when deviations from the application’s intended status arise (Arpteg 

et al., 2018; Breck et al., 2017; Klaise et al.; Lins et al., 2021). ML monitoring can assist 

organizations in gathering management-relevant information about their applications and 

minimizing risks associated with their operation in production environments (Breck et al., 2017; 

Köchling et al., 2021) 

However, organizations have limited guidance on monitoring their ML applications from a 

socio-technical perspective. Established software engineering approaches, such as DevOps, fall 

short of addressing the unique specifics of ML (Amershi, Begel, et al., 2019). While software 

 
1 In Essay 1, I situate the research question within the healthcare domain owing to its operational complexity, the 

critical nature of its processes, and the diverse characteristics of its stakeholders. The insights gained allow for 

application across other domains. 
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engineering focuses on discrete artifacts with specific code and concepts (van den Heuvel & 

Tamburri, 2020), ML applications also face data-related and model-related issues on top of 

known code complexity issues (Amershi, Begel, et al., 2019; Arpteg et al., 2018). Existing ML 

management approaches deliberately consider ML monitoring, yet they focus on technical 

monitoring facets within the ML pipeline rather than taking a socio-technical perspective (cf. 

Kreuzberger et al., 2023). Since ML monitoring is more than a monitoring software system, 

identifying the necessary practices for monitoring ML applications in production environments 

remains an unanswered question. Given the broad spectrum of challenges in ML deployment 

and the lack of comprehensive research in ML application management, our goal is to further 

enhance the understanding of managing AI applications. Therefore, we ask: 

What are relevant practices for monitoring ML applications in their production environments? 

(Essay 2) 

In addition to managing the deployed applications, AI managers must ensure that their 

organizations possess the necessary AI capabilities for operational effectiveness and to stay 

abreast of future AI innovations (Fischer & Beimborn, 2022; Weber et al., 2023). The AI 

application management entails a proactive role in governing and enhancing organizational AI 

capabilities, requiring managerial decisions on which AI capabilities to develop internally 

versus those to acquire through external sourcing. The rapid technological evolution and the 

substantial investments needed for in-house development of AI capabilities have led 

organizations to increasingly favor external sourcing (Wei & Pardo, 2022), such as from so-

called AI service platforms. Despite the growing reliance on these platforms, a systematic 

characterization of AI service platforms remains an unaddressed gap in academic research and 

practical application. It is unclear which attributes define AI service platforms and how AI 

managers can utilize them to streamline and inform decisions regarding the organizational 

integration of AI services to acquire relevant AI capabilities. Building upon our investigation 

into the design and management of AI applications, we pose the following question: 

Which essential properties characterize the multitude of AI service platforms in practice? 

(Essay 3) 

3.2 Understanding the interaction design of human-AI collaboration  

When humans and AI agents collaborate on a task, their collective performance can surpass 

their individual performance (Dellermann et al., 2019). To achieve such complementarity, it is 
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vital for humans and AI to effectively exchange information, enabling them to understand each 

other and capitalize on their individual strengths while compensating for their weaknesses. 

Nevertheless, establishing reliable and efficient human-AI collaboration is a non-trivial 

challenge. This is because AI agents’ cognitive processes are opaque and differ fundamentally 

from humans’ cognitive processes (Berente et al., 2021). In this context, various socio-technical 

factors that shape the interaction design between humans and AI agents influence their 

complementarity (Bansal et al., 2021; Hemmer et al., 2021; Q. Zhang et al., 2022). However, if 

these factors are not adequately considered, they can hinder this complementarity, leading to 

biases (Amershi, Inkpen, et al., 2019; Hemmer et al., 2021; Inkpen et al., 2023). These biases, 

in turn, may cause over-reliance or under-reliance on AI advice (Buçinca et al., 2021; Hemmer 

et al., 2021; Schemmer et al., 2023). Consequently, such biases can lead to sub-optimal decision 

outcomes, thereby distorting the effectiveness of human-AI collaboration (Benda et al., 2021; 

Buçinca et al., 2021; Schemmer et al., 2023). 

A prevalent bias in human-AI interactions is the automation bias, which may emerge when an 

AI agent offers advice before a human has made a preliminary decision (Cummings, 2017; 

Schemmer et al., 2022). Considering the provided AI advice before forming an independent 

evaluation may reduce cognitive dissonance by seeking confirmatory evidence that aligns with 

the AI’s suggestion (Cummings, 2017; Schemmer et al., 2022). Consequently, humans might 

not evaluate all available information appropriately. Instead, they give undue weight to 

information that aligns with the AI agent's advice (Parasuraman & Riley, 1997; Sujan et al., 

2019). To mitigate automation bias, the designer of the hybrid system may ensure that AI advice 

is not disclosed until the human has made an evaluation. Instead, AI advice should be presented 

after the human has made the initial decision. However, integrating the AI advice solely as a 

control instance may induce contrary effects, such as biases arising from escalation of 

commitment and algorithmic aversion. Escalation of commitment describes humans’ tendency 

to justify their initial assessment over another conflicting outcome (Staw, 1981). In human-AI 

collaboration, this phenomenon is closely related to algorithmic aversion, which describes a 

human preferring human advice over algorithmic advice, although the algorithm is superior 

(Jussupow et al., 2020). The reason is humans’ biased appraisal of the AI’s capabilities and 

outcome (Inkpen et al., 2023; Jussupow et al., 2020). As a result, people tend to undervalue AI 

advice, ultimately leading to under-reliance on it (Inkpen et al., 2023). 

Besides the timing of AI advice, also the supplementary information content (i.e., degree of 

explanation) of an AI advice can affect the human-AI collaboration (Buçinca et al., 2021). 
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Assuming that the AI advice comprises an explanation, it can be better evaluated and is more 

knowledgeable (Bansal et al., 2021), ultimately increasing human reliance on the AI suggestion 

(Jacobs et al., 2021; Y. Zhang et al., 2020). However, it can also lead to adverse effects. For 

instance, when the AI advice is false yet provides a convincing explanation, it may induce 

overreliance, impeding optimal human-AI complementarity.  

Achieving human’s appropriate reliance on AI advice requires the designer of the human-AI 

system to balance over- and under-reliance (Benda et al., 2021; Schemmer et al., 2023; 

Schoeffer et al., 2022). Therefore, it is essential to deliver AI advice at the right time (J. Yin et 

al., 2020) and include the appropriate explanatory content (Benda et al., 2021; Buçinca et al., 

2021; Schemmer et al., 2023). While several scholars have called for research on the effects of 

specific human-AI interaction designs, there have been only a few quantitative investigations 

on the effects of AI advice timing and explanatory information on human-AI collaboration 

(Amershi, Inkpen, et al., 2019; Gerlach & Kuo, 1991; J. Li et al., 2021). To address the 

uncertainty about the effects of relevant interaction design dimensions, our research goal is to 

understand how the timing and explanatory information of AI advice provisioning affect the 

human-AI collaboration (cf. Essay 4). 

3.3 Understanding the effects of increasing AI autonomy on human-AI 

collaboration  

Recent technological advancements around AI have significantly expanded its performance 

scope, leading to increasingly autonomous AI agents and novel forms of human-AI 

collaboration (Peeters et al., 2021). Autonomous AI agents possess superior intelligence, 

enabling them to perform tasks that are complex, dynamic, and uncertain (Berente et al., 2021; 

Jarrahi, 2018). Existing IS research has recognized AI agents primarily as subordinate IS agents 

that support human agents and act on their behalf (Baird & Maruping, 2021; Orlikowski & 

Iacono, 2001). However, owing to their increasing autonomy, AI agents are no longer limited 

to performing tasks on humans’ behalf (Baird & Maruping, 2021; Dattathrani & De’, 2023). 

Instead, they acquire task ownership and autonomously guide human actions (Baird & 

Maruping, 2021; Harms & Han, 2019; Wesche & Sonderegger, 2019). The autonomy gain 

induces a reversal in the direction of task delegation between humans and AI agents, enabling 

AI agents to delegate tasks to humans. 

This new phenomenon of AI agents autonomously delegating to humans poses significant 

implications for human-AI collaboration. On the one hand, research suggests that human-AI 



 

14 

 

 

 

systems can achieve better results when AI artifacts delegate tasks to a human rather than vice 

versa (Fügener et al., 2022). The reason is that humans tend to be less adept at evaluating their 

own and the AI agent's capabilities in relation to the difficulty of specific tasks and the expected 

outcomes of delegation (Fügener et al., 2022). In contrast, AI artifacts possess a superior ability 

to appraise the capabilities and expected outcomes of delegation (Fügener et al., 2022). On the 

other hand, AI-led collaboration can foster uncertainty, transforming existing human-AI 

collaboration structures. This is particularly relevant in organizational contexts, where 

fundamental shifts in process design and organizational coordination may occur (Benbya et al., 

2020; Wesche & Sonderegger, 2019). The uncertainty manifests, for instance, in unclear 

oversight and accountability, leading to a loss of control over the process outcome for humans 

when transferring the delegation ownership to autonomous AI agents (Fügener et al., 2022; 

Steffel et al., 2016). Moreover, the opacity of AI’s behavior and underlying reasoning can result 

in a lack of trust and human aversion against the autonomous AI agent  (Vössing et al., 2022). 

Similarly, the willingness of users to adopt a technology decreases with their perceived increase 

in autonomy (Chao et al., 2016; Leyer & Schneider, 2019; Złotowski et al., 2017). 

While research has extensively examined the human-AI collaboration with humans in the lead, 

the consequence of AI primacy is vastly unexplored. Existing research lacks comprehensive 

theorizing of the effects of autonomous AI agents that delegate to human agents in collaborative 

environments, nor does it capture the implications for organizations. We argue for dedicated 

research on the emerging phenomena of autonomous AI agents, as recent technological 

advancements are already enabling autonomous AI agents, and future developments will further 

fuel their adoption (cf. Dellermann et al., 2019; Hemmer et al., 2021; Vössing et al., 2022; Xu 

et al., 2023). Aligned with the overarching goal of my dissertation, which is to navigate the 

collaboration between humans and autonomous AI agents, I aim to enhance the understanding 

of the effects of increasing AI autonomy on human-AI collaboration.  I approached the research 

goal with two distinct research endeavors (i.e., Essay 5 and Essay 6). Essay 5 sheds light on 

how human-AI collaboration evolves when autonomous AI agents take over delegation 

ownership, reducing the uncertainties regarding such collaboration faced by companies. 

Therefore, I ask: What are the key tensions that arise from delegating tasks from artificial 

intelligence to humans, and what factors contribute to these tensions?(Essay 5) 

In contrast, Essay 6 focuses on dyadic human-human relationships that are evolving by 

integrating autonomous AI agents. We propose that the dyadic human-human relationship is 
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transforming into a triadic relationship with autonomous AI agents. We ask: How do agentic IS 

artifacts affect the dyadic interaction relationship of humans? (Essay 6) 

4 Dissertation structure and research designs 

This dissertation comprises six essays complemented by the introduction section. Based on a 

cumulative approach, each essay comprises a completed research activity with a dedicated 

research question, empirical data, research method, and outcome that collectively contribute to 

the aforementioned research goals. The research essays have been published or are currently 

under review in renowned journals and conferences in information systems research. All 

publication outlets adhere to the highest standards of good research practices, including a 

rigorous double-blind peer review process that ensures the integrity and quality of scholarly 

work. In Table 1, I provide an overview of the essays, their publication outlet, and their current 

status. Furthermore, I provide the individual rankings of the respective journals and conferences 

based on the latest rating of the German Academic Association for Business Research (VHB). 

Table 1. Overview of the essays in this dissertation 

Essay Title Publication Outlet and Status VHB-2024 

1 

Managing artificial intelligence 

applications in healthcare: Promoting 

information processing among 

stakeholders 

International Journal of 

Information Management (IJIM) 

Status: Published 

B 

2 

What gets measured gets improved: 

Monitoring machine learning 

applications in their production 

environments 

IEEE Access 

Status: Published 
B 

3 

Gateways to artificial intelligence: 

Developing a taxonomy for AI service 

platforms 

Proceedings of the European 

Conference on Information 

Systems (2021) 

Status: Published 

A 

4 

Improving decision accuracy in human-

AI collaboration: The role of timing and 

explanatory information 

Information Systems Journal 

Status: Under review 
A 

5 
Task delegation from AI to humans: A 

principal-agent perspective 

Proceedings of the 

International Conference on 

Information Systems (2023) 

Status: Published 

A 

6 

Toward triadic delegation: How agentic 

IS artifacts affect the patient-doctor 

relationship in healthcare 

Journal of the Association for 

Information Systems 

Status: Conditionally Accepted 

A 

Information systems research is an interdisciplinary science examining social contexts and 

information technology (Grover & Lyytinen, 2015; Thatcher et al., 2018). Understanding how 

information technology shapes social constructs and vice versa is at the core of IS research, 
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delineating it from the relatively naturalistic computer science and social sciences (Lee, 2001; 

Thatcher et al., 2018). The rapid persuasion of information technology within society has 

provided momentum to the information systems discipline over the past decades (Hirschheim 

& Klein, 2012). However, owing to the complexity of socio-technical phenomena, information 

systems research has been struggling with creating grand theories (Lyytinen & King, 2004). As 

a result, IS research has mostly focused on applying existing grand theories from other 

disciplines to emerging IS phenomena, resulting in mid-range theory (Gregor, 2006; Grover & 

Lyytinen, 2015). The application of such a diverse set of theories, along with a wide range of 

qualitative and quantitative methodologies and paradigms, has laid the foundation for 

Information Systems (IS) research as a pluralistic research discipline (Mingers, 2001). 

Throughout my research, I adopt the spirit of pluralistic research and apply different research 

methods and paradigms, allowing for more affluent and more reliable research outcomes. In 

doing so, I combine positivist and interpretivist research approaches to achieve my research 

goals (Goldkuhl, 2012). In the following, I provide an overview of the research designs of the 

essays in this dissertation.  

In Essay 1, we examined the management of AI applications from an organizational 

perspective. We contextualized our research within the healthcare domain due to its operational 

complexity and the critical nature of its services, alongside the diverse priorities of its 

stakeholders. We followed a qualitative two-step research approach consisting of a structured 

literature review and a subsequent interview study through the theoretical lens of the 

organizational information processing theory (OIPT) (Galbraith, 1974; Haußmann et al., 2012). 

Combining structured literature reviews and interview studies is common in qualitative research 

studies (e.g., Baier et al., 2019; Benner et al., 2022; Gimpel et al., 2018). The body of literature 

captures existing theoretical knowledge, which is then extended, validated, and triangulated 

through expert knowledge and experience (i.e., interview study). Considering the OIPT enables 

us to examine the management of AI applications from an information processing perspective. 

We adopt this approach because managing AI applications is a multi-stakeholder process that 

constantly requires interaction among multiple specialized inter- and intra-organizational 

teams. For the literature synthesis, we followed a concept-centric approach based on Webster 

and Watson (2002) and applied rigorous literature coding based on Gioia et al. (2013). We 

aimed to identify, analyze, and structure AI management factors representing abstractions of 

core AI management tasks and managerial interrelations. Moreover, we derived practices 

facilitating information processing among the stakeholders, levering AI application 
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management. Based on our literature-based findings, we then iteratively developed the AI 

application management (AIAMA) model that theorizes the management factors and 

managerial interrelations. The goal of synthesizing the AIAMA model was to develop an 

“underlying structure, the scaffolding or frame” (Merriam & Tisdell, 2016, p. 85) for AI 

management theory. After that, we conducted eleven expert interviews to further refine the 

AIAMA model and enhance underlying management practices with expert knowledge from 

research and practice. We used the criteria proposed by March and Smith (1995, p. 261) to 

validate the model abstraction during the interviews. We asked the experts for feedback on the 

model’s “fidelity with real-world phenomena, completeness, level of detail, robustness, and 

internal consistency”. After completing the interview study and achieving a mature state of the 

AIAMA model, we applied it to gather further insights into AI management practices from an 

organizational perspective. In doing so, we analyzed the information processing across the 

various AI management functions. For this purpose, we utilized the AIAMA model to analyze 

the information processing based on 34 exemplary management tasks related to the respective 

management factors. The modeling of these factors within the AIAMA model was carried out 

during a research workshop within the research team, aiming to ensure scientific objectivity. 

Applying the AIAMA model enabled us to validate its applicability and elaborate on three focal 

patterns concerning information processing during AI management practices. Moreover, 

applying the model enhanced the comprehensibility of the AIAMA model itself, by 

demonstrating how the AIAMA model relates to the AI management problem and how it can 

be used to explain the underlying mechanisms.  

In Essay 2, our goal was to derive ML monitoring practices and offer a comprehensive overview 

of the necessary steps for successful ML application monitoring endeavors. Adopting a rigorous 

qualitative research methodology as outlined by Bhattacherjee (2012) we grounded our work 

in the principles of intelligent agent theory (Rudowsky, 2004; Russell & Norvig, 2022; 

Wooldridge & Jennings, 1995). Given the nascent research stage of ML monitoring, we 

approached our research question exploratively. Therefore, we conducted an interview study 

with ML practitioners to gain insights into monitoring practices for ML applications. Following 

Myers and Newman (2007) and Schultze and Avital (2011), we conducted semi-structured 

interviews. The expertise of the practitioners captured through the interviews allowed us to 

better understand the challenges of monitoring productive ML applications and identify current 

best practices. We analyzed the transcribed interviews using the coding approach proposed by 

Saldaña (2021). Additionally, we conducted a multivocal literature review on ML monitoring, 

including both academic and grey literature, as proposed by Ogawa and Malen (1991) and 
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Garousi et al. (2019). The multivocal literature allowed us to review and expand the identified 

ML monitoring practices through our interview study. Lastly, we collected data on existing ML 

monitoring tools, complementing our findings with further practical insights into real-world 

monitoring practices. Based on our comprehensive data analysis, we derived 17 monitoring 

practices to successfully monitor organizations’ ML applications. We organized the practices 

according to the five steps of a typical quality management cycle to sequentially order the 

practices for improved operationalization. The cycle consists of five steps: define, measure, 

assess, act, and control (Mast & Lokkerbol, 2012; Tonini et al., 2006). The constructed 

monitoring framework fosters the effective operation of ML applications in their production 

environments, hence contributing to the academic discourse on AI application management 

from a technology perspective (Berente et al., 2021; Hummer et al., 2019; Kreuzberger et al., 

2023) 

Essay 3 complements my research on AI management by shedding light on AI platforms’ 

design dimensions and properties. To structure and analyze the concepts of AI service 

platforms, we developed a taxonomy following the guidelines of Nickerson et al. (2013). A 

taxonomy represents a form of classification in which one derives a system of construct 

groupings, either conceptually or empirically (Nickerson et al., 2013). In IS discipline, 

taxonomies are an established and reliable approach to structure emerging research phenomena 

(e.g., Jöhnk et al., 2017; Lösser et al., 2019; Püschel et al., 2016). Accordingly, we found it 

appropriate to develop a taxonomy to better understand the still-elusive phenomenon of AI 

service platforms. The iterative method proposed by Nickerson et al. (2013) recommends 

starting with defining an overarching meta-characteristic that guides the creation of the 

taxonomy’s characteristics and dimensions. For our meta-characteristic, we considered scholars 

and practitioners as our target group, aiming to understand the various concepts of platform-

based AI services to make informed decisions. Therefore, our meta-characteristic was 

“essential properties characterizing of AI service platforms in practice”. Furthermore, we 

determined the ending conditions for taxonomy development, ensuring the formal correctness 

of the taxonomy and its usability. We defined the ending conditions as follows: First, the 

analyzed sample of constructs had to be relevant. Second, objects were neither split nor merged 

during the last iteration, and no new characteristics or dimensions were added, split, or merged. 

Third, every dimension, characteristic, and cell had to be free of redundancies. After that, the 

iterative taxonomy development process commenced. Each iteration followed either a 

conceptual-to-empirical or an empirical-to-conceptual approach. The conceptual-to-empirical 



 

    19 

 

 

approach relies on existing literature and the researcher’s knowledge and experience, whereas 

the empirical-to-conceptual approach involves analyzing a sample of available objects to 

extract shared characteristics. 

For our first iteration, we began with an empirical-to-conceptual approach, conducting an online 

search to sample AI service platforms available on the market. We identified a total set of 31 

AI service platforms offered by start-ups and incumbent organizations. For the initial iteration 

of taxonomy development, we selected a random sample of 15 AI service platforms. To refine 

the initial state of our taxonomy, we adopted a conceptual-to-empirical approach in the 

subsequent iteration. In doing so, we contextualized existing conceptual knowledge by drawing 

from the relevant literature. Consequently, we expanded, modified, and merged various 

dimensions and features within our taxonomy and conducted a second empirical-to-conceptual 

iteration employing an extended sample of AI service platforms.  

After an unsatisfactory evaluation of the ending conditions, we conducted semi-structured 

expert interviews to augment our primary data (Jöhnk et al., 2017; Myers & Newman, 2007). 

These interviews significantly contributed to the development of the taxonomy by highlighting 

certain shortcomings in specific dimensions (e.g., ambiguous wording or missing 

characteristics) and suggesting opportunities for improvement (e.g., enhancing the presentation 

of the taxonomy). Leveraging this new primary data enabled us to address the maturity issues 

within our taxonomy. To ensure our taxonomy aligned with existing AI service platforms, we 

undertook another empirical-to-conceptual iteration, which facilitated the classification of our 

complete sample of AI service platforms. Following minor adjustments in the subsequent 

iteration, we sought and integrated feedback from scholars and taxonomy experts. 

Subsequently, another conceptual-to-empirical iteration allowed us to validate our taxonomy 

considering the revisions made. In the final iteration, no further changes to the taxonomy were 

necessary, as it met all the ending conditions. 

Moving towards the second research goal of my dissertation, Essay 4 enhances the theoretical 

understanding of human-AI interaction and proposes design principles for optimal AI advice 

provisioning promoting human-AI complementarity. This study explores how relevant design 

modes for AI advice provisioning impact the overall decision accuracy in human-AI systems. 

Therefore, we conducted an experiment that allowed us to quantify the causal effects of specific 

design variables of AI advice provisioning. Experiment research design has demonstrated the 

viability of expanding theoretical understanding of human-AI interactions across various 

seminar articles (e.g., Bondi et al., 2022; Fügener et al., 2021; Reverberi et al., 2022). 
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As a starting point, we set out to formulate research hypotheses, which are clearly defined 

problem statements allowing for direct verification through empirical investigation (Lazar et 

al., 2017). Relying on previous scholarly work in human-computer interaction (HCI) research 

(e.g., Buçinca et al., 2021; Gregor & Benbasat, 1999; J. Yin et al., 2020), we hypothesized that 

both the timing of AI advice as well as the explanatory information of AI advice affect the 

decision accuracy of the human-AI system. To empirically test our hypotheses, we conducted 

an online experiment simulating the decision process of a human being supported by an AI-

enabled decision support system (DSS). In choosing an appropriate experimental design to 

measure relevant effects, we proposed three criteria for selecting a suitable decision-making 

case: First, the decision-making process should require expert knowledge. Second, the decision 

tasks should include challenging tasks (i.e., edge cases) to allow the AI-enabled DSS to make 

a meaningful contribution to human decision-making. Third, the simulated decision process 

should replicate a time-sensitive decision task, ensuring that humans apply varying cognitive 

processes (i.e., type 1 and type 2 thinking). Based on the three criteria, we identified football 

referees’ assessment of game situations as a promising decision process for our experiment. 

Football referees are experts at assessing game situations and making time-sensitive decisions 

based on situational information combined with their profound experience (Gottschalk et al., 

2022). Additionally, football referees frequently assess complex situations that are considered 

edge cases. 

The experiment comprised an introduction, a decision-making experiment, and a post-survey. 

In the introduction, we informed the participant about the nature of the experiment and asked 

for the participant’s consent concerning the experiment’s procedures and data processing. After 

that, we sequentially presented football game situations to the participants, asking them to 

review tacklings potentially denying a goal or an obvious goal-scoring opportunity (DOGSO 

situations) in cooperation with an AI-based DSS. Assessing DOGSO situations requires 

referees to weigh more than 40 decision parameters for decision-making (e.g., location of the 

foul, control of the ball, distance between player and goal, etc.), underpinning its potential for 

decision support (Gottschalk et al., 2022; The International Football Association Board, 2023). 

The decision-making experiment consisted of four setups, each comprising five game 

situations. The four setups differed in the timing of the AI advice and the presence of 

explanatory information (i.e., four treatments in a 2x2 design, within-participant design). The 

possible classification of each case was either no foul, foul and no card, foul and yellow card, 

or foul and red card. Finally, to capture control variables, the participants answered a post-
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survey, querying the participants’ attitudes to AI in general (AIG) and to AI in sports refereeing 

(AIR) as well as socio-demographics and experience in the respected medical area. 

We tested our hypotheses using regression analysis with a total of seven different regression 

models. Models 1 to 4 were straightforward tests for hypotheses (i.e., H1 to H4). The regression 

models 5 to 7 further added to this by analyzing the role of cognitive effort and trust as 

mediators. Before conducting our analysis, we performed a confirmatory factor analysis (CFA) 

to validate the robustness of the reflective measurement models for trust, effort, general attitude 

toward AI, and attitude toward AI in sports refereeing 

In Essay 5 and Essay 6, I aimed to expand the understanding of the effects of increasing AI 

autonomy on human-AI collaboration. In Essay 5, I focused on exploring how human-AI 

collaboration evolves when AI takes over the ownership of task delegation. We studied the 

paradigm shift of AI artifacts becoming the delegating agent through principal-agent theory 

(PAT) as our theoretical lens. The PAT was initially developed to describe relationships as 

contracts where “one or more persons (the principal(s)) engage another person (the agent) to 

perform some service on their behalf which involves delegating some decision making authority 

to the agent” (Jensen & Meckling, 1976, p. 5). We argue that the principal-agent theory suits 

our study purpose well because it elucidates the nature of cooperation and conflict between 

humans and AI artifacts as agentic entities, with both collaborating to achieve objectives (Baird 

& Maruping, 2021; Emirbayer & Mische, 1998). In this context, related research has already 

applied PAT within the human-AI realm, albeit with a focus on the relationship between 

humans as principals and algorithms serving as agents (e.g., Borch, 2022; Kim, 2020) 

Our methodological approach was twofold: We combined a structured literature review guided 

by Webster and Watson (2002) with qualitative semi-structured interviews Myers and Newman 

(2007) to integrate insights from theory and practice and to address our research objective. In 

doing so, we first synthesized existing literature to get an overview of the current state of 

research on delegating relationships between humans and AI artifacts. While the research has 

predominantly focused on human-to-AI delegation, considering AI only as the human 

principal’s agent, we were able to capture existing knowledge on delegation structures, 

mechanisms, and factors that affect and determine the delegation design between humans and 

AI artifacts from the relevant papers in the structured literature review. 

We then built upon the identified state of the research by conducting an in-depth interview study 

to enhance our theoretical understanding of the phenomenon of AI artifacts being in the 

principal role and delegating ownership. For the interview study, we considered two types of 
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experts. First, we aimed to interview individuals acquainted with autonomous systems in 

practical settings, preferably those engaged in implementing agent systems with AI artifacts 

possessing high degrees of autonomy and task responsibility. Secondly, as we aim to explore 

the manifestation of the principal-agent relationship between humans and AI when AI assumes 

the principal role, we also sought experts in principal-agent theory, particularly individuals with 

experience dealing with digital, nonhuman agents. In total, we conducted 13 semi-structured 

interviews.  

For data analysis, we adhered to the systematic approach proposed by Gioia et al. (2013), which 

is frequently employed when a more profound comprehension of organizational processes and 

dynamics is necessary. This method is well suited to our research objective. It allows 

unstructured qualitative datasets to be processed, relevant categories and relationships between 

them to be formed, and new concepts, ideas, and theories to emerge (Corbin & Strauss, 2015; 

Gioia et al., 2013). We adopted the iterative three-step coding process (i.e., open, axial, and 

selective coding) to study the phenomenon of interest at different abstraction levels (Gioia et 

al., 2013). For structuring the developed codes, we adhered to the concepts of the principal-

agent theory guiding the development of the aggregate dimensions, as our primary objective 

was to investigate the PAR in AI-to-human delegation. 

Lastly, Essay 6 investigates how agentic IS artifacts affect dyadic human interaction 

relationships by evolving into a delegation triad. We opted for phenomenon-based theorizing, 

which combines deductive and inductive theorizing (Fisher et al., 2021; Gregory & 

Henfridsson, 2021). Phenomenon-based theorizing focuses on studying emerging phenomena 

that are difficult to understand with existing theory or that conflict with such (Fisher et al., 

2021). For instance, phenomena induced by the transformative influence of information 

technology—such as AI—are particularly suitable for phenomenon-based theorizing (Gregory 

& Henfridsson, 2021; Krogh, 2018). In our case, the evolution from dyadic human delegation 

relationships to a triadic relationship through an agentic IS artifact marks a new phenomenon 

that changes agentic relationships and behaviors. 

We study our phenomenon within an exploratory single case of an agentic IS artifact from a 

health technology company that addresses patients with incontinence, specifically those with 

neurogenic bladder dysfunction.  We investigate the interactions between patients, doctors, and 

an agentic IS artifact through the theoretical lens of delegation, which is also the core research 

stream we seek to expand through our phenomenon-based theorizing. We rely on the delegation 

framework of Baird and Maruping (2021), examining how an agentic IS artifact affects the 
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patient-doctor relationship and theorizing novel agentic behaviors, including role behaviors, 

interaction patterns, and social constructs. 

For the data collection, we employed a longitudinal, multi-source approach primarily consisting 

of technical documentation, corporate documentation on stakeholder interaction, and interviews 

with patients, doctors, and AI delegation experts (Dubé & Paré, 2003; Walsham, 1995). We 

gathered 50 recorded and transcribed interviews and notes from more than 100 face-to-face 

meetings, phone calls, emails, and instant message conversations with patients, doctors, and 

delegation experts. We also analyzed over 100 pages of technical documentation and notes from 

two observations of a patient-doctor appointment and 14 site visits to a spinal cord center, a 

healthcare center, and a urology center. 

For our data analysis, we followed the guidelines of Gioia et al. (2013). We analyzed the 

interview data in three successive coding stages (i.e., open coding, axial coding, and selective 

coding). The first coding stage involved extracting codes directly from our informants’ spoken 

words (i.e., patients, doctors, and delegation experts), using minimal interpretation (Gioia et al., 

2013). During stage 2 of our analysis, we examined the preliminary results and began to identify 

emerging themes. We reviewed the codes and interview transcripts iteratively and grouped the 

data into broader themes that connected several concepts. After consolidating the second-order 

themes, we further abstracted them into aggregated dimensions. In coding stage 3, we built and 

refined our aggregated dimensions, relating them to our theoretical lens in multiple discussion 

rounds. 

As the final step, we revisited existing theories, critically appraised them and engaged in a 

dedicated activity to further theory development. This approach ensured that our phenomenon 

under study was effectively captured by theory. 

  



 

24 

 

 

 

5 Summary of results 

I will now summarize the results of the essays, guiding the management and design of human-

AI collaboration in organizational contexts and in light of increasing AI autonomy. 

5.1 Essay 1: Managing artificial intelligence applications in healthcare: 

Promoting information processing among stakeholders 

Our comprehensive literature analysis and in-depth interviews identified 32 relevant factors for 

managing AI applications. The management factors represent theoretical constructs that induce 

management tasks into the management sphere and require effective information processing for 

resolution. Every management factor encompasses multiple management tasks that may emerge 

due to changes in environmental conditions or the AI application. Besides the management 

factors, we further derive valuable information on the design of management roles, 

organizational capabilities, and operational practices in AI application management. We 

structure managerial requirements along three levels, i.e., organization-, role-, and task-level.  

Based on our empirical data, we iteratively developed the AIAMA model. The management 

factors represent what to manage, and management practices depict how to manage for 

improving information processing among stakeholders in AI management. Therefore, we rely 

on the management factors as the foundational building blocks of our model. We consider these 

factors the primary sources of task uncertainty and equivocality, leading to information 

processing challenges among stakeholders. The managerial practices are instantiated through 

five management cycles: technical AI management, contextual management, process 

management, user requirements management, and integration management. In doing so, we 

also integrate the concept of information processing through distinct management cycles, 

enabling coordination and control of the AI management task arising. 

By applying the AIAMA model to the 34 management tasks, we observed three focal patterns 

concerning information processing during AI management practices. Firstly, we recognized 

that the initial identification of management tasks often occurred in different locations from 

where they needed to be addressed. Secondly, we could observe that management tasks 

impacting user requirements, such as transparency issues, often involved two distinct 

management aspects: the predominantly technical factor of AI application and the healthcare-

specific factor of the medical process. Thirdly, we observed a difference between the top-

bottom and left-right management functions. We often found challenges and their solutions 
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along the model's horizontal axis related to AI applications and processes. In contrast, the 

vertical axis, covering user needs and contextual restrictions, tended to define the boundaries 

within which we managed specific issues. 

The essay’s results improve the operation of AI applications by providing a comprehensive 

framework for AI management, illuminating organizational governance structures and 

information flows among stakeholders. Accordingly, the essay acknowledges AI management 

as a system of inter- and intra-organizational interactions characterized by specialized and 

siloed competencies that create information barriers and task uncertainty. 

5.2 Essay 2: What gets measured gets improved: Monitoring machine learning 

applications in their production environments 

Essay 2 proposes a structured approach to monitoring ML applications, combining insights 

from a qualitative interview study comprising a comprehensive literature review of both 

academic and grey literature as well as a interview study and ML tool review. The research’s 

key result is identifying five characteristics of ML production environments and developing 17 

specific monitoring practices. These practices are organized within a quality management cycle 

consisting of define, measure, assess, act, and control phases, each encompassing several 

targeted actions.  This systematic approach aims to provide organizations with a clearer 

understanding of navigating the complexities of monitoring ML applications, ensuring they 

remain effective, reliable, and aligned with business objectives over time. 

Our findings further indicate that monitoring ML applications requires a comprehensive 

approach beyond traditional software monitoring techniques. This need arises due to the unique 

challenges associated with ML applications, such as dealing with data drift, addressing model 

bias, and managing the impacts of environmental changes on ML performance. Moreover, the 

research underscores the importance of integrating a combination of technical, operational, and 

business metrics to comprehensively control the performance and effective operation within 

their production environment. 

The results highlight the dynamic and interconnected nature of ML application monitoring. 

Given the constant evolution, implementing ML monitoring practices is crucial for 

organizations’ ability to manage ML applications proactively, ensuring they remain robust and 

deliver maximum value. 
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5.3 Essay 3: Gateways to artificial intelligence: Developing a taxonomy for AI 

service platforms 

The primary result of Essay 3 is a comprehensive taxonomy to systematize AI service platforms 

based on existing literature, expert interviews, and a sample of 31 AI service platforms. The 

taxonomy is structured into three overarching layers: customer context, AI service platform’s 

offering, and third-party integration, comprising 11 dimensions. The layer of customer context 

captures the contextual fit between the AI service platform and the customer. AI service 

platforms’ offering comprises functional service dimensions that match the customer’s needs 

with the AI service platform’s technological offerings. Third-party integration depicts the 

access and integration of third parties contributing to the platform. Overall, the taxonomy 

highlights the modular design of AI service platforms, accommodating various use cases 

through customizable service configurations. 

By systemizing the AI service platforms’ characteristics into a taxonomy and applying the 

taxonomy to existing AI service platforms, we further identified the prevailing motives of AI 

service platforms. Additionally, we rigorously developed a definition of AI service platforms. 

In doing so, we identified three prevailing motives behind AI service platforms: enabling 

organizations to create their own AI models by providing high degrees of freedom, offering 

ready-to-use AI applications that reduce development effort, and focusing on secondary AI 

services like complementary services or resources. Moreover, applying the taxonomy to our 

sample set shows that most AI service platforms are so diverse that they do not fully comply 

with existing platform definitions. Accordingly, based on the development and application of 

our taxonomy and building upon existing platform definitions (Gawer, 2009), we could 

characterize AI service platforms as follows: AI service platforms provide organizations with 

access to AI technology to support them in creating or using AI applications through federating 

and coordinating constitutive agents, leveraging value by enabling economies of scope, and 

entailing modular technological architecture. 

In conclusion, the paper provides a foundational step toward a common understanding of AI 

service platforms. It offers valuable insights for future research directions, including the 

evolution of these platforms, their integration into organizational contexts, and the development 

of higher-order theories based on the taxonomy. Thus, the developed taxonomy not only aids 

in understanding the diverse offerings and structures of AI service platforms but also serves as 
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a decision-making tool for practitioners, helping them select suitable platforms based on 

specific organizational needs and use cases. 

5.4 Essay 4: Improving decision accuracy in human-AI collaboration: The role of 

timing and explanatory information 

In Essay 4, we explored how the interaction design from AI-based DSS influences the decision 

accuracy of human-AI systems. We hypothesized that the timing of AI advice and providing 

explanatory information alongside AI advice significantly impact decision accuracy. To test the 

hypotheses, we performed an online experiment with football referees assessing a set of game 

situations followed by a complementing survey. Each referee assessed five game situations 

across four interaction modes which differed in the timing of advice (i.e., prior vs. posterior) as 

well as in the provisioning of explanatory information (i.e., presence vs. absence). 

In total, 48 football referees completed our experiment with an average refereeing experience 

of 11.208 years (SD = 7.294 years). Referee’s benchmark decision accuracy was 61.3%, while 

the accuracy of the DSS was 80%. The collaboration between the referees and the AI-based 

DSS led to an increase of decision accuracy across all four modes compared to the benchmark 

decision accuracy. The highest decision accuracy was in mode B2 (i.e., AI advice provided 

after the initial human assessment, with explanatory information), where referees achieved an 

average accuracy of 75.8%. Conversely, lowest accuracy was observed in mode B1 (i.e., AI 

advice after the initial human assessment, without explanatory information), with an average 

decision accuracy of 69.6%. 

Our inferential analysis (i.e., linear regression analysis) revealed a significant positive 

relationship between explanatory information and decision accuracy for the interaction mode 

B2, when AI advice is presented after the initial human assessment with explanatory 

information (.324, p < .05). Moreover, the presence of explanatory information was found to 

significantly increase trust (estimate = .376, p < .01), indicating that when referees receive 

additional explanatory information, their trust in the AI advice increases. When considering 

both trust and explanatory information, our analysis also reveals that only trust significantly 

influences decision accuracy (.237, p < .05). This indicates that the effect of explanatory 

information on decision accuracy is mediated by trust. 

The experiment contributes to a better understanding of interaction designs for human-AI 

collaboration concerning the timing and explanatory information of AI advice provisioning. 
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Second, it increases understanding of the cognitive processes in human decision-making. 

Practically, our findings support the development of more effective AI-based DSS, promoting 

better integration of human and AI capabilities for improved decision-making outcomes. 

5.5 Essay 5: Task Delegation from AI to Humans: A Principal-Agent Perspective 

Essay 5 explores the increasing AI autonomy in human-AI collaboration, focusing on scenarios 

where AI takes the lead in delegating tasks to humans. Based on a structured literature review 

and interview study, we investigated the complexities, tensions, and challenges that emerge in 

this new AI-led delegation through the principal-agent theory as our theoretical lens. 

Our results shed light on how different information asymmetries between AI artifacts and 

humans impact the delegation decision and place specific demands on the delegation 

relationship. We identified four factors that conceptualize the principal-agent relationship in 

AI-to-human delegation. We structured our findings along the three existing causes and 

influences of principal-agent problems, complementing them with a fourth construct specific to 

AI-to-human delegation. Our results indicate that there are various information asymmetries 

between AI artifacts and humans affecting the delegation decision and placing specific demands 

on the delegation relationship. Also, we depict conflicts of interest arising between AI artifacts 

and humans. In the third dimension, we present the influences of the environment and 

exogenous factors on the delegation relationship. Complementing the three existing dimensions 

of principal-agent theory, we introduce a fourth dimension: human attitude towards the AI 

artifact as principal. This construct emerges as a novel factor causing principal-agent problems 

specifically within AI-to-human delegation contexts. Our results have shown that a human’s 

perception of and attitude toward an AI artifact significantly influences whether or not they 

follow its instructions. Lastly, we identify several new phenomena across the different 

dimensions unique to AI-to-human delegation, leading to principal-agent problems in these 

contexts. 

Overall, we propose that the principal-agent problems arising from AI-to-human delegation 

require new mechanisms beyond the existing solutions within the principal-agent theory. 

Successful delegation in AI-to-human contexts requires a nuanced understanding of the 

interplay between human attitudes, AI characteristics, and the broader organizational and 

ethical landscape. Our results provide a first step into mitigating principal-agent problems 

arising from AI-to-human delegation. We contribute to research by reducing the uncertainty 
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regarding the setting of autonomous AI artifacts possessing delegation ownership and giving 

instructions to humans. 

5.6 Essay 6: Toward triadic delegation: How agentic IS artifacts affect the 

patient-doctor relationship in healthcare 

In Essay 6, we explored the impact of agentic IS artifacts on the dyadic relationship between 

patient and doctor by conducting a single-case study on an AI-enabled agentic IS artifact 

designed to mitigate neurogenic bladder dysfunction.  

Our findings reveal significant changes in agent attributes and agentic interactions, highlighting 

the emergence of conflicts within the triadic delegation relationship. While investigating the 

changes in agents’ attributes, we identified novel attributes and interferences between the 

agents. Particularly, the attribute interferences provide agents with novel choices for delegating 

tasks within the triad. Moreover, we present novel interaction patterns facilitated by the agentic 

IS artifact. For instance, we could observe how the agentic IS artifact intervenes in the 

delegation between the two agents without being a proxy or delegator. Furthermore, our study 

points out the emergence of several conflicts arising from the triadic relationship, particularly 

around autonomy, information asymmetry, and role inference.  

Moreover, we recognized that the novel agentic behavior and interaction enhances our 

theoretical understanding of triadic delegation, requiring theoretical embedding. Thus, we have 

captured the prevalent phenomena in our case and channeled them into a theoretical concept 

expanding existing delegation theory. Given the pivotal role of the agentic IS artifact in the 

patient-IS-doctor relationship, we propose that the agent relationship is more likely shaped in a 

sequential pattern instead of forming an equilateral triad. The delegation patterns mediation and 

moderation are particularly relevant in this sequential triadic delegation as it ensures the agentic 

IS artifact’s involvement in human-to-human delegation through delegation-facilitating 

interventions. Beyond these delegation patterns, our results indicate that the agentic IS artifact 

also becomes increasingly involved in delegations. Its increasing capabilities enable it to 

perform tasks requiring high decision-making latitude and, therefore, executive more tasks. 

Overall, our research contributes to theory and practice by offering a nuanced understanding of 

how agentic IS artifacts transform the patient-doctor relationship into a triadic one. We provide 

valuable insights into managing and optimizing the emergence of agentic IS artifacts, 

emphasizing the need to carefully consider the roles, capabilities, and interactions.  
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6 Discussion and conclusion 

In the following, I summarize the results of my dissertation. In doing so, I critically appraise 

the key results of my dissertation and present their theoretical contributions and implications 

for practice. Lastly, I will reflect on my dissertation’s limitations and outline promising avenues 

for future research. 

6.1 Summary  

Given the potential of autonomous AI agents to enhance efficiency and productivity across a 

wide range of activities, this dissertation aims to guide the design and management of effective 

and beneficial collaboration between humans and autonomous AI agents. Therefore, I 

postulated three research goals, allowing for a cumulative investigation of arising phenomena. 

The first research goal of the dissertation focuses on providing an understanding of the design 

and management of AI applications, which I address through the first three essays of my 

dissertation. In Essay 1, I shed light on the relevant factors of managing AI applications and 

derive concrete AI management practices guiding organizations. Essay 2 complements my 

research on AI management by developing practices for monitoring ML applications as the 

prevailing technology concept enabling AI applications. The results of Essay 3 guide AI 

managers concerning the successful integration of AI services to enhance organizational AI 

capabilities. The second research goal was to expand the understanding of how the design 

modalities of AI agents’ advice provisioning affect human-AI collaboration. Therefore, Essay 

4 quantitatively evaluates the effect of timing and explanatory information on the mutual 

decision performance of human-AI teams. The research that I subsume under my third research 

goal, sheds light on the effects of increasing AI autonomy in human-AI collaboration. 

Accordingly, Essay 5 provides an understanding of how human-AI collaboration evolves when 

autonomous AI agents acquire task and delegation ownership in dyadic human-AI teams. Essay 

6 expands the dyadic delegation relationship to a triadic delegation relationship, shedding light 

on how human-human interaction evolves through the integration of autonomous AI agents. 

In summary, my dissertation enhances our understanding of human-AI collaboration through 

exploratory, prescriptive, descriptive, and analytical research, allowing for a comprehensive 

evaluation of the implications of integrating autonomous AI into organizational contexts. 
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6.2 Contributions to theory and implications for practice 

Each essay in my dissertation offers valuable theoretical contributions and practical 

implications for designing and managing human-AI collaboration considering increasingly 

autonomous AI. 

In addressing the first research goal, Essay 1 contributes to theory by proposing a theoretical 

framework for managing AI applications from an organizational perspective. The management 

model captures management factors and practices that promote information processing 

capabilities among AI stakeholders. AI applications’ increasing intelligence and autonomy 

further drive AI’s opacity, which in turn lever AI stakeholders’ task uncertainty and 

equivocality (Berente et al., 2021). Therefore, the AI management model from Essay 1 

enhances the theoretical understanding of AI management and, thus, expands organizational 

information processing theory by representing an instantiation of theoretical OIPT constructs. 

Essay 2 complements the contributions to the organizational perspectives on AI management 

by expanding the theoretical understanding of monitoring ML-based agents in their production 

environment. From a practical perspective, Essays 1 and 2 guide establishing organizational 

management and governance structures for successfully operating AI applications. Essay 3 

further adds to the descriptive knowledge of organizational AI capability development. The 

proposed taxonomy represents a theoretical scaffolding structuring relevant properties of AI 

service offerings. The taxonomy expands the theoretical understanding of AI service platforms 

and advances digital platform theory in the context of AI service offerings. The taxonomy can 

guide organizations in developing sourcing and shoring strategies for AI capabilities. 

Besides contributing to theory and practice on an organizational level, research goal 2 

contributes to the interaction level. Through Essay 4, we increase the theoretical understanding 

of how the design modes of AI advice provisioning affect the decision accuracy of the human-

AI system. Correspondingly, we further enhance the theoretical understanding of cognitive 

processes of human decision-making and the prevalence of human biases. By transferring our 

theoretical advancements into practice, our results help develop design guidelines for efficient 

human-AI interfaces that mitigate human biases and maximize decision accuracy.  

Implementing such design guidelines can enable greater hybrid intelligence and drive the 

persuasion of AI-enabled decision processes in practice. 
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In achieving research goal 3, my dissertation contributes to theory and practice by enhancing 

understanding of the effects of increasing AI autonomy on human-AI collaboration. The results 

of Essays 5 and 6 primarily contribute to the interaction and role levels. Essay 5 enhances 

conceptual understanding of increasing AI autonomy and its effects on the dyadic delegation 

relationship between superior AI agents and subordinate human agents. It has pushed the 

scientific frontier beyond the primarily human-driven task delegation theory by focusing on the 

increasing autonomy of AI agents. Moreover, as Essay 5 draws on the principal-agent theory, 

it also advances the theoretical understanding of the principal-agent relationship in AI-to-

human delegation by examining and extending the concepts of the principal-agent theory. The 

practical insights help AI designers better navigate the complexities of integrating AI with high 

levels of autonomy into their workflows. By identifying key factors and requirements for 

effective AI-led delegation, this work provides actionable guidance for optimizing information 

flows and leveraging the complementary strengths of humans and AI agents. Essay 6 further 

contributes to delegation theory by conceptualizing the triadic delegation relationship between 

two human agents and one autonomous AI agent. Further, Essay 6 enhances delegation theory by 

describing the changing roles, interactions, and emerging conflicts in triadic delegations due to the 

AI agent’s increased agency. Therefore, we theorize a new agency role —the mediator—as a 

dedicated role complementing the established roles of the delegator and the proxy. From a practical 

perspective, Essay 6 offers guidance for implementing autonomous AI in complex workflows, 

ensuring seamless integration, and avoiding conflicts such as agentic interferences. By theorizing 

the role of AI as a mediator, Essay 6 further provides actionable insights for AI designers to mitigate 

role conflicts and enhance collaboration efficiency. Additionally, it highlights the need for 

regulatory frameworks that address the increasing AI agency in human-AI collaboration. 

Overall, the contributions of this dissertation underscore the transformative potential of 

autonomous AI in business and society. By advancing theoretical understanding across 

organizational, interactional, and role levels, the dissertation provides a comprehensive 

understanding of the complexities induced by AI autonomy. The practical insights offered equip 

practitioners with the necessary tools to design and manage AI systems that enhance 

collaboration and decision-making processes. As AI continues to evolve, this dissertation serves 

as a critical resource for researchers and practitioners, guiding the development and robust 

integration of autonomous AI agents. 
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6.3 Limitations 

While this dissertation follows rigorous research standards and offers valuable insights into the 

design and management of human-AI collaboration, it is essential to acknowledge its 

limitations. Each essay in this dissertation presents unique constraints that collectively shape 

the boundaries of my research findings. Acknowledging these constraints offers critical insights 

for interpreting the results and can guide future research directions in human-AI collaboration. 

A comprehensive discussion of each essay’s limitations is provided in their respective 

limitations sections. Consequently, I will now briefly outline the dissertation’s primary 

overarching limitations, which refer to methodological and contextual constraints and 

conceptual limitations arising from AI’s constantly evolving nature. 

The methodological approaches in the essays of my dissertation mainly follow a qualitative 

research design focusing on a specific research case or context. While the single-case approach 

offers rich, contextual insights (Eisenhardt, 1989; Eisenhardt & Graebner, 2007), it also limits 

the robustness and generalizability of the derived theories. In Essays 1, 4, and 6, I contextualize 

my research within the healthcare domain, which is a rather complex and highly specialized 

environment, potentially restricting generalization to other contexts. Nonetheless, I recognize 

the healthcare sector’s complexity and stringent regulatory requirements as a suitable field for 

studying human-AI collaboration. The critical challenges and rigorous standards in healthcare 

can mirror those in other high-stakes industries, such as finance, aviation, and cybersecurity. 

While rooted in healthcare, these similarities suggest that the essays’ findings could also offer 

valuable insights into the dynamics in other domains where precision, reliability, and ethical 

considerations are equally paramount. Accordingly, I recommend multi-case studies or 

validation studies in the respective domains beyond healthcare to further mitigate the remaining 

constraints. 

The second major limitation in my dissertation refers to a conceptual limitation arising from 

the rapidly evolving nature of AI technology and its autonomy. The theories and practical 

insights offered in this dissertation are based on the current state of AI technology. Particularly, 

Essays 5 and 6 approach phenomena associated with AI’s increasing autonomy. In that regard, 

the rapid development of AI impedes capturing the full range of autonomy-induced effects on 

human-AI collaboration. As AI technology evolves, new phenomena may emerge requiring 

further exploration. The analysis of AI agents ascending to an equal footing with human agents 

and delegating tasks to humans marks a valuable first step in understanding the phenomena 

associated with AI’s increasing autonomy. 
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6.4 Future research and outlook 

This dissertation offers valuable insights into the collaboration between humans and 

autonomous AI agents. Alongside the limitations discussed, there are promising opportunities 

for future research in this emerging field. 

Considering the methodological limitations of the dissertation’s essays, I recommend future 

research to expand the contextual focus of my research by conducting multi-case studies or 

validation studies in domains beyond healthcare. Expanding research to various sectors will 

help validate the findings and improve the generalizability of the derived theories (Dubé & 

Paré, 2003; R. K. Yin, 2018). Particularly, sectors with similar advanced complexity and 

regulatory constraints can provide additional context for understanding the dynamics of human-

AI collaboration in organizations. To address the limitations associated with AI’s dynamic 

nature (Berente et al., 2021), I call for further research with organizations being at the forefront 

of integrating autonomous AI systems into their business processes. These organizations can 

offer rich insights into the practical challenges and successes of AI integration, aiding the 

refinement of theoretical models and frameworks. Moreover, engaging with industry 

practitioners through workshops, pilot projects, and collaborative platforms ensures that the 

research remains grounded in practical realities and adapts to technological advancements. 

Furthermore, given that the implications associated with AI’s autonomy affect not only the 

information systems realm, I call for more interdisciplinary research. Although information 

systems research already unifies social and technical sciences, expanding this collaboration to 

include fields such as ethics, law, psychology, and economics is crucial. This approach will 

enable more diverse perspectives, enhancing the robustness and relevance of future human-AI 

systems. 

Beyond the scope of my dissertation, the evolving nature of AI presents numerous opportunities 

for future research that can build upon my findings. Considering the current state of AI and the 

latest research trends in the computer science domain (e.g., Händler, 2023; Weng, 2023; Wu et 

al., 2023), I anticipate increasing experimentation with the autonomous AI agent concept. In 

that regard, I call for dedicated information systems research, exploring the dynamics and 

efficiency of human-IS systems involving autonomous AI agents. Future research should focus 

on understanding how autonomous AI agents enable novel forms of business process 

automation and task augmentation while also addressing critical questions of responsibility and 

accountability. Additionally, research should focus on the changing nature of human tasks and 
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required competencies, identifying how autonomous AI will alter these aspects and developing 

strategies to help the workforce adapt to new roles and skill requirements. Addressing these 

areas will provide a deeper understanding of the transformative impact of autonomous AI 

agents on business processes and human roles, guiding organizations in effectively integrating 

AI technologies to achieve productivity gains while ensuring ethical and responsible AI use. 

In conclusion, this dissertation advances the understanding of human-AI collaboration in the 

context of increasing AI autonomy through exploratory, prescriptive, descriptive, and analytical 

research. The findings highlight the transformative potential of autonomous AI in business and 

society, offering practical insights for designing and managing AI systems that enhance 

collaboration and decision-making processes. As AI technology continues to evolve, this work 

serves as a critical resource for researchers and practitioners, guiding the development and 

robust integration of autonomous AI agents in organizations. 
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8 Appendix 

8.1 Declarations of Co-Authorship and Individual Contributions 

Essay 1: Managing artificial intelligence applications in healthcare: Promoting 

information processing among stakeholders 

This essay is co-authored by three authors. I developed the research project. I was responsible 

for the conceptualization, theoretical grounding, data collection, formal analysis, and 

methodology of the research project. I also took the lead in writing the original draft and was 

responsible for the review and editing process. Thus, my co-authorship is reflected in the entire 

research project. 

Essay 2: What gets measured gets improved: Monitoring machine learning applications 

in their production environments 

This essay is co-authored by four authors. I contributed to methodological conceptualization 

and provided supervision throughout investigation and validation. I further participated in 

writing, reviewing and editing of the manuscript. Thus, my co-authorship is reflected in the 

entire research project. 

Essay 3: Gateways to artificial intelligence: Developing a taxonomy for AI service 

platforms 

This essay is co-authored by five authors. I contributed to data analysis and data validation of 

the research project. Moreover, I contributed to writing, reviewing and editing of the 

manuscript. Thus, my co-authorship is reflected in the entire research project. 

Essay 4: Improving decision accuracy in human-AI collaboration: The role of timing and 

explanatory information 

This essay is co-authored by five authors. I managed the project. I contributed to the 

conceptualization, investigation, data collection, formal analysis, and validation of the research. 

I wrote the original draft and participated in the review and editing of the manuscript. Thus, my 

co-authorship is reflected in the entire research project. 

Essay 5: Task delegation from AI to humans: A principal-agent perspective 

This essay is co-authored by five authors. I co-developed the research project contributed to the 

research design, investigation, and validation. I managed the project, provided supervision, and 

participated in the review and editing of the manuscript. Further, I participated in the research 

discussions. Thus, my co-authorship is reflected in the entire research project. 

Essay 6: Toward triadic delegation: How agentic IS artifacts affect the patient-doctor 

relationship in healthcare 

This essay is co-authored by five authors. I co-initiated and co-managed the project. I 

contributed to the conceptualization, investigation, data collection, data curation, formal 

analysis and validation of the research. I co-developed the original draft and participated in the 

review and editing of the manuscript. Further, I participated in the research discussions. Thus, 

my co-authorship is reflected in the entire research project.  
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Essay 1: Managing artificial intelligence applications in healthcare: 

Promoting information processing among stakeholders2 

Authors 

Lämmermann, Luis; Hofmann, Peter; Urbach, Nils 

Abstract 

AI applications hold great potential for improving healthcare. However, successfully operating 

AI is a complex endeavor requiring organizations to establish adequate management 

approaches. Managing AI applications requires functioning information exchange between a 

diverse set of stakeholders. Lacking information processing among stakeholders increases task 

uncertainty, hampering the operation of AI applications. Existing research lacks an 

understanding of holistic AI management approaches. To shed light on AI management in 

healthcare, we conducted a multi-perspective literature analysis followed by an interview study. 

Based on the organizational information processing theory, this paper investigates AI 

management in healthcare from an organizational perspective. As a result, we develop the AI 

application management model (AIAMA) that illustrates the managerial factors of AI 

management in healthcare and its interrelations. Furthermore, we provide managerial practices 

that improve information processing among stakeholders. We contribute to the academic 

discourse by providing a conceptual framework that increases the theoretical understanding of 

AI's management factors and understanding of management interrelations. Moreover, we 

contribute to practice by providing management practices that promote information processing 

and decrease task uncertainty when managing AI applications in healthcare. 

Keywords: Artificial intelligence, Healthcare, Managing AI, Management model, Information 

processing 

 

  

 
2 This essay has been published in: Lämmermann, L., Hofmann, P., & Urbach, N. (2024). Managing artificial 

intelligence applications in healthcare: Promoting information processing among stakeholders. In International 

Journal of Information Management, 75, 102728 
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Essay 2: What gets measured gets improved: Monitoring machine learning 

applications in their production environments3 

Authors 

Protschky, Dominik; Lämmermann, Luis; Hofmann, Peter; Urbach, Nils 

Abstract 

Machine learning (ML) applications face many new, hardly predictable aspects in their 

production environments. Detecting new aspects in an ML production environment and 

understanding their impacts on the ML application is crucial if organizations are to ensure ML 

applications functionality. A monitoring entity is essential if one is to monitor ML applications 

in their production environments, to both continually minimize risks and improve ML 

application’s performance. But existing monitoring approaches are struggling to deal with 

specifics that arise from ML applications. We aim at deriving monitoring practices and 

providing a holistic view over required steps in successful ML applications monitoring. Since 

there has been little research on this topic, we followed a qualitative research approach, i.e., we 

conducted an interview study combined with a multivocal literature review. Thus, we provide 

a theoretical framework of an ML-enabled agent in its production environment, five 

characteristics of ML applications’ production environments and 17 monitoring practices – 14 

practices arranged sequentially on a typical quality management cycle and three cross-sectional 

practices. To outline the ML specifics that arise in monitoring ML applications, we investigate 

the five ML production environment characteristics’ influences on the ML monitoring 

practices. 

Keywords: Monitoring, Production, Organizations, Measurement, Intelligent agents, 

Systematic literature review, Predictive models, Interviews, Data visualization, Training data 

  

 
3 This essay has been published in: Protschky, D., Lämmermann, L., Hofmann, P., & Urbach, N. (2025). What 

Gets Measured Gets Improved: Monitoring Machine Learning Applications in their Production Environments. In 

IEEE Access, 13, 34518-34538 
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Essay 3: Gateways to artificial intelligence: Developing a taxonomy for AI 

service platforms4 

Authors 

Geske, Flora; Hofmann, Peter; Lämmermann, Luis; Schlatt, Vincent; Urbach, Nils 

Abstract 

Artificial Intelligence (AI) carries the potential to drive innovation in many parts of today’s 

business environment. Instead of building AI capabilities in-house, some organizations turn 

towards an emergent phenomenon: AI service platforms. However, as a novel concept in both 

research and practice, a systematic characterization of AI service platforms is missing. To 

address this gap, we define the concept of AI service platforms and develop a comprehensive 

taxonomy. Therefore, we rely on existing literature, 14 expert interviews, and a sample of 31 

AI service platforms. Our contribution is threefold: First, our taxonomy systematically 

structures essential properties of AI service platforms, guiding future research and management 

practice. Second, we derive three generic motives of AI service platforms. Third, we contribute 

to the literature by critically discussing to what extent AI service platforms fit into the existing 

academic discourse on digital platforms and elaborate on future research directions. 

Keywords: AI service platform, Digital platform, Artificial intelligence, Taxonomy 

 

  

 
4 This essay has been published in: Geske, F., Hofmann, P., Lämmermann, L., Schlatt, V., & Urbach, N. (2021). 

Gateways to Artificial Intelligence: Developing a Taxonomy for AI Service Platforms. In ECIS 2021 Research 

Papers, 150 
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Essay 4: Improving decision accuracy in human-AI collaboration: The role 

of timing and explanatory information 

Authors 

Gimpel, Henner; Lämmermann, Luis; Markgraf, Moritz; Urbach, Nils 

Extented Abstract 

Decision accuracy is vital in critical professional domains, such as healthcare, finance, 

refereeing, and legal adjudication, where flawed decisions can have significant consequences 

(Christensen & Knudsen, 2010; March, 1991; Simon, 1979). Organizations face increasing 

challenges due to the complexity and uncertainty inherent in modern decision-making 

environments, further exacerbated by human cognitive limitations, stress, and information 

overload (Adya & Phillips-Wren, 2020; Goddard et al., 2012). To mitigate these issues, 

Artificial Intelligence (AI) systems are emerging as powerful tools to support humans with 

decision-making in complex, uncertain, and ambiguous situations, owing to their analytical 

capabilities, speed and lack of cognitive biases (Benbya et al., 2020; Davenport & Kalakota, 

2019; Huang & Rust, 2018; Jarrahi, 2018; Rastogi, 2023). 

However, despite the analytical advantages of AI, the risks associated with AI making mistakes 

and the lack of human qualities such as intuition and contextual understanding prevent AI from 

fully automating decision making, especially in high-stakes situations. (Förster et al., 2020; 

Hemmer et al., 2021; V. Lai et al., 2021; Reis et al., 2020). As a result, many organizations 

adopt hybrid intelligence systems, combining human expertise and AI support within Decision 

Support Systems (DSS), where humans retain final decision authority (Dellermann, Ebel, et al., 

2019; Hemmer et al., 2021). Effective human-AI collaboration requires careful consideration 

of socio-technical factors in interaction design to avoid biases such as automation bias and 

escalation of commitment, which can lead to inappropriate reliance on AI recommendations 

(Buçinca et al., 2021; Cummings, 2017; Schemmer et al., 2023). 

Existing research indicates that timing and explanatory information significantly influence the 

effectiveness of interaction between AI-based DSS and humans. Providing AI advice prior to 

human’s initial assessment may foster automation bias, leading humans to overly rely on AI 

recommendations without thorough evaluation (Cummings, 2017; Parasuraman & Riley, 

1997). Conversely, providing AI advice to after initial human judgment might cause escalation 

of commitment, where humans disregard AI input by justifing their previous decisions rather 

than critically evaluating the situation (Staw, 1981). Additionally, explanatory information 
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provided with the AI advice can impact human reliance on AI advice (Bansal et al., 2021; 

Buçinca et al., 2021; Jacobs et al., 2021; Zhang et al., 2020). So far, there have been only a few 

quantitative investigations of the effect of timing and explanatory information on decision-

accuracy. To address the uncertainty concerning their effects on AI advice provisioning in 

human-AI collaboration, we ask:  

How do the timing and the explanatory information of an AI-based DSS advice affect decision 

accuracy? 

To answer our research question, we conducted an experiment in which experienced football 

referees assessed real-world game situation. We examined decision accuracy under different 

conditions with respect to the timing of AI advice (before versus after human initial assessment) 

and their complementation with additional explanatory information. Our results show that AI-

based DSS providing decision support after human assessment combined with explanatory 

information can significantly improve decision accuracy of the human-AI team.  

Our findings advance the theoretical understanding of human-AI interaction design and provide 

practical insights for improving the decision accuracy of human-AI collaboration, highlighting 

the relevance of considering timing and explanatory information of advice from AI-based DSS. 
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Essay 5: Task delegation from AI to humans: A principal-agent 

perspective5 

Authors 

Guggenberger, Tobias; Lämmermann, Luis; Urbach, Nils; Walter, Anna; Hofmann, Peter 

Abstract 

Increasingly intelligent AI artifacts in human-AI systems perform tasks more autonomously as 

entities that guide human actions, even changing the direction of task delegation between 

humans and AI. It has been shown that human-AI systems achieve better results when the AI 

artifact takes the leading role and delegates tasks to a human rather than the other way around. 

This study presents phenomena, conflicts, and challenges that arise in this process, explored 

through the theoretical lens of principal-agent theory (PAT). The findings are derived from a 

systematic literature review and an exploratory interview study and are placed in the context of 

existing constructs of PAT. Furthermore, this article paper identifies new causes of tensions 

that arise specifically in AI-to-human delegation and calls for special mechanisms beyond the 

classical solutions of PAT. The paper thus contributes to the understanding of autonomous AI 

and its implications for human-AI delegation. 

Keywords: Delegation, artificial intelligence, human-AI collaboration, principal-agent theory 

  

 
5 This essay has been published in: Guggenberger, T., Lämmermann, L., Urbach, N., Walter, A. M., & Hofmann, 

P. (2023). Task delegation from AI to humans: a principal-agent perspective. In ICIS 2023 Proceedings, 13 
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Essay 6: Toward triadic delegation: How agentic IS artifacts affect the 

patient-doctor relationship in healthcare 

Authors 

Fechner, Pascal; Lämmermann, Luis; Lockl, Jannik; Röglinger, Maximilian; Urbach, Nils 

Extented Abstract 

The rise of agentic information systems (IS) in healthcare marks a significant shift in the 

patient-doctor relationship, as these systems increasingly exhibit autonomous behavior and 

decision-making latitude. Traditionally, IS artifacts were seen as passive tools assisting human 

agents (Baird & Maruping, 2021; Orlikowski & Iacono, 2001). However, with advances in 

artificial intelligence (AI), they are now capable of delegating tasks, transferring both rights 

and responsibilities, and actively shaping decision-making processes (Baird & Maruping, 2021; 

Berente et al., 2021). This shift leads to a transformation of the previously dyadic relationship 

between patient and doctor, introducing a triadic relationship with the patient, the doctor and 

an agentic IS artifact on equal footing. 

Despite the growing persuasion of agentic IS artifacts in healthcare, existing research does not 

fully account for the transition from a dyadic patient-doctor relationship to a triadic relationship 

that includes an agentic IS artifact. Understanding this transition is critical to ensuring that 

agentic IS artifacts enhance, rather than disrupt, healthcare delivery. Therefore, we ask:  

How do agentic IS artifacts affect the dyadic patient-doctor relationship in patient-centric 

healthcare delivery? 

Drawing on phenomenon-based theorizing (Fisher et al., 2021; Gregory & Henfridsson, 2021), 

we conducted an exploratory single-case study (Eisenhardt & Graebner, 2007; Lee, 1989) 

focused on an agentic health companion supporting patients with neurogenic lower urinary tract 

dysfunction. We examine this transformation through the theoretical lens of delegation theory 

(Baird & Maruping, 2021), highlighting how the emergence of agentic IS artifacts alters 

delegation structures, agentic roles, and decision-making authority in the agentic triad. 

Our findings reveal significant changes in agent attributes and interactions, also highlighting 

emerging conflicts in triadic delegation. We identify novel attributes and attributes interferences 

that provide agents with novel delegation choices. Additionally, we uncover novel interaction 

patterns, including the agentic IS artifact’s role in intervening in patient-doctors interactions 

without being a direct proxy or delegator. Key conflicts arise around autonomy, information 
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asymmetry, and role interference, underscoring the complexity of integrating agentic IS 

artifacts into healthcare. Our study further suggests that rather than forming an equilateral triad, 

the patient-IS-doctor relationship follows a sequential pattern, as the artifact increasingly 

engages in delegation, executing tasks with greater decision-making latitude. Moreover, the 

agentic IS facilitates human-to-human delegation through mediation and moderation patterns.  

Our study makes two main contributions: Theoretically, it expands our understanding of how 

agentic IS artifacts transform the traditionally dyadic patient-doctor relationship into a triadic 

delegation structure. By examining how agentic IS artifacts acquire rights and responsibilities, 

we illustrate that their increased decision-making latitude can place them on equal footing with 

human agents, necessitating a new theoretical framework of triadic delegation. Practically, our 

findings emphasize the need to design and regulate agentic IS artifacts with careful 

consideration of their roles, boundaries, and interactions. Designers must anticipate potential 

conflicts, such as role interference and autonomy loss, and implement mechanisms that preserve 

shared decision-making. 
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