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Abstract
Atomic force microscopy (AFM) is an analytical technique that is increasingly
utilized to determine interaction forces on the colloidal and cellular level. Fluidic
forcemicroscopy, also called FluidFM, became a vital tool for biomedical applica-
tions. FluidFM combines AFM and nanofluidics by means of a microchanneled
cantilever that bears an aperture instead of a tip at its end. Thereby, single col-
loids or cells can be aspirated and immobilized to the cantilever, for example,
to determine adhesion forces. To allow for quantitative measurements, the so-
called (inverse) optical lever sensitivity (OLS and InvOLS, respectively) must
be determined, which is typically done in a separate set of measurements on a
hard, non-deformable substrate. Here, we present a different approach that is
entirely based on hydrodynamic principles and does make use of the internal
microfluidic channel of a FluidFM-cantilever and an external pressure con-
trol. Thereby, a contact-free calibration of the (inverse) optical lever sensitivity
(InvOLS) becomes possible in under a minute. A quantitative model based on
the thrust equation, which is well-known in avionics, and finite element sim-
ulations, is provided to describe the deflection of the cantilever as a function
of the externally applied pressure. A comparison between the classical and the
here-presented hydrodynamic method demonstrates equal accuracy.

KEYWORDS
atomic force microscopy, bio(adhesion), fluidic force microscopy, instrumentation, method
development, nanomanipulation

1 INTRODUCTION

Atomic force microscopy (AFM) established itself as a
powerful analytical technique with applications in bioma-
terials, cell biology, surface coatings, and colloid science.1–7
Originally, AFM has been developed to image the topog-
raphy of a sample, also in liquid environment.1 However,
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AFMplays an increasingly important role in quantitatively
determining interaction and adhesion forces.2,8 AFM is
sensitive enough to detect forces on the single colloid9–11
or single cell level.12,13 For such direct force measure-
ments, an AFM-cantilever can be modified by replacing
the sharp tip, which is commonly used for imaging, with
a colloidal particle,9,10 a hydrogel bead,14 or a cell.12,13 The
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development of fluidic force microscopy originated less
than 15 years ago.15 This technique proved to be very versa-
tile and allowed for reversibly formed colloidal probes16–18
and the aspiration of sessile cells on a substrate, which
allows for quantitative characterization of their detach-
ment forces.19–23 For biological applications, fluidic force
microscopy is not limited to the determination of adhesion
forces of cells on various substrates. Currently, intracel-
lular injection or sampling of organelles under precise
force control are actively pursued by this technique.20,24
However, these applications require an even more precise
control of the acting forces.25
To determine quantitative interaction forces by AFM,

various elements of the experimental setup must be cal-
ibrated, including the spring constant of the AFM can-
tilever utilized and the sensitivity of the optical lever
detection arrangement. Various calibration methods for
the cantilever’s spring constant have been established in
the last 30 years.26–29 It is generally accepted that an accu-
racy of 5%–10% for the spring constant can be routinely
achieved.30,31 Interestingly, the calibration of the optical
lever detection system received considerably less attention
in the literature, albeit equally important for the accuracy
of the experimentally determined interaction forces.32,33
The so-called “optical lever technique” traces the deflec-
tion of the cantilever by following the position change of
a laser beam that is reflected at the end of the cantilever
onto a quadrant photodiode or position-sensitive device.34
This detection technique is very simple to implement and
is currently representing the quasi-standard in commer-
cial instruments, as it is capable of detecting forces in the
low pico-Newton regime in combination with sufficiently
soft cantilevers.35 The standard procedure for determining
the inverse optical lever sensitivity, that is the propor-
tionality factor between cantilever deflection (typically in
nanometer) and resulting voltage change as recorded by
the position-sensitive device, in the following abbreviated
as InvOLS, is straightforward. It is based on acquiring the
sensor voltage as a function of the z-piezo displacement,
while the cantilever is pressed onto a non-deformable
substrate. Interestingly, the original procedure2,36 has not
changed significantly since the first presentation of the
optical lever technique in the late 1980s.34 Calibrating the
optical lever sensitivity must be performed at precisely the
same conditions (refractive index of solvent, position of the
laser spot, etc.) under which the force profiles will be or
have been measured. The nearly ubiquitous presence of
thermal shifts in the experimental setup, partly due to the
illumination with the laser, requires frequent repetitions
and validation of the InvOLS-calibration.37
Most biological samples are soft and thus are not suit-

able as substrates for the “classical” calibration of InvOLS.
Thus, calibration must be directly carried out on the sub-

strate, such as petri dishes,32 or additional surfaces, such
as glass slides, must be added to the fluid cell. Refined
protocols require time and contact with a solid surface.38
In the past, some contact-free approaches for the cali-

bration of the (inverse) optical lever sensitivity have been
reported. Unfortunately, these require additional, sophis-
ticated equipment, such as optical tweezers, which are not
easy to implement as the cantilever must be positioned on
a special structure with high accuracy.39,40 Another, exam-
ple would be the acquisition of the thermal noise spectrum
of a cantilever whose spring constant is known from inde-
pendentmeasurements.33 However, in liquid, the accuracy
of this approach is limited due to the substantial hydrody-
namic damping, and thus low Q-factor for soft cantilevers.
Other approaches rely on fast vertical movements of the
cantilever in a viscous liquid to extract from the hydro-
dynamic drag and the top-view dimensions of the optical
lever sensitivity.41
Here, we present a new approach to calibrate the

(inverse) optical lever sensitivity for cantilevers used in
fluidic force microscopy. These FluidFM-cantilevers have
an internal microchannel and are mostly used for the
study of biological samples. Hence, the before-mentioned
limitations with respect to the calibration of the optical
lever sensitivity by the classical method are most valid.
The here-developed technique is based on the recoil expe-
rienced by the lever when a liquid jet is ejected from
the cantilever’s aperture by applying a defined external
pressure to the microchannel. The here-presented novel
method has several advantages: First, it is very fast to
perform and can be easily integrated into automated work-
flows for high-throughput measurements. Secondly, no
additional substrate is required as the method is entirely
contact-free. Hence, it will be of great practical relevance
for this increasingly utilized class of AFM cantilevers,
especially in biological applications. It has been reported
that an insufficiently calibrated optical lever sensitivity
can introduce errors of 30% to determined forces.32 More-
over, high-throughput approaches based on the FluidFM
technique based on robotic setups would greatly profit
from a fast and contact-free calibration of the optical lever
technique.21,42,43
Comprehensive introductions to the optical lever

method and fluidic force microscopy are given below, as
both are relevant for the here-presentedmethod of InvOLS
calibration.

1.1 Optical lever sensitivity

The schematic inset in Figure 1A illustrates the optical
lever method as utilized in most AFMs.34 The beam of a
non-coherent laser diode is reflected at the backside of the
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F IGURE 1 (A) Schematic representation of the optical lever detection for the deflection δd of a cantilever in an AFM. Approaching the
cantilever towards the surface by moving the piezo stage for ∆z, the resulting deflection δd is acquired by the shift of the reflected laser spot
on a position-sensitive detector. This shift leads to a difference in the output potential ΔU of the detector. (A) The interaction for a hard
substrate: Upon contact, the piezo-travel ∆z corresponds to an equal deflection δd (constant compliance regime). (B) By contrast, the
interaction with a soft substrate includes viscoelastic deformation of the sample. The applied force during piezo displacement leads to a
deformation of the sample besides the deflection of the cantilever.

cantilever to a position-sensitive photodetector. Deflection
of the lever δd leads to a change of∆U in the readout of the
photodiode as the position of the laser spot on the detec-
tor changes (cf. the inset in the middle of Figure 1A). For
sufficiently small deflections, the proportionality δd ∝ ∆U
can be postulated, and the following Equation (1) can be
written:

InvOLS = 𝛿d∕ΔU (1)

where InvOLS is the inverse optical lever sensitivity. By
Hooke’s law, the deflection δd corresponds to the force F
acting on the cantilever by

𝐹 = 𝑘c ⋅ 𝛿𝑑 (2)

where kc is the spring constant of the cantilever.
The sensitivity of the optical lever detection, expressed

by the quantity InvOLS, is directly traceable from the
cantilever response in the so-called constant compliance
region. In contact, anymovement of the z-piezo by∆z leads
directly to a resulting deflection δd of the cantilever (cf.
Figure 1A). A linear fit of the constant compliant regime
gives the InvOLS according to Equation (1). InvOLS is of
central importance for the optical lever technique.34,44,45
It is required for converting the raw data from direct force
measurements (i.e., photodetector voltage vs. z-piezo dis-
placement) to force profiles (i.e., force vs. distance).2,36
Moreover, the deflection of the cantilever has to be taken

into account to calculate the true separation distance from
the raw piezo-displacement (cf. Figure 1).2,36 Hence, any
measurement errors in determining the InvOLS do not
only influence the forces reported, but also the distances
of the resulting force profiles.
However, a prerequisite for the presented ‘classical’ cal-

ibration method is that the sample is non-deformable,
which is strictly valid only for surfaces, such as sap-
phire, silicon wafers, or glass.34,36 In the case of soft
surfaces or films that show viscoelastic behavior, the
response upon contact and exertion of a force is non-
linear. A schematic example of the photodetector signal
versus piezo-displacement encountered on such a surface
is shown in Figure 1B. Typical examples for such surfaces
are biological tissues and cells46,47 or polymer coatings
on solid substrates.48 Practically, almost all surfaces rele-
vant to biomedical studies must be considered soft. Hence,
the calibration of InvOLS has to take place in separate
measurements or by placing additional non-deformable
substrates in the measurement cell of the AFM.49 It is also
important to stress that the path of the light beam and
the position of the laser spot must be exactly the same
for the calibration as for actual measurements.49,50 Hence,
it is impossible to determine the optical lever sensitivity
a posteriori under ambient conditions if the actual mea-
surements have been carried out, for example, in a buffer
solution.51 Moreover, in the case of colloidal probes, the
mechanical law of leverage must be considered for quan-
titative measurements. Hence, InvOLS-calibration for a
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F IGURE 2 Schematic representation of a typical fluidic force microscopy setup, which includes a microchanneled cantilever and its
support structure (reservoir, connector, and tubing) as well as a pressure controller (not shown). The cantilever is filled with electrolyte
solution and immersed in a liquid cell. The internal channel extends into the supporting chip and is longer than the lever arm. The total
length lch of the internal channel is 1.4 mm. (B) SEM image of a microchanneled AFM cantilever bearing a 2-µm aperture (in diameter) at its
free end. The round structures within the channel structure are pillars supporting the sandwiched structure. (C and D) SEM images of
apertures with nominal diameters dap of 4 and 8 µm, respectively. (F) Schematic representations of cross-sections through a microchanneled
cantilever illustrating the channel height hch and the pillars within the channel (α: cross-section through a pillar structure, β: cross-section
through the free path of the channel), respectively.

tipless cantilever is different compared to a cantilever with
an attached colloid.52

1.2 Fluidic force microscopy

Fluidic force microscopy, also referred to as FluidFM, is
based on a standard AFM setup,15 including the use of
the optical lever technique to determine the deflection
of the cantilever.34 The significant difference to standard
AFM is that the cantilevers for FluidFM have an internal
microchannel that ends in an aperture at the end of the
cantilever. These cantilevers are connected via a reservoir
and tubing to a pressure controller comparable to those
used for microfluidics. Figure 2A shows a schematic rep-
resentation of the essential components as required for
fluidic force microscopy. By varying the externally applied
pressure, fluid can be aspirated and ejected via the aperture
of the cantilever.15 Thereby, various types of experimen-
tal procedures can be implemented for applications in
cell biology,25,53–57 colloidal science,16–18 the structuring of

hydrogels and interfaces,58,59 scanning ion conductance
microscopy (SICM),60,61 and the deposition of metals and
colloidal particles.62,63 The internal flow of liquid in the
cantilever can be followed by particle image tracking64 or
by streaming potential measurements.65
Cantilevers with an internal microchannel for fluidic

force microscopy are commercially available and have also
been purposely constructed.66–69 To allow for an inter-
nal channel, commonly, a sandwich type of structure
is chosen.70–72 Most studies rely on commercially avail-
able cantilevers from one company (Cytosurge) that differ
only in the two parameters: aperture diameter and chan-
nel height. Scanning electron microscopy (SEM) images
illustrating the features of these cantilevers, known as
Micropipette cantilevers, are shown in Figure 2B–D. The
regularly distributed round structures along the cantilever
beam, visible in Figure 2B, are pillars supporting the
sandwich structure. Figure 2E shows in a schematic man-
ner the structural cross-section of the microchannel in
the cantilevers used in this study. The sections α and
β represent two different positions for the cross-section.
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Important parameters for themicrofluidic behavior within
a FluidFM-cantilever are the internal height of the chan-
nel hch and its cross-sectional area Ach. Figure 2C,D shows
SEM images of FluidFM cantilevers with two different
nominal aperture diameters dap (4 and 8 µm, respec-
tively). The commercially available diameters range from
300 nm to 8 µm. It should be noted that the channel height
also influences the spring constant of the sandwiched
cantilever structure.73,74

2 RESULTS

First, the validity of the underlying physical models will
be evaluated by experiments and simulations. Then, two
experimental procedures will be presented for the hydro-
dynamic evaluation of InvOLS. Finally, we evaluated the
accuracy of the newly developed method by comparison
to the classical technique, where the cantilever is ramped
against a hard surface.

2.1 Recoil of a microchanneled
cantilever upon fluid ejection

In fluidic force microscopy experiments, the fluid is com-
monly aspirated into the aperture of a microchanneled
cantilever, either to immobilize colloidal particles on the
cantilever or to aspirate and subsequently detach cells from
a surface.25,54,55 However, a few experimental approaches
make use of the possibility to eject fluid through the aper-
ture to structure hydrogels,58 deposit nanoparticles,75 or to
print 3Dmetal structures.62 Commonly, the pressure range
exerted in such fluidic force microscopy experiments falls
in the range of 20 mbar up to 1 bar.75
An analogous situation to the ejection of liquid out

of the cantilever’s aperture is given by the gas ejection
from the nozzle of a rocket, as shown schematically in
Figure 3A. According to Newton’s third law (actio = reac-
tio), the expulsion of a mass ∆m does lead to a force in
the opposite direction.76 As a rocket is pushed forward
by the ejected jet of gas, the same applies to the ejected
liquid from the cantilever’s aperture. The resulting recoil
force Frec does lead to the cantilever bending upwards,
as shown schematically in Figure 3B. It should be noted
that in the situation outlined in Figure 3B, the cantilever
is completely immersed in the same fluid, here water or
an electrolyte solution, as the liquid ejected through the
aperture. In principle, also recoil by pressing gas through
the microchannel can be generated under ambient atmo-
spheric conditions (i.e., in air). However, due to the fact
that gas does not behave analogous to an incompressible
Newtonian fluid, the quantitative analysis would be dif-

ferent from the one described below. In the case of two
different phases, such as gas ejected in a liquid environ-
ment, surface tension would dominate the process due to
the small dimensions involved.
Rocket propulsion has been studied in considerable

detail in the past century. The so-called general thrust
equation provides an adequate description not only for
rockets but also for the here-presented microchanneled
cantilevers.76 By replacing the nozzle of a rocket with the
aperture a FluidFM-cantilever, one obtains76

𝐹rec =
𝑑𝑚

𝑑𝑡
⋅ 𝑉ap + Δ𝑝 ⋅ 𝐴ap (3)

Here, dm/dt is the mass flow rate, vap the velocity of
the liquid jet leaving the aperture with an area Aap. More-
over, ∆p is the pressure difference between the pressure
inside the aperture and the pressure in the surrounding
medium. For fluidic force experiments in the liquid phase,
the externally applied pressure pext, which is the pressure
applied via the microfluidic pressure controller, does not
correspond directly to ∆p. According to the law of Hagen–
Poiseuille, the internal channel structure, as well as the
friction of the liquid at the internal channel walls, lead
to a significant pressure reduction (cf. Figure S5).77 How-
ever, the effective pressure difference at the aperture is
approximately proportional to the externally applied pres-
sure:∆p∝ pext. According to the law of Bernoulli, the same
is valid for the first term in Equation (3): dm/dt⋅vap ∝ pext.78
Hence, hydrodynamics postulates a direct proportional-
ity between recoil force and externally applied pressure
Frec ∝ pext.
Figure 3C,D summarizes the results for experiments in

which the deflection has been measured as function of
externally applied pressure. Figure 3C shows deflection
versus distance profiles as acquired at externally applied
pressures ranging from −800 mbar to +1000 mbar in dis-
crete steps. For each pressure step, pext was kept constant
for the entire deflection versus distance profile. For each
curve of Figure 3C, the deflection of the cantilever has
been acquired in function of the displacement ∆z of the
z-piezo, while the external pressure remained constant. To
obtain quantitative deflection data, the InvOLS has been
calibrated beforehand on a non-deformable substrate by
the “classical”method outlined previously at pext= 0mbar.
To convert ∆z, the piezo-travel, to the separation distance
Di between the sample and the cantilever’s aperture, the
deflection of the cantilever must be taken into account
by D = ∆z + δd. This conversion is a standard procedure
in direct force measurements.2,36 The resulting deflection
versus distance profiles show that the deflection δd of
the cantilever depends on the separation distance D from
the solid surface. Comparison of the deflection profiles
to the one acquired at pext = 0mbar shows that the origin is
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F IGURE 3 (A) Schematic representation of rocket propulsion. Due to the expulsion of mass ∆m, a force is acting in the opposite
direction. (B) Analogously, by the ejection of liquid through the aperture of a microchanneled cantilever, a recoil force can be observed that
leads to the deflection of the cantilever. (C) Set of deflection versus distance curves for a microchanneled cantilever and a hard wall with
different externally applied pressures. At short separation distances, the acting forces have been influenced by the underlying substrate, while
at larger distances, practically only recoil to liquid ejection has been observed. Here, a cantilever with an aperture of 2 µm in diameter and a
nominal spring constant of 2 N/m has been used. (D) Deflection versus applied pressure at a separation distance of 1.75 µmwith a linear fit to
the experimental data.

associated with hydrodynamic effects and not surface
forces. At smaller separation distances between aperture
and surface, the jet ejected from the cantilever’s aperture,
and the resulting impinging jet acts back on the cantilever,
leading to an additional force contribution.79 However,
the absence of a dedicated nozzle on the cantilever (cf.
Figure 2) leads to a strong reduction of this effect, which
levels off rapidlywith increasing separation. Similar type of
interaction profiles between a FluidFM-cantilever ejecting
a liquid jet and a solid surface have already been reported
previously.17,75,80 For sufficiently large separation distances
Di > 1.75 µm, the interaction of the liquid jet with the solid
surface can be neglected and thus is purely based on the
recoil due to the ejected liquid.
Figure 3D shows all deflection values δd acquired at the

separation distances of 1.75 µm (cf. Figure 3C) as function
of the corresponding applied pressure pext. At this distance,
one measures predominantly the deflection belonging to
the recoil Frec, which is given by Equation (3). The solid
line in Figure 3D represents a linear fit forced through 0

and confirms the hypothesis of Frec ∝ pext when taking into
accountFrec ∝ δd according toHooke’s law (cf. Equation 3).

2.2 Modeling the liquid flow inside a
microchanneled cantilever

It is necessary to calculate the pressure ∆p at the aper-
ture (cf. Equation 3), as this pressure difference between
the inside of the aperture and the bulk liquid does not
correspond to the externally applied pressure pext due to
the law of Hagen–Poiseuille. The latter accounts for the
friction between the liquid and the walls of the cantilever
microchannel. Thus, the parameters describing the flow
through the channel, namely, dm/dt, ∆p, and vap, must be
approximated by a suitable model for the hydrodynamics
inside the channel. For aqueous electrolyte solutions and
the here-applied external pressures, the flow can be con-
sidered laminar andNewtonian.16 The total hydrodynamic
resistance R of the microchanneled cantilever relates the
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mass flow Q through the aperture while pext is applied:

𝑄 =
𝑃ext
𝑅

=
𝑃ext

𝑅ch + 𝑅ap
(4)

where Rch and Rap are the hydrodynamic resistances of a
rectangular channel and a circular aperture, respectively.
The resistances for these two geometries are64,81

𝑅ch =
12𝜂𝑙ch

𝑤chℎ
3
ch

(
1 − 0.63

ℎch
𝑤ch

)
(5a)

and

𝑅ap =
128𝜂𝑙ap

𝜋𝑑4ap
(5b)

with lch as total channel length (cf. Supporting Informa-
tion S1), wch as channel width, and hch as channel height,
respectively. The geometry of the aperture is described by a
cylindrical geometry using the cantilever’s wall thickness
𝑙ap and the aperture diameter 𝑑ap. The dimensions of all
microchanneled cantilevers used in this study have been
compiled in Supporting Information S3. The viscosity η is
the one ofwater at room temperature (25◦C, η= 0.001 Pa s).
For a Newtonian fluid, the volume flow rate Q must be

constant over the internal channel, and thus 𝑄 = 𝑄ap =

𝑄ch. The total flow rate Q through the channel can also
be expressed as the product of flow velocity and cross-
sectional area, that is,𝑄 = 𝐴ap ⋅ 𝑉ap = 𝐴ch ⋅ 𝑉ch. Thus, the
flow velocity at the aperture vap can be determined, as
the cross-sectional area Aap is known. The mass flow rate
follows via the density of the fluid ρ and the area of the
aperture Aap:

𝑑𝑚

𝑑𝑡
= 𝜌 ⋅ 𝐴ap ⋅ 𝑉ap (6)

The pressure ∆p directly at the aperture cannot be
retrieved by analytical methods. To determine ∆p, we
performed numerical simulations by the finite element
method based on the program COMSOL. Comparable
simulations have been carried out already in the past
for microchanneled cantilevers.64,73,74 For these simula-
tions, the internal geometry of the cantilever channels (cf.
Supporting Information S3) has been fully implemented,
including the pillars inside the channel (cf. Figure 2B and
Supporting Information S1). Further details are given in
the Supporting Information. Figure 4 shows the results of
an exemplary simulation for a cantilever with an aperture
diameter of 2 µm, an internal channel height of 1 µm, and
an applied pressure of 1000 mbar, respectively. The pres-
sure distributions inside the channel, at the aperture, and
in the bulk liquid around the cantilever’s aperture are rep-

resented by the color scale: inside the channel, only a small
reduction of the pressure takes place, mainly due to fric-
tion between liquid and channel walls according to the
law of Hagen–Poiseuille (cf. also simulation result in Sup-
porting Information S7). The main pressure drop occurs
around the aperture (cf. Figure 4A). The results of our
simulation have been corroborated against COMSOL sim-
ulations of similar systems, and a very good agreement has
been found.16,64,82 Further details are given in Supporting
Information S2.
The externally applied pressure pext and ∆p at the aper-

ture can be placed in relation by ∆p = χ⋅pext, with χ
as pressure reduction coefficient. However, this coeffi-
cient must be determined for each cantilever geometry (cf.
Supporting Information S3). The results for χ have been
compiled in Figure 4B as a function of the aperture size
and for different channel heights. As expected, χ decreases
with increasing aperture sizedap as larger apertures act less
effectively as a nozzle. On the other hand, with increas-
ing channel height hch, the hydrodynamic focussing at the
aperture exit increases and larger values for χ are found
for the same aperture diameter. Larger data points repre-
sent cantilever geometries that are commercially available
and have been experimentally addressed in the following
sections.

2.3 Implementing the hydrodynamic
calibration method for the (inverse) optical
lever sensitivity

Having a model for the liquid flow in and out of the
microchannel allows to calculate the acting recoil force
Frec solely based on the geometrical dimensions of the can-
tilever channel and the externally applied pressure pext.
The dimensions of the internal channel and the aperture
lch, wch, hch, and dap remain constant throughout the
production process and only small variation is found. The
nominal values provide, to our experience, a very good
approximation (cf. insets in Figure 4B and Table in Sup-
porting Information S3). However, dap shows significant
variation in the production process, but can be determined
easily post-measurement by microscopic techniques (e.g.,
SEM). Hence, with the tabulated values of χ and Equa-
tions (3)–(6), one can calculate Frec for a given pressure
pext. With the cantilever’s spring constant kc, one can
calculate the expected deflection δd via Equation (2) from
Frec. Therefore, measuring ∆U as a function of pext pro-
vides a direct way to determine InvOLS via Equation (1).
In the following, we discuss two possible procedures to
carry out this determination: In the first procedure, an
external pressure pext is applied in a defined number of
steps and for specified time intervals. The response of the
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SITTL et al. 8 of 13

F IGURE 4 (A) Finite element analysis by COMSOL of the fluid flow through microchanneled cantilevers. Based on this simulation,
which includes the entire geometry of the internal channel, the pressure ∆p at the aperture can be determined for an externally applied pext.
Thereby, the pressure reduction coefficient χ according to ∆p = χ ⋅pext has been calculated. (B) Compilation of χ-values as function of aperture
size dap, which has by far the largest influence on χ. Results for two different channel heights (cf. inset) are shown (circles and squares). The
large symbols represent microchanneled cantilevers that are commercially available and that have been tested here.

photodetector signal, that is, ∆U(pext) is measured and
averaged for each pressure pulse. In the following, we refer
to this method as “pulse procedure.” The data evaluation
for this procedure has been performed by a custom-written
procedure in IgorPro, which detects the different steps and
then averages a suitable number of points, depending on
the sampling rate, on both levels of the step. Additionally,
the pressure difference for these steps is determined from
the data of the pressure sensor. In the second, alternative
procedure, a continuous pressure ramp from low to high
pext values is applied. The corresponding voltage response
∆U(pext) has been measured for each single data point
of the pressure ramp. We refer to this approach as “ramp
procedure.” It should be emphasized that both procedures
are completely contact-free. The noise level for both
calibration procedures depends largely on the pressure
controller and the vibration transmitted through the
tubing. Moreover, the general acoustic and vibrational
isolation of the setup is of great importance.
Figure 5A shows the results of the “pulse procedure”

for a microchanneled cantilever with a nominal aperture
dap = 2 µm and a spring constant kc = 2.4 N/m as deter-
mined by themethod of Cleveland et al.27 In Figure 5A, the
applied pressure pulses (bottom) and the resulting photo-
diode readouts ∆U (top) are shown. These measurements
have been performed at separation distances of greater
than 10 µm. For each pressure pulse, the response of the
cantilever took place very fast, and an equilibrium deflec-
tion is practically reached for the entire length of the pulse.
The first data points result from an overshoot of the pres-
sure controller PID. The scattering of the deflection data
results most likely from vibrations due to the pressure con-

troller and its tubing, as well as from the thermal excitation
of the cantilever. Figure 5B plots ∆U (as measured) ver-
sus δd (as determined from pext) for the averages on the
different steps. The resulting data points for the different
pressure pulses must follow, according to Equation (1), a
line whose slope is the InvOLS. Indeed, to a good level of
agreement, the data follow linear behavior, and the slope
of the linear fit leads to an InvOLS of 59.08 nm/V, which
is in reasonable agreement with an InvOLS of 49.00 nm/V,
as determined beforehand by the conventional method.
Figure 5C,D shows the results for the “ramp procedure”

for the same cantilever as in Figure 5A,B. These data
were acquired shortly (<5 min) after those acquired by
the “pulse procedure.” For the ramp method, the pressure
pext has been increased linearly, and the resulting pho-
todetector response has been acquired ∆U (cf. Figure 5C).
Following the same conversion of pext to δd, also here a lin-
ear dependence of ∆U on δd has been observed. For the
rampmethod, we find under comparable conditions a sen-
sitivity of InvOLS = 56.95 nm/V, which agrees very well
with the values obtained by the step procedure. Bothmeth-
ods thus lead to comparable values for InvOLS. However,
themeasurement by the rampprocedure required less than
30 s.

2.4 Hydrodynamic recoil versus
constant compliance calibration on
substrate

In order to evaluate the performance of the here-developed
calibration method, it has been compared with the
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9 of 13 SITTL et al.

F IGURE 5 Two different procedures for the calibration of InvOLS by the hydrodynamic recoil force for the same microchanneled
cantilever (nominal aperture of 2 µm and nominal spring constant of 2 N/m) under identical experimental conditions. (A and B) “Pulse
procedure,” which is based on short (e.g., 6 s) pressure pulses and (C and D) “ramp procedure.” (A) The cantilever response in terms of the
resulting photodiode signal is detected for each of the pulses, and an overall, averaged response in terms of ΔU is given for each pressure pext
assigned to the different pulses. Here, resulting pulses are represented by different symbols. (C and D) “Ramp procedure,” is based on
continuously ramping up the pressure from very low to high values, while recording the photodiode signal. ΔU is then determined as a line fit
over the whole pressure range. Calculation of InvOLS leads to 59.08 and 56.95 nm/V for the “pulse procedure” and the “ramp procedure,”
respectively.

classical method for determining InvOLS, which is based
on ramping the cantilever against a non-deformable sur-
face and fitting the resulting constant compliance region.
We performed two different sets of experiments: In the
first set of experiments, we changed the values for InvOLS
for one microchanneled cantilever by changing the posi-
tion of the laser spot on the FluidFM-cantilever, while the
cantilever and the rest of the experimental setup remained
unchanged. Due to the importance of the laser position
on the cantilever, this approach allows a highly defined
variation of the optical lever sensitivity while practically
eliminating all other parameter changes. In a second
set of experiments, we utilized several microchanneled-
cantilevers (n = 12) of different types and geometries

(cf. Supporting Information S3), thereby varying the
parameters Aap and hch. By this set of experiments, we
could evaluate how the differences in cantilever structure
influenced the accuracy of the new calibration approach.
Figure 6A shows the results for the first set of exper-

iments varying the spot position. A FluidFM-cantilever
with a nominal aperture of 2 µm in diameter and a nom-
inal 2 N/m spring constant has been used. It is well
known that the laser’s position on the cantilever strongly
influences the InvOLS.83,84 This change should have an
equal influence on both optical lever sensitivity calibra-
tion methods, that is, the classical, mechanic approach
and the novel, hydrodynamic one. The independently
determined InvOLS values for both methods have been
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SITTL et al. 10 of 13

F IGURE 6 Comparing the calibration of InvOLS by the here-developed hydrodynamic method with the classical mechanical method.
(A) Variation of InvOLS by shifting the position of the laser spot on the cantilever (cf. insets of the graph). The error bars result from different
measurements (n = 40 ramps). (B) Scatter plot of the experimentally determined InvOLS-values for the two different methods. The data
points represent different microchanneled cantilevers varying aperture diameter and channel height (cf. figure legend). The solid line
represents a linear fit to the data. The resulting slope was 0.94, which has to be compared to 1.0 for an ideal match between both methods. The
grey area indicates the error distribution of the linear fit.

plotted in Figure 6A for the different laser spot positions.
For the latter method, we did utilize the ramp proce-
dure. The error bars shown result from at least 40 ramps.
The resulting error of 10% and 15%, respectively, approxi-
mately corresponds to the error stated in the literature for
measurements of the optical lever sensitivity.33
Figure 6B shows how for a large selection of differ-

ent types of FluidFM-cantilevers, the here-developed
hydrodynamic method compares to the “classical”
InvOLS determination by mechanical response on a non-
deformable substrate. We compared both methods for all
types of cantilevers listed in the Supporting Information,
which corresponds to practically all FluidFM-cantilevers
commercially available with an aperture greater than
1 µm. We attribute the scattering of the data in Figure 5B
primarily to production variations in the aperture size and
variations as well as debris in the channel. Especially, the
former parameter is of great significance for calculating χ.
However, it should be pointed out that themain deviations
originate mostly from only two cantilevers, which show
deviations between both methods larger than 10% but
smaller than 20%.

3 CONCLUSION

The here-presented approach for calibration of the InvOLS
leads not only to reliable results but is extremely fast, does
not require contact with any surface, and can be integrated
easily into any workflow. We compiled the necessary val-
ues for χ in the Supporting Information for use by other

researchers. Additionally, only calibration of the spring
constant kc is required in the here-presented method (e.g.,
by the Cleveland method).
In particular, for automatized measurements this new

approach for the InvOLS-calibration can be easily imple-
mented and will allow to determine InvOLS between
single measurement series. As fluidic force microscopy
is increasingly utilized to characterize cell–substrate
interactions,56 nano-structuring,58,59 and is utilized for
sampling cells or cell organelles,57 the here-presented
approach might be extremely useful due to the fact that
the optical lever sensitivity can be determined in short
time, that is, seconds, andmost of all contact free. Thereby
corrections for drift and prevention for contamination are
easily implementable in the workflow, in particular for
robotic approaches.21,42,43

4 MATERIALS ANDMETHODS

4.1 Materials

Milli-Q grade deionized water, with a resistivity of
greater than 18.2 MΩ at 25◦C, was used for all mea-
surements. For filling the measuring cell, the water was
filtered using syringe filters with a pore size of 0.22 µm
(Carl Roth GmbH & Co KG). As substrates, circular
glass disks with a diameter of 25 mm (Irlbacher Blick-
punkt Glas GmbH) have been used, which have been
cleaned by plasma treatment before use (Zepto, Diener
Electronics).
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4.2 Microchanneled cantilevers

Microchanneled cantileverswith different channel heights
and aperture diameters have been purchased from Cyto-
surge AG. For all microchanneled cantilevers, the width
of the channel was 27 ± 3 µm and length 1100 ± 110 µm.65
The channel height was 0.95± 0.05 µm for cantilevers with
2N/mand0.5± 0.05 µmfor 0.3N/m, respectively. Nominal
aperture sizes of 2, 4, and 8 µm have been used.

4.3 Scanning electron microscopy

SEM of the cantilevers has been carried out with a TM3030
(Hitachi). The SEM has been operated in vacuum mode
with an acceleration voltage of 15 kV. No pretreatment in
terms of coating was necessary.

4.4 Finite element simulations

Finite element simulations were calculated by Comsol
Multiphysics 5.6 (ComsolMultiphysicsGmbH). Themodel
used was the laminar flow model, a standard model of
Comsol under the assumptions of no-slip boundary and
laminar flow over thewhole geometry. The simulationwas
carried out with a 3D model of the fluid-filled part of the
cantilever. The pressure at the aperture was determined by
calculating the mean value over the whole volume of the
aperture.

4.5 Fluidic force microscopy

All experiments have been performed with a commercial
AFM-System (FlexAFM V5 equipped with a SLD and a
C3000 controller, Nanosurf AG), which has beenmounted
on an inverted optical microscope (Axio Observer Z1, Carl
Zeiss AG). The AFM and optical microscope have been
placed on an active damping system (Halcyonics Varioba-
sic, Accurion GmbH), which was set up in an acoustic
enclosure (Accurion GmbH). A fluid cell in which cir-
cular glass slides could be mounted (Asylum Research,
Oxford Instruments) has been used throughout the experi-
ments presented here. A commercialmicrofluidic pressure
controller (Cytosurge AG) was used to apply an external
pressure to the microchanneled cantilevers.
Before the experiments, the microchanneled cantilevers

were filled with more than 30 µL of Milli-Q water by
means of a syringe coupled to a filter. The cantilever
was then connected via a microfluidic connector to the
pressure controller (cf. Supporting Information S4). By
applying a pressure of 300 mbar, the microchannel was

filled. The process of filling the microchannel was mon-
itored by optical microscopy. The presence of a small
liquid drop at the aperture confirms completion of the
filling process and the cantilever was immersed in the liq-
uid cell, which had been filled with water beforehand.
The InvOLS was determined conventionally by perform-
ing direct force measurements against the glass substrate.
For calibration, z-scan of 1 µm was used with a setpoint of
300 mV and a ramping rate of 1 Hz. The spring constant of
the cantilevers has been calibrated by means of the added-
mass method in air (Cleveland method).27 The resonance
frequency was recorded for at least five attached tung-
sten particles for each cantilever. The individual diameter
for each of the tungsten spheres, as well as its posi-
tion on the cantilever, has been determined by optical
microscopy.85

4.6 Implementation of the
hydrodynamic InvOLS calibration

Two procedures for the contactless calibration of
microchanneled cantilevers were implemented: (i)
pulse procedure, and (ii) ramp procedure. For both
procedures, the cantilever was removed at least 30 µm
from the glass surface. The z-movement was paused for
the duration of the calibration procedures. For the pulse
procedure (i), defined pressure pulses in the range of+200
to +1000 mbar were applied for 6 s while recording the
resulting deflection of the cantilever. The step is performed
using a home-written procedure in IgorPro, which detects
the step and then averages a suitable number of points,
depending on the sampling rate, on both levels of the step,
subsequently, the step height is determined. For the ramp
procedure, the applied pressure was gradually increased
(from +50 to +1000 mbar) in 5-mbar steps, with a time
increment shorter than the response time of the cantilever,
making the deflection response continuous. For the ramp
procedure (ii), the externally applied pressure and the
resulting photodiode signal were captured via the analog
inputs of the C3000 controller. For evaluation of both
procedures, custom programs written in the software Igor
Pro 6.37 (Wavemetrics, Inc.) have been developed.
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