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Abstract

Every simple game is a monotone Boolean function. For the other direction we just have to exclude the
two constant functions. The enumeration of monotone Boolean functions with distinguishable variables is also
known as the Dedekind’s problem. The corresponding number for nine variables was determined just recently
by two disjoint research groups ([14, 25]). Considering permutations of the variables as symmetries we can also
speak about non-equivalent monotone Boolean functions (or simple games). For the recent determination of
the number of non-equivalent monotone Boolean functions with nine variables and a summary of the previous
history on the problem, we refer to [19]. Here we consider simple games with minimum, i.e., simple games
with a unique minimal winning vector. A closed formula for the number of such games is found as well as its
dimension in terms of the number of players and equivalence classes of players.

1 Introduction

Dedekind’s problem is an open problem since 1897 ([3]). This problem consists on finding a closed formula, in
terms of the number of players, for the monotone Boolean functions with distinguishable variables. Several partial
results have been obtained since then. On the one hand, the more computational approach searches the biggest
known number of the sequence at hand. For example, the 9th number of the Dedekind sequence, that is, without
removing equivalent monotone functions, was determined recently and independently by Jäkel [14] and Van Hirtum
et. al. [25]. This term was added to the known terms of the sequence in A000372 at the On-Line Encyclopedia
of Integer Sequences (OEIS). For the recent determination of the number of non-equivalent monotone Boolean
functions with nine variables and a summary of the previous history on the problem, we refer to [19]. Analogously,
this late term is currently the last known of the sequence A003182 that contains the known non-equivalent monotone
Boolean functions.

On the other hand, closed formulas have been found for some subsets of monotone Boolean functions. This
theoretical approach has the advantage of helping to understand the structure of monotone Boolean functions and
simple games. This paper focuses on this second approach (see [1, 5, 8, 11, 17, 18] for other examples of this
approach related to simple games).

Concretely, in this paper, we focus on simple games with a unique minimal winning vector. When focusing on
this subset of the simple games (or monotone Boolean functions), we are able to find a closed formula in terms of
the number of players for the non-isomorphic games of this kind. To achieve this goal, we translate the structure
of the simple games parameterizing them in terms of a matrix and a vector. We want to preserve the isomorphism
of games, so we define what we call a proper representation, in a way that two isomorphic games lie in the same
proper representation. In doing so, the situation becomes more manageable to enumerate.

The concept of parametrization is widely used in the literature to understand the structure of simple games. For
example, in [1], non-isomorphic complete simple games were parameterized in terms of a matrix and a vector that
satisfies some constraints. This result allowed to enumerate complete simple games with two equivalence classes
in [8] and later in [18]. The results in these two articles were revisited in [5] where null and veto players were
added, achieving up to four different types of players and finding also enumeration formulas. Similarly, in [11] a
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parametrization for non-isomorphic incomplete bipartite simple games was defined, and a closed formula for the
size of some subclasses of these functions was found in the same article, concretely the one with minimum and
maximum possible values of the amount of minimal winning vectors. Finally, in [17] a parameterization for non-
isomorphic simple games was found and the remaining cases of the number of bipartite simple games left in [11]
were enumerated. In this paper, we reuse the parameterization done in Theorem 1 of [17] to compute the number
of non-isomorphic t-partite simple games with one minimal winning vector. The obtained enumeration does not
appear, at this time, in the OEIS.

Furthermore, we compute the dimension of this class of simple games, that is, the minimum number of weighted
games such that its intersection recovers the original simple game. The concept of weightedness is widely studied
in the literature. See, for example, [23] for a characterization of weighted games in terms of trades, [7] for results
related to minimum integer representations, and [6] for some enumerations about this class. Note that the concept
of weightedness can be rephrased in the context where players can vote among ordered inputs and anonymity is
required (see [9]). Moreover, see [10] for the computation of the dimension of a subclass of complete simple games.
In that article the matrix parametrization does not correspond to the same done in this paper since the one done
there uses the total desirability order from completeness property. Also, see [4, 16] for examples of dimension of a
simple game related to European Council voting rules.

The structure of the paper is as follows. Section 2 for basic concepts and notation. Section 3 contains the main
results of the paper, that is, the enumeration formulas. Section 4 contains the results on the dimensions of the games
studied in previous sections, and Section 5 concludes.

2 Preliminaires

Given a set of players (or voters) N = {1, 2, 3, . . . , n}, denote any subset of players a coalition, S ⊆ N , and denote
2N = {S | S ⊆ N} as the set of all coalitions. We define a simple game as a pair (N, v) where v : 2N → {0, 1},
satisfying (i) v(∅) = 0, (ii) v(N) = 1 and (iii) for any coalitions S, T such that S ⊆ T we have v(S) ≤ v(T )
(monotonicity).

We say that W = {S | v(S) = 1} is the set of winning coalitions and L = {S | v(S) = 0} is the set of losing
coalitions. As usual, a minimal winning coalition is a winning coalition all of whose proper subsets are losing,
it is Wm = {W ∈ W | v(T ) = 0 for any T ⊊ S}. Similarly we define the set of maximal losing coalitions
LM = {S ∈ L | v(T ) = 1 for any S ⊊ T}. Any simple game (N, v) is determined by its set of players and its set
of winning coalitions (N,W) and, due to monotonicity, it is also determined by (N,Wm).

Two simple games (N,W ) and (N ′,W ′) are isomorphic if there exists a one-to-one correspondence φ : N →
N ′ such that S ∈ W if and only if φ(S) ∈ W ′; φ is called and isomorphism of simple games. For an extensive
introduction to simple games see [24].

Let (N,W ) be a simple game. Let Wa = {S ∈ W : a ∈ S}, τab : N → N denotes the transposition of
players a, b ∈ N . The desirability relation, introduced by Isbell in [13], is the binary relation ≿ on N : a ≿ b if
and only if τab(Wb) ⊆ Wa and, say that a is at least as desirable as b. The relation ≿ is a preorder. The equi-
desirability relation, is the equivalence relation ≈ on N : a ≈ b if and only if a ≿ b and b ≿ a. The preorder ≿
induces an ordering ⩾ in the quotient set N/ ≈ of equi-desirable classes, N1, N2, . . . , Nt. Hence, Np ⩾ Nq if and
only if a ≿ b for any a ∈ Np and any b ∈ Nq.

By N1, . . . , Nt we denote the equivalence classes of players, i.e., t is the number of equivalence classes of
players. For each coalition S ⊆ N we define a corresponding coalition vector s = (|S ∩N1| , . . . , |S ∩N1|) ∈ Nt.
For each coalition vector m, there can be several corresponding coalitions. However, all those coalitions have
the same v-value, so that we speak of winning, minimal winning, losing, and maximal losing vectors. Let r be the
number of different minimal winning vectors of v. For the special coalition N we use the notation n = (n1, . . . , nt).

As each simple game v is uniquely characterized by its set of minimal winning coalitions and the player set N
it is also uniquely described by its set of minimal winning vectors and N1, . . . , Nt (see Theorem 1 in [17]). This
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characterisation is useful to enumerate non-isomorphic simple games since two isomorphic simple games lie in the
same pair (n,M).

Hence, instead of a set of minimal winning vectors we consider a matrix representation M = (mi,j) ∈ Nr×t

whose r rows m1, . . . ,mr are the minimal winning vectors. W.l.o.g. we assume that m1 ≻lex m2 ≻lex · · · ≻lex mr,
where ≻lex denotes the lexicographical ordering of vectors in Rt ⊃ Nt.

Example 2.1 The pair consisting of n = (3, 4, 4) and M =
(
1 2 2

)
uniquely characterizes a simple game

v with n = 11 players, t = 3 equivalence classes of players, and r = 1 minimal winning vectors. We may
assume that the players are numbered in such a way such that we have N1 = {1, 2, 3}, N2 = {4, 5, 6, 7}, and
N3 = {8, 9, 10, 11}.

For any permutation π in the symmetric group on t elements, we denote by (n,M)π = (nv,Mv) the action
of π on the columns of n and M, that is, we obtain a symmetric simple game. For π =

(
1 2

)
we obtain

nπ = (4, 3, 4) and Mπ =
(
2 1 2

)
. For π =

(
2 3

)
we obtain nπ = (3, 4, 4) and Mπ =

(
1 2 2

)
.

The previous example induces the idea to avoid different pairs (n,M) representing isomorphic games. The
way to deal with it is to establish an order (lexicographic) among the matrices M through the next definition, which
will be used in the parameterization in Definition 2.3.

Definition 2.2 (Definition 8 in [17]) Let X = (xi,j) ∈ Nr×t and Y = (yi,j) ∈ Nr×t. We write X ≤ Y (or
Y ≥ X) iff x̂ ≤ ŷ (or ŷ ≥ x̂), where

x̂ = (x1,1, . . . , xr,1, x1,2, . . . , xr,2, . . . , x1,t, . . . , xr,t) ∈ Nrt

and
ŷ = (y1,1, . . . , yr,1, y1,2, . . . , yr,2, . . . , y1,t, . . . , yr,t) ∈ Nrt.

In words we say that X is lexicographically at most as large as Y . We abbreviate the cases when X ≤ Y and
X ̸= Y by X < Y . The relation is called lexicographically larger (or lexicographically smaller).

In Theorem 1 of [17] a parameterization of non-isomorphic simple games is stated in terms of a matrix and
a vector deduced from a set of proprieties set in Definition 9 in the same article. Here, we rewrite the definition
restricted in the context of one minimal winning vector, which is the topic we deal in this paper.

Definition 2.3 For a given simple game v with t equivalence classes of players and one minimal winning vector
m, i.e. r = 1, let n ∈ Nt

>0, M ∈ Nt invariants as defined above, where t ∈ N>0. We say that (n,M) is a proper
representation of v if the following conditions are satisfied:

(a) n1 ≥ n2 ≥ · · · ≥ nt > 0,
∑t

i=1 ni = n;

(b) 0 ≤ mi ≤ ni for all 1 ≤ i ≤ t,

(c) M ≥ Mπ for every permutation π of {1, . . . , t} with n = nπ.

Remark 2.4 Thus, Theorem 1 in [17] applied in the one minimal vector context, says that the number of solutions
(n,M) of the inequalities of Definition 2.3 coincides with the number of non-isomorphic simple games with one
minimal winning vector.

We denote the set of pairs (n,M) satisfying the conditions of Definition 2.3 by SG(n, t, r), and SG(n, t, r)
by its cardinality. Analogously, we denote SG¬v,¬n(n, t, r) by the subset of games in SG(n, t, r) not containing
neither nulls nor veto players, and SG¬v,¬n(n, t, r) its cardinality. As mentioned, the results in this paper involve
the sets with r = 1.

The goal of this article, that we approach in the next section, is to count how many of these pairs (n,M) of
Definition 2.3 there are. Before that, two last definitions, that will be used in the enumeration results.
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Definition 2.5 (Cauchy product) Now we point out the form of the coefficients of series obtained as the product
of two series. Let a(x) =

∑
n≥0 anx

n and b(x) =
∑

n≥0 bnx
n. If c(x) = a(x)b(x), then cn can be obtained in

a(x)b(x) =
∑
n≥0

n∑
k=0

akbn−kx
n

so

cn =
n∑

k=0

akbn−k,

i.e. the so-called Cauchy product.

Later we will compute the Cauchy product of t series so, in order to make the notation more manageable, we
introduce the discrete convolution, which is defined for an infinite series over any n ∈ Z, but it is only applied to
the context with coefficients different from zero when n ∈ N ∪ {0}.

Definition 2.6 (Discrete convolution) Given two functions f(n), g(n) we define the (discrete) convolution as

(f ∗ g)(n) =
+∞∑

k=−∞
f(k)g(n− k).

However, if the functions f, g are different from zero only when its variable takes values between 0 and n, we
can rephrase the definition to:

(f ∗ g)(n) =
n∑

k=0

f(k)g(n− k).

Recall convolution is commutative. Additionally, given f1, . . . , ft we denote

t∗
i=1

fi = f1 ∗ . . . ∗ ft.

We recall that the sequence 1, 0, 0, 0, . . . is the neutral element of the (discrete) convolution. These sequences, an,
can be represented by an infinity sum of powers of x,

∑
n≥0 anx

n. Furthermore, we write the sequences involved
in this article in terms of generating functions, f(x). For example,

f(x) =
1

1− x
=

∑
n≥0

xn = 1 + x+ x2 + x3 + x4 + . . .

Note the equality holds since (1− x)
∑

n≥0 x
n =

∑
n≥0 x

n −
∑

n≥1 x
n = 1.

3 Enumeration of simple games with minimum

When the number of rows of the matrix, i.e. minimal winning vectors, is just one, we have enumerated how many
simple games of this kind there are. Concretely, Theorem 3.14 is the main result of this paper. From now on, we
call such games simple games with minimum.

Definition 3.1 By ŜG(n, t, r) we denote the number of different pairs (n,M), where n = (n1, . . . , nt) ∈ Nt
>0

with
∑t

i=1 ni = n and M ∈ Nr×t, representing a simple game with n players, t equivalence classes of players
(Ni with cardinality ni), and r minimal winning vectors1, (specified by the rows of M; assuming a decreasing
lexicographical order of the rows of M).

1In the literature the rows of M can be called minimal winning vectors.
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In other words, the difference between SG(n, t, 1) introduced in Definition 2.3 and, ŜG(n, t, r) in Definition
3.1 is that SG(n, t, r) counts after factoring out symmetry.

Remark 3.2 Focusing in the case with only one equivalence class of players, we need to count the possible integer
solutions of

1 ≤ m ≤ n.

Moreover, if we want to exclude veto players, i.e. m=n, we get

1 ≤ m ≤ n− 1.

which has n−1 solutions for n ≥ 1. Furthermore, we point out that null players are not allowed with only one class
of players. Note that the sequence 0, 0, 1, 2, 3, 4, 5, . . . corresponds to the coefficients of the generating function

g(x) =
x2

(1− x)2
= x2 + 2x3 + 3x4 + 4x5 + . . .

In order to generalize the previous result (i.e., excluding for the moment vetoers and null players) into the
t-partite case we need to consider the integer solutions of the following system of inequalities.

1 ≤ m1 ≤ n1 − 1

1 ≤ m2 ≤ n2 − 1

...

1 ≤ mt ≤ nt − 1

(1)

subject to
∑t

i=1 ni = n.

The first step consists of counting all the possibilities for the vector n there are. Then count how many games
there are for each possible n, i.e., how many matrices M there are, and finally remove some isomorphisms. Ad-
ditionally, we need to point out that by definition, for the case of one type of player, it is not possible to have all
players being null or all players being vetoers. This kind of player need special treatment in the t-partite case.

Observe that for t = 1 we need to have r = 1. Next, we want to study the situation where r = 1 (and t > 1).
Here we have M =

(
m1

)
= (m1,1, . . . ,m1,t), or (m1, . . . ,mt) for simplicity. We observe that the players in

equivalence class Ni are null players if and only if mi = 0. Similarly, the players in equivalence class Ni are veto
players if and only if mi = ni.

Definition 3.3 For games with neither null nor veto players we use the notations ŜG
¬n,¬v

(n, t, r) and SG¬n,¬v(n, t, r).

For each (t, r) ∈ N2
>0 we define the generation functions

f̂(x; t, r) :=
∑
n∈N

ŜG(n, t, r) · xn, f(x; t, r) :=
∑
n∈N

SG(n, t, r) · xn,

f̂¬n,¬v(x; t, r) :=
∑
n∈N

ŜG
¬n,¬v

(n, t, r) · xn and f¬n,¬v(x; t, r) :=
∑
n∈N

SG¬n,¬v(n, t, r) · xn,

Proposition 3.4

(a) If v is a simple game with n players, t equivalence classes of players, without null or veto players. Then, we
have t ≤

⌊
n
2

⌋
.

(b) If v is a simple game with n players and, t equivalence classes of players. Then, we have t ≤
⌊
n
2 + 1

⌋
.
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Proof:

(a) The set of inequalities in Equation (1) implies ni > 1 for any i = 1, . . . , t, which automatically imposes a
bound on the maximum value of t. For n even, the maximum possible value of t is achieved when all ni are equal
to 2, hence t = n

2 , and for n odd, the maximum appears when all ni but one are equal to two and the other is equal
to three, hence t = n−1

2 . In other words t ≤
⌊
n
2

⌋
.

(b) A null player or a veto player can belong to a class of only one player, hence, similarly than in (a), there
is room for one more space since we can split one class of two players into a single veto player and a single null
player, thus t ≤

⌊
n
2 + 1

⌋
.

Finally note that for any of the vectors n mentioned above, there exists one game, consisting in mi = 1 for any
class of players except the class of nulls (if exists) which has assigned a 0.

□

Proposition 3.5 Given t and n, the number of integer solutions of

1 ≤ m1 ≤ n1 − 1

1 ≤ m2 ≤ n2 − 1

...

1 ≤ mt ≤ nt − 1

subject to
∑t

i=1 ni = n, corresponds to the n-th coefficient of the generating function g(x)t. These coefficients can
be written as

ŜG
¬v,¬n

(n, t, 1) =

(
n− 1

2t− 1

)
or in terms of generating functions

f̂¬n,¬v(x; t, 1) = g(x)t =
∑
n≥0

(
n− 1

2t− 1

)
xn (2)

Note that, by binomial’s definition, it is 0 when n < 2t.

Before the proof, we recall a binomial property, known as Chu-Vandermonde identity, which applies for any
integers j, k, r such that 0 ≤ j ≤ k ≤ n,

r∑
m=0

(
m

j

)(
r −m

k − j

)
=

(
r + 1

k + 1

)
. (3)

Proof: By induction on t, we know that for t = 1, it holds
(
n−1
n−2

)
= n− 1, as expected. Suppose it is true for t− 1.

Note

ŜG
¬v,¬n

(n, t, 1) =

n−2t+2∑
i=1

ŜG
¬v,¬n

(n− i− 1, t− 1, 1) · (i− 1).

The previous formula is true due to the following argument: it is not possible to get the games of n players and
t classes from games with n − 1 players and t − 1 classes since having nt = 1 would imply to have null or veto
players, and we are not counting them here. The way to have t equivalent classes from t − 1 classes is: first to
consider the case with t− 1 classes of n− 2 players and adding one new class with two players, then consider all
cases with t− 1 classes of n− 3 players and adding a class of three players (i.e. nt = 3), and so on.
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We can do this process until the maximum size of nt = n − 2t + 2, since in the previous t − 1 classes there
should be at least two player on each class. Also, pointing out that adding a class of size nt generates nt−1 options
in the new restriction 1 ≤ mt < nt, we need to multiply ŜG

¬v,¬n
(n− i, t− 1, 1) by i− 1.

Now, using induction for t ≥ 2,

ŜG
¬v,¬n

(n, t, 1) =

n−2t+2∑
i=1

(
n− i− 1

2(t− 1)− 1

)
· (i− 1)

=
n−2t+2∑

i=1

(
n− i− 1

2t− 3

)
· (i− 1)

=
n−2∑
i=1

(
n− i− 1

2t− 3

)
· (i− 1)

since
(
a
b

)
= 0 when a < b. Now applying the Chu-Vandermonde identity in Equation (3) with j = 1, m = i − 1,

k = 2t− 2 and r = n− 2 we obtain (
n− 1

2t− 1

)
as expected. Also, for n < 2t there are no terms in the summation so ŜG

¬v,¬n
(n, t, 1) = 0. □

Note that the integer solutions of Proposition 3.5 still contain isomorphic games.

Example 3.6 The games (n1,M1) and (n2,M2) are isomorpic where

n1 = (2, 3, 3, 4)

M1 =
(
1 1 2 1

) n2 = (2, 3, 4, 3)

M2 =
(
1 1 1 2

)
and both are integer solutions of Proposition 3.5. In fact, there are in total 24 solutions of Equation (1) that lie in
the same proper representation. The number of proper representations has to be computed using symmetric groups
and cyclic indices. In other words, while all 24 solutions satisfy Condition (b) in Definition 2.3, only two of them
satisfy Condition (a), and only one of these two also satisfies (c). See Example 3 in [17] for more details.

In order to count only non-isomorphic games we should apply a similar argument than the one in Lemma 7 in
[17] but for an arbitrary number of equivalence classes of players, t. To do that, we apply Pólya’s Enumeration
Theorem for generating functions (see [20, 21, 22]).

Definition 3.7 Generically speaking, the cycle index Z(G) of a permutation group G is the average of the cycle
index monomials of all the permutations g ∈ G, i.e.

Z(G) =
1

|G|
·
∑
g∈G

n∏
k=1

a
jk(g)
k , (4)

where n is the degree of G and jk(g) encodes the cycle structure of g, (see e.g. [26]).
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Example 3.8 For example, reviewing the next symmetric groups, we have:

Z(S2) =
a21 + a2

2

Z(S3) =
a31 + 3a1a2 + 2a3

6

Z(S4) =
a41 + 8a1a3 + 3a22 + 6a21a2 + 6a4

24
.

Considering the symmetric group St where each element of the group consists in one equivalence class, and
using that the enumeration we are pursuing is defined by g(t) for a single equivalence class, Pólya’s Enumeration
Theorem states that the number of non-isomorphic simple games with one minimal winning profile, n players and
t classes of players and neither veto nor null players, denoted by SG¬v,¬n(n, t, 1), is given by the coefficients of
the following generating function:

f¬n,¬v(x; t, 1) =
∑

j1+2j2+3j3+···+tjt=t

1∏t
k=1(k

jkjk!)

t∏
k=1

g(xk)jk , (5)

or recursively

f¬n,¬v(x; t, 1) =
1

t

t∑
k=1

(
g(xk) · f¬n,¬v(x; t− k, 1)

)
. (6)

Note that another notation in the literature for the generating function in Equation (5) is ZSt(g(x), g(x
2), g(x3), . . . ).

Pólya’s Enumeration Theorem applies for constants, polynomials and generating functions. The computation
of this formula result into another generating function that give us the coefficients of an enumeration we are looking
for (Theorem 3.11). As an example, we will use this equality to compute the number of non-isomorphic games of
nine players and three classes of players, so n = 9, i.e. we will look for the term x9 of the resulting generating
function when t = 3.

However, first we need to understand the terms g(xk)jk , so we rephrase Equation (2) to announce Theorem
3.11.

Proposition 3.9 Given integers a > 1 and b > 0, we have

g(xa)b =
∑
n≥0

((n
a − 1

)
· 1{n≡0 mod a}
2b− 1

)
xn

where 1{n≡0 mod a} states for the characteristic function that takes value 1 when n ≡ 0 mod a, and 0 otherwise.

Proof: Note when a = 1 the formula matches with Proposition 3.5. Also, to consider the power of a variable keeps
the coefficients the same but translated in therms of this power. Considering y = xa,

g(y)b =
y2t

(1− y2)t
=

∑
n′≥0

(
n′ − 1

2t− 1

)
yn

′
,

and undoing the change, we obtain
g(xa) =

∑
n≥0

(n′ − 1)xan
′
,
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hence n = an′ and n′ = n
a , so the coefficient is

( n
a − 1

2t− 1

)
only in the multiples of a, and zero otherwise. In other

words,

g(xa)b =
∑
n≥0

((n
a − 1

)
· 1{n≡0 mod a}
2b− 1

)
xn

□

Also, g(xa)0 = 1, i.e. the sequence 1, 0, 0, 0, . . . , which plays the role of the neutral element in the convolution.
Furthermore, note that the fraction n

a − 1 is an integer when the characteristic function takes value 1.

Now we can give an example of Pólya’s Enumeration Theorem for a fixed number of players instead of all
generating functions. Note first that f¬n,¬v(x; 0, 1) = 1 and f¬n,¬v(x; 1, 1) = g(x).

Example 3.10 Using the previous results, we find the number of simple games with one minimal winning vector,
neither veto nor null players, 9 players and 3 equivalence classes of players. To do it, we get the coefficient of the
term x9 of the following generating function. However, to simplify the computations, we can replace g(x) by only
x2 + 2x3 + · · ·+ 6x7. Using the recursion formula in Equation (6), we get

f¬n,¬v(x; 3, 1) =
1

3

3∑
k=1

(
g(xk) · f¬n,¬v(x; 3− k, 1)

)
,

so we need to compute before f¬n,¬v(x; 2, 1).

f¬n,¬v(x; 2, 1) =
1

2

(
(x2 + 2x3 + · · ·+ 6x7) · f¬n,¬v(x; 1, 1) + (x4 + 2x6 + · · ·+ 6x14) · f¬n,¬v(x; 0, 1)

)
,

=
1

2

(
(x2 + 2x3 + · · ·+ 6x7) · (x2 + 2x3 + · · ·+ 6x7) + (x4 + 2x6 + · · ·+ 6x14)

)
which is equal to some coefficients of degree bigger than 7 and the term

x4 + 2x5 + 6x6 + 10x7,

which is the one we need to compute the remaining term:

f¬n,¬v(x; 3, 1) =
1

3

(
(x2 + 2x3 + · · ·+ 6x7) · (x4 + 2x5 + 6x6 + 10x7 + . . . )

)
+

+
(
(x4 + 2x6 + · · ·+ 6x14) · (x2 + 2x3 + · · ·+ 6x7)

)
+
(
(x6 + 2x9 + · · ·+ 6x21) · 1

)
=

= x6 + 2x7 + 6x8 + 14x9 + . . .

So there are 14 non-isomorphic simple games with one minimum wining vector, 9 players and 3 classes of players
without null or veto players. Concretely, the following ones divided into 3 possible values of the vector n:

n1 = (5, 2, 2)

M1 =
(
4 1 1

)
M2 =

(
3 1 1

)
M3 =

(
2 1 1

)
M4 =

(
1 1 1

)

n2 = (4, 3, 2)

M5 =
(
3 2 1

)
M6 =

(
2 2 1

)
M7 =

(
1 2 1

)
M8 =

(
3 1 1

)
M9 =

(
2 1 1

)
M10 =

(
1 1 1

)

n3 = (3, 3, 3)

M11 =
(
2 2 2

)
M12 =

(
2 2 1

)
M13 =

(
2 1 1

)
M14 =

(
1 1 1

)
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Now we are able to represent the general term SG¬v,¬n(n, t, 1) replacing the generic terms g(xk)jk of Equation
(6) by the ones obtained in Proposition 3.9 and representing the multiplication of series as the convolution of its
coefficients.

Theorem 3.11 The number of non-isomorphic simple games with one minimal winning vector and neither veto
nor null players is given by the following equation.

SG¬v,¬n(n, t, 1) =
∑

j1+2j2+3j3+···+tjt=t

1∏t
k=1(k

jkjk!)

t∗
k=1
jk ̸=0

(n−k
k · 1{n≡0 mod k}

2jk − 1

)

where∗ denotes the convolution product of all values varying k from 1 to t. Note that the convolution applies to
a function depending on n, where k and jk are fixed.

Proof: Plugging the expression from Proposition 3.9 into Equation (6) we get

f¬n,¬v(x; t, 1) =
∑

j1+2j2+3j3+···+tjt=t

1∏t
k=1(k

jkjk!)

t∏
k=1
jk ̸=0

∑
n≥0

(
(nk − 1) · 1{n≡0 mod k}

2jk − 1

)
xn

 . (7)

Note that we are excluding the terms g(xk)0 of the product since it is equivalent to multiply by 1. Then, the Cauchy
product of these series become

f¬n,¬v(x; t, 1) =
∑

j1+2j2+3j3+···+tjt=t

1∏t
k=1(k

jkjk!)

∑
n≥0

 t∗
k=1
jk ̸=0

(n−k
k · 1{n≡0 mod k}

2jk − 1

)xn

 ,

so, indeed, coefficient by coefficient we get

SG¬v,¬n(n, t, 1) =
∑

j1+2j2+3j3+···+tjt=t

1∏t
k=1(k

jkjk!)

t∗
k=1
jk ̸=0

(n−k
k · 1{n≡0 mod k}

2jk − 1

)
as expected. □

We are using the convolution to simplify the notation but would be equivalent to represent it as a succession of
summation as the Cauchy product does. Form the recursive formula of the symmetric group (Equation (6)) we get
the following corollary.

Corollary 3.12 The number of non-isomorphic simple games with one minimal winning vector and neither veto
nor null players is given by the following equation.

SG¬v,¬n(n, t, 1) =
1

t

t∑
l=1

n∑
k=1

(((
k

l
− 1

)
· 1{k≡0 mod l}

)
· SG¬v,¬n(n− k, t− l, 1)

)
For the proof, we just need to point out that, to multiply the two generating functions from Equation (6) we get

a discrete convolution. Furthermore, the first of these two generating functions that we need to multiply for each l
corresponds to the one in Proposition 3.9 with b = 1. Note that this binomial is 0 when n = 0, since it is outside the
bounds where the binomial takes non zero values, so we can exclude this term from the summation. Additionally,
the upper part of the binomial is always a positive integer since the characteristic function takes value zero when
the fraction is not a positive integer. To simplify the calculations, we will denote this kind of fraction (the ones that
end up being zero) by △.

10



Example 3.13 (Revisiting Example 3.10). We will again compute the number of simple games with 9 players and
3 classes of players without nulls or vetoers using Corollary 3.12. We start with

SG¬v,¬n(9, 3, 1) =
1

3

3∑
l=1

9∑
k=1

(((
k

l
− 1

)
· 1{k≡0 mod l}

)
· SG¬v,¬n(9− k, 3− l, 1)

)
.

Recall SG¬v,¬n(n, 0, 1) is 0 if n > 0 and 1 for n = 0. Also, SG¬v,¬n(n, 1, 1) = n − 1. Hence, first we need to
compute SG¬v,¬n(n, 2, 1) for n = 0, . . . , 8. For example,

SG¬v,¬n(5, 2, 1) =
1

2

2∑
l=1

5∑
k=1

(((
k

l
− 1

)
· 1{k≡0 mod l}

)
· SG¬v,¬n(5− k, 2− l, 1)

)
=

1

2
(((0 · 1) · 3) + ((1 · 1) · 2) + ((2 · 1) · 1) + ((3 · 1) · 0) + ((4 · 1) · 0))+

+ ((△ · 0) · 0) + ((0 · 1) · 0) + ((△ · 0) · 0) + ((1 · 1) · 0) + ((△ · 0) · 1))

=
1

2
(2 + 2) = 2

and repeating the process from the remaining values, we obtain Table 1.

n 0 1 2 3 4 5 6 7 8
SG¬v,¬n(n, 2, 1) 0 0 0 0 1 2 6 10 19

Table 1: Values of SG¬v,¬n(n, 2, 1) for n = 0, . . . , 8.

So we compute,

SG¬v,¬n(9, 3, 1) =
1

3

3∑
l=1

9∑
k=1

(((
k

l
− 1

)
· 1{k≡0 mod l}

)
· SG¬v,¬n(9− k, 3− l, 1)

)
=

1

3
(((0 · 1) · 19) + ((1 · 1) · 10) + ((2 · 1) · 6) + ((3 · 1) · 2) + ((4 · 1) · 1) + ((5 · 1) · 0)

+ ((6 · 1) · 0) + ((7 · 1) · 0) + ((8 · 1) · 0)
+ ((△ · 0) · 7) + ((0 · 1) · 6) + ((△ · 0) · 5) + ((1 · 1) · 4) + ((△ · 0) · 3) + ((2 · 1) · 2)
+ ((△ · 0) · 1) + ((3 · 1) · 0) + ((△ · 0) · 0)
+ ((△ · 0) · 0) + ((△ · 0) · 0) + ((0 · 1) · 0) + ((△ · 0) · 0) + ((△ · 0) · 0) + ((1 · 1) · 0)
+ ((△ · 0) · 0) + ((△ · 0) · 0) + ((2 · 1) · 1))

=
1

3
(10 + 12 + 6 + 4 + 4 + 4 + 2) = 14

obtaining the expected value.

Next result considers all the possible ways to add veto and null players into a game without them, in order to
obtain all simple games with minimal for a given n and t.

Theorem 3.14 For t > 2,

SG(n, t, 1) = SG¬v,¬n(n, t, 1) + 2

n−2∑
i=1

SG¬v,¬n(n− i, t− 1, 1) +

n−2∑
i=2

(i− 1) · SG¬v,¬n(n− i, t− 2, 1)
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For t = 2

SG(n, 2, 1) = SG¬v,¬n(n, 2, 1) + 2
n−2∑
i=1

SG¬v,¬n(n− i, 1, 1) + n− 1.

Proof:
Case t > 2. A game with one minimal winning coalition and n players and t > 2 equivalent classes of players that
can contain null or veto players comes from one of these four categories

a. It does not contain neither null nor veto players. There are SG¬v,¬n(n, t, 1) of such non-isomorphic games.

b. It contains i null players for i ∈ {1, . . . , n − 2}. There are
∑n−2

i=1 SG¬v,¬n(n − i, t − 1, 1) non-equivalent
games of this kind. Note the upper bound is n − 2 since we have t > 2 classes of equivalent players, and
at most there are n − 2 null players in one class and, at least one player in each of the t − 1 ≥ 2 remaining
classes.

c. It contains i veto players for i ∈ {1, . . . , n−2}. Analogously as in b), there are
∑n−2

i=1 SG¬v,¬n(n−i, t−1, 1)
non-equivalent games.

d. It contains a total number of i “nulls plus veto players”, with at least one of each class. There are i− 1 ways
to make the choice. Once it is done, n − i players remain into t − 2 classes, so there are

∑n−2
i=2 (i − 1) ·

SG¬v,¬n(n− i, t− 2, 1) non-isomorphic games of this type.

Case t = 2. The arguments in a), b) and c) are still valid. Regarding d) we just need to count how many games
with n players with only veto and null players there are, with at least one of each kind, which are n− 1.

□

Note that SG(n, 2, 1) coincides with Corollary 5.4 of [11].

Example 3.15 Additionally in terms of generating functions, f(x; t, 1), we have

f(x; 2, 1) =
x2 ·

(
1 + 2x+ x2 − 2x3

)
(1− x)2(1− x2)2

=
1

2
· x4

(1− x)4
+

1

2
· x4

(1− x2)2
+

2x3

(1− x)3
+

x2

(1− x)2
,

f(x; 3, 1) =
x4 ·

(
1 + 4x+ 4x2 + 2x3 − 3x4 − 2x6

)
(1− x)2(1− x2)2(1− x3)2

,

f(x; 4, 1) =
x6 ·

(
1 + 4x+ 7x2 + 8x3 + 11x4 + 6x5 + 3x6 − 2x7 − 7x8 − 6x9 − 2x11 + x12

)
(1− x)2(1− x2)2(1− x3)2(1− x4)2

,

Since Proposition 3.4 proposes bounds on t, we have the following result.

Theorem 3.16

SG¬v,¬n(n, 1) =

⌊n
2
⌋∑

i=1

SG¬v,¬n(n, i, 1)

and

SG(n, 1) =

⌊n
2
⌋+1∑

i=1

SG(n, i, 1)

Proof: From Proposition 3.4 we just need to sum the terms satisfying the bounds. □
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In Table 2 we list the values of SG(n, t, 1) for all n ≤ 20. Except for SG(n, 1, 1) = n none of the occurring
integer sequence is contained in the OEIS.

n/t 1 2 3 4 5 6 7 8 9 10 11 SG(n, 1)

1 1 1
2 2 1 3
3 3 4 7
4 4 10 1 15
5 5 18 6 29
6 6 31 17 1 55
7 7 46 40 6 99
8 8 68 79 20 1 176
9 9 92 146 52 6 305

10 10 125 244 122 20 1 522
11 11 160 392 252 56 6 877
12 12 206 598 485 139 20 1 1461
13 13 254 882 872 316 56 6 2399
14 14 315 1258 1494 659 144 20 1 3905
15 15 378 1756 2444 1298 338 56 6 6291
16 16 456 2387 3871 2416 744 144 20 1 10055
17 17 536 3192 5924 4314 1540 344 56 6 15929
18 18 633 4191 8844 7399 3042 771 144 20 1 25063
19 19 732 5424 12878 12286 5748 1646 344 56 6 39139
20 20 850 6921 18387 19791 10478 3352 778 144 20 1 60742

Table 2: SG(n, t, 1) for small parameters and its sum SG(n, 1) on the last column.

4 Dimension of simple games with minimum

When considering only one minimal winning vector, the concept of dimension becomes straightforward to com-
pute. In this section, we show, for this context, the relation between the dimension and the number of equivalent
classes of players t.

Recall a simple game (N, v) is said to be weighted if there exists a function w : N → R and a quota q ∈ R that
assigns to each player i a weight wi such that ∑

i∈W
wi ≥ q >

∑
i∈L

wi

for any W ∈ Wm and L ∈ LM .

Additionally, given two simple games involving the same set of players, (N, v1) and (N, v2), we define, as
usual, the game intersection (N, v) as v(S) = 1 ⇐⇒ v1(S) = 1 and v2(S) = 1. We say that a game (N, v) has
dimension k if it can be represented as the intersection of k weighted games but not as the intersection of k − 1
weighted games.

Theorem 4.1 Let n = (n1, . . . , nt) ∈ Nt
>0 and m = (m1, . . . ,mt) ∈ Nt uniquely characterize a simple game v

with minimum. If v does neither contain null players nor veto players, then dim(v) = t.

Proof: Since v does not contain veto or null players, we have 1 ≤ mi ≤ ni − 1 for all 1 ≤ i ≤ t. Let Ni denote the

13



set of players corresponding to ni. For each 1 ≤ i ≤ t let vi denote the weighted game with quota mi where the
players in Ni have weight 1 and all others have weight 0. With this we have v = ∩1≤i≤tv

i, so that dim(v) ≤ t.

For the other direction we can assume t ≥ 2. For each index 1 ≤ i ≤ t let Li ⊆ N such that Lj = Nj for
all 1 ≤ j ≤ n with j ̸= i and |Li ∩Ni| = mi − 1, so that Li is a losing coalition. For each 1 ≤ i < j ≤ t let
a ∈ (Li\Lj) ∩ Nj and b ∈ (Lj\Li) ∩ Ni. With this, Li\{a} ∪ {b} and Lj\{b} ∪ {a} are winning coalitions.
Thus, Li and Lj cannot both be losing coalitions in a weighted game where all winning coalitions of v are winning
coalitions, so that dim(v) ≥ t. □

Corollary 4.2 Let n = (n1, . . . , nt) ∈ Nt
>0 and m = (m1, . . . ,mt) ∈ Nt uniquely characterize a simple game v

with minimum. If v does not contain veto players but contains null players, then we have dim(v) = t− 1.

Theorem 4.3 Let n = (n1, . . . , nt) ∈ Nt
>0 and m = (m1, . . . ,mt) ∈ Nt uniquely characterize a simple game v

with minimum. If v contains veto players but does not contain null players, then we have dim(v) = max{t− 1, 1}.

Proof: Since v does not contain null players, we have 1 ≤ mi ≤ ni for all 1 ≤ i ≤ t. W.l.o.g. we assume m1 = n1

and mi ≤ ni − 1 for all 2 ≤ i ≤ t. Let Ni denote the set of players corresponding to ni. If t = 1, then we have
v = [n1; 1, . . . , 1], so that we assume t ≥ 2 in the following. For each 2 ≤ i ≤ t let vi denote the weighted game
with quota m1 +mi where the players in Ni ∪N1 have weight 1 and all others have weight 0. With this we have
v = ∩2≤i≤tv

i, so that dim(v) ≤ t− 1.

For the other direction, we can assume t ≥ 3. For each index 2 ≤ i ≤ t let Li ⊆ N such that Lj = Nj for
all 1 ≤ j ≤ n with j ̸= i and |Li ∩Ni| = mi − 1, so that Li is a losing coalition. For each 1 ≤ 2 < j ≤ t
let a ∈ (Li\Lj) ∩Nj and b ∈ (Lj\Li) ∩Ni. With this, Li\{a} ∪ {b} and Lj\{b} ∪ {a} are winning coalitions.
Thus, Li and Lj cannot both be losing coalitions in a weighted game where all winning coalitions of v are winning
coalitions, so that dim(v) ≥ t− 1. □

Corollary 4.4 Let n = (n1, . . . , nt) ∈ Nt
>0 and m = (m1, . . . ,mt) ∈ Nt uniquely characterize a simple game v

with minimum. If v contains both veto and null players, then we have dim(v) = max{t− 2, 1}.

5 Conclusion

In this article, we find formulas for the number of non-isomorphic simple games with minimum and its dimension.
These goals are achieved using an algebraic parameterization of these simple games in terms of a vector and a
matrix satisfying some properties. To obtain the enumeration, we used generating functions and Pólya Enumeration
Theorem to remove isomorphic simple games.

These combinatorial techniques could be used to extend these enumerations to wider classes of simple games.
For example, trying to consider the case where r = 2 or directly r ≥ 2. However, we need to point out that r grows
very fast (see [15] and [18] for more details2).

Many real-world situations can be modeled by simple games with minimum, but sometimes, adding some
other condition that, at first sight, can look simple, we can get out of this class. To illustrate why, to make this
generalization is interesting, we continue with an example.

The bicameral context where the approval of two chambers is required, is a classical example of a bipartite
simple game with one minimal winning vector, where the representatives of each chamber form a class of players,
and a majority is required in both chambers (for more details see e.g. Section 7 of [11]).

2In these papers, there is a bound on the subclass of complete simple games and, instead of minimal winning vector, in terms of a
variation, called shift minimal winning vectors. The number of shift minimal winning coalitions, in a complete simple game is, at the same
time, less or equal than the number of minimal winning coalitions of the same game, so we can use this bound to see how the number r
grows (at least).
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If we focus on the United States congress, see [12]. It says “in order to pass legislation and send it to the Pres-
ident for his or her signature, both the House and the Senate must pass the same bill by majority vote”. However,
while the House is formed by an odd number of representatives, 435, the Senate is formed by 100 senators and
in case of draw, an untie mechanism is defined consisting in the vote of the vice-president of the United States
(who is not a senator), see U.S. Constitution, Article I, Section 3, Clause 4, e.g. [2]. In that case we would have
a pair (n1,M1), where n1 = (435, 101), where the first class of equivalent players corresponds to the House
representatives and the second class corresponds to the senators and the Vice-President, and a matrix like

M1 =
(
218 51

)
since, according to the desirability relation and the definition of the parameterization, the U.S. Vice-President

is in the same class of the senators.

However, again according to [12], “If the President vetoers a bill, they [the House and the Senate] may override
his veto by passing the bill again in each chamber with at least two-thirds of each body voting in favor”. Hence, if
we ask for the game consisting on passing the bill and not just sending it to the President for its signature, the game
can be represented by (n2,M2):

M2 =

1 218 51 0
1 218 50 1
0 290 67 0


with n2 = (1, 435, 100, 1), where the classes of players correspond, in order, to the President, the House repre-
sentatives, the Senate representatives and the Vice-president. Note that, in the last minimal winning vector, the
Vice-President does not play any role since a tie is not possible when looking for two thirds of a non-multiple of
three. Thus, we have mentioned a simple game with three minimal winning vectors, abandoning the class studied
in this paper.
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