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Deutsche Zusammenfassung

Eine der vielversprechendsten neuen Halbleiterklassen ist die Klasse der Metallhalo-
genid-Perowskite. Wahrend Perowskit-Solarzellen kurz vor der Kommerzialisierung
stehen, zeigen Metallhalogenid-Perowskite auch vielversprechende Eigenschaften fiir
den Einsatz in anderen optoelektronischen Geraten, wie Rontgendetektoren oder
neuromorphen Geraten. Eine anwendungsiibergreifende Herausforderung ist die
Stabilitat dieser Materialien, die oft mit der Tatsache zusammenhéngt, dass in
Metallhalogenidperowskiten viele dynamische Strukturprozesse gleichzeitig ablaufen.
Die Dynamik und Kinetik der strukturellen Veranderungen wahrend und nach der
Materialbildung sind noch nicht gut verstanden, und die grundlegenden Mechanis-
men bleiben unklar. Ziel dieser Arbeit ist es daher, das grundlegende Verstéindnis
der kinetischen und dynamischen Strukturprozesse in Bleihalogenidperowskiten zu
erweitern und weitere Moglichkeiten zur Messung dynamischer Prozesse zu schaffen.

Aus diesem Grund konzentriert sich diese Arbeit zunichst auf die Entwicklung
eines detaillierten Verstandnisses der Verarbeitung von Bleihalogenidperowskiten
aus der Losung in Kapitel 4. In diesem Kapitel habe ich die Kristallisationsprozesse
wéhrend der Spin- und Slot-Die-Beschichtung von MAPbI3 mit unterschiedlichen Ver-
dampfungsraten untersucht. Der Perowskitbildungsprozess wird durch gleichzeitige
in-situ Photolumineszenz-, Lichtstreuungs- und Absorptionsmessungen untersucht.
Verfolgt man die zeitliche Entwicklung der optischen Parameter, so zeigt sich bei
beiden Prozessierungsmethoden zunéchst die Bildung von Losungsmittel-Komplex-
Strukturen, gefolgt von der Perowskit-Kristallisation. Die Kristallisation erfolgt bei
der Spin-Beschichtung in zwei Stufen, wahrend bei der Slot-Die-Beschichtung nur
eine Kristallisationsphase stattfindet. Aus der Verfolgung der optischen Parameter
auf einer relativen Zeitskala ldsst sich ableiten, dass die Dauer der zweiten Perowskit-
Kristallisation bei der Spin-Coating-Beschichtung mit steigenden Verdampfungsraten
zunimmt, was darauf hindeutet, dass die zweite Kristallisation aufgrund von Unter-
schieden in den anfinglich gebildeten Losungsmittel-Komplex-Phasenmorphologien
begrenzt erscheint.

Im anschlieflenden Teil der Arbeit (Kapitel 5) wird die Kinetik der Halogenidwan-
derung in einer physikalischen Mischung aus trocken prozessierten MAPbI3- und
MAPbDBBr3-Pulvern untersucht. Mit Hilfe der Rontgenbeugung zur Verfolgung der
Halogenidwanderung habe ich den thermisch getriebenen Halogenid-Mischprozess
unter Lichtausschluss und die Bildung von MAPDbDI3 ,Br, Mischkristallen unter-
sucht. Auflerdem wurde die ionische Fliissigkeit BMIMBF, zu den reinen Halogenid-
Perowskitpulvern hinzugefiigt. ITonische Fliissigkeiten wie BMIMBF, werden gemis-
chten Halogenidperowskiten zugesetzt, um die Entmischung der Halogenidphasen
zu verhindern und die Phasenstabilitat zu erhohen. Die genauen Mechanismen,
die die Halogenidkinetik verdndern, sind derzeit noch unklar. Meine Ergebnisse
zeigen, dass die Halogenidmigration durch den Zusatz von BMIMBF, im Vergle-
ich zu additivfreien Mischungen erheblich beschleunigt wird. Dies wird auf die
fliissigkeitsahnliche Dynamik von BMIMBF, bei erhohten Temperaturen zuriick-



gefithrt, wodurch Defektstellen an Perowskit-Grenzflachen freigesetzt werden. Die
Rontgenbeugungsexperimente zeigten aulerdem, dass die Aktivierungsenergie fur
die Bromidwanderung halidspezifisch ansteigt.

Im néchsten Teil (Kapitel 6) der Dissertation wird die kohérente Streumethode
Roéntgenphotonenkorrelationsspektroskopie (XPCS) auf diinne Filme von MAPbI;
angewandt, um die Dynamik auf der Nanometer- bis Mikrometerskala im Inneren
des Diinnfilms zu messen. Fiir die Messung diinner Filme wird XPCS bei streifen-
dem Einfall (GI) gemessen, was zu einer Uberlagerung von Signalen aufgrund von
Reflexions- und Brechungseffekten fithrt, die aus dem Storungsansatz der Born-
schen Néherung (DWBA) bekannt sind. Durch gleichzeitige Messung von XPCS
bei transmittiertem streifendem Einfall und XPCS bei streifendem Einfall kann
ich die Auswirkungen dieser Effekte experimentell bestimmen. Dazu vergleiche ich
die experimentellen Ergebnisse im Rahmen der vereinfachten DWBA und beziche
den nichtlinearen Effekt der Refraktion mit ein, um Bereiche auf dem Detektor zu
identifizieren, die hauptséachlich durch einen einzelnen Streuungsbeitrag dominiert
werden. Der vorgestellte Analyseansatz ermoglicht es, experimentelle Bedingungen
zu identifizieren, sodass die analysierten Daten so nah wie moglich an unverzerrte
Transmissions-XPCS Ergebnisse herankommen.

Im letzten Teil meiner Dissertation (Kapitel 7) habe ich die Auswirkungen von
Reflexion und Brechung in XPCS-Experimenten unter streifendem Einfall weiter
untersucht. Durch die Simulation eines Systems von Partikeln in ballistischer Be-
wegung und die Analyse der Dynamik direkt aus den Partikeltrajektorien, aus
berechneten Transmissions-XPCS und berechneten XPCS im streifenden Einfall
konnte ich den Effekt von iiberlappenden Streusignalen bei XPCS im streifenden
Einfall quantifizieren. Um den Ursprung der Verzerrungen zu ermitteln, habe ich den
in Kapitel 6 vorgestellten Ansatz angewandt und gezeigt, dass die Verzerrungen fir
das ausgewahlte Partikelsystem hauptsichlich auf Brechungseffekte zurtickzufiihren
sind. Dieses Ergebnis konsolidiert den auf den experimentellen Ergebnissen aus
Kapitel 6 basierenden Ansatz zur Identifikation von experimentellen Bedingungen,
die méglichst wenig Verzerrungen bei XPCS-Experimenten im streifenden Einfall pro-
duzieren. Zusammen erdffnen Kapitel 6 und 7 ein weiteres Instrument zur Messung
der Dynamik im Inneren von Bleihalogenid-Perowskit-Diinnschichten.
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English Abstract

One of the most promising new classes of semiconductors is the class of metal halide
perovskites. While perovskite solar cells are on the verge of commercialisation, metal
halide perovskites also show promising properties for use in other optoelectronic
devices, such as X-ray detectors or neuromorphic devices. A cross-application
challenge is the stability of these materials, often associated with the fact that many
dynamic structural processes take place simultaneously in metal halide perovskites.
The dynamics and kinetics of structural changes during and after material formation
are still not well understood and fundamental mechanisms remain unclear. Therefore,
the aim of this thesis is to extend the basic understanding of kinetic and dynamic
structural processes in lead halide perovskites and to provide further possibilities to
measure dynamic processes.

For this reason, this thesis will first focus on the development of a detailed
understanding about lead halide perovskite processing from solution in Chapter 4.
In this chapter I investigated the crystallization processes during spin and slot-die
coating of MAPDI; with different evaporation rates. The perovskite processing
is investigated by simultaneous in-situ photoluminescence, light scattering, and
absorption measurements. By following the time evolution of the optical parameters,
both processing methods initially show the formation of solvent-complex structures,
followed by perovskite crystallization. The crystallization takes place in two stages
for spin coating, while for slot-die coating only one crystallization phase occurs. By
following the optical parameters on a relative time scale it is deduced that the duration
of the second perovskite crystallization in spin coating increases with increasing
evaporation rates, an indicator that the second crystallization appears restricted due
to differences in the initially formed solvent-complex phase morphologies.

In the subsequent part of the thesis (Chapter 5) the halide migration kinetics in a
physical mixture of dry-processed MAPbI3 and MAPbBr3 powders are investigated.
By using X-ray diffraction to follow the halide migration I investigated the thermally
driven halide mixing process under dark conditions and the formation of solid
solutions of MAPbI5_Br,. Furthermore, the ionic liquid BMIMBF, was added to the
pure halide perovskite powders. Ionic liquids, such as BMIMBEF,, are added to mixed
halide perovskites to prevent halide phase segregation and increase phase stability.
However, the exact mechanisms changing the halide kinetics are currently unclear. I
conclude from my experiments that halide migration is significantly accelerated with
the addition of BMIMBF, compared to additive-free mixtures. This is attributed to
liquid-like dynamics of BMIMBF, at elevated temperatures, liberating defect sites
at perovskite interfaces. The X-ray diffraction experiments further showed that a
halide specific increase of the activation energy for bromide migration is seen.

In the next part (Chapter 6) of the thesis the coherent scattering method X-
ray photon correlation spectroscopy (XPCS) is applied to thin films of MAPbI;
to measure dynamics on the nanometer to micrometer scale in the thin film bulk.
In measuring thin films, XPCS is applied in grazing incidence (GI), which leads
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to a superposition of signals due to reflection and refraction effects, known from
the distorted-wave Born Approximation (DWBA). By simultaneously measuring
grazing incidence transmission and grazing incidence XPCS, I can experimentally
determine the impact of these effects. For this I compare the experimental results
in the framework of the simplified DWBA and include the nonlinear effect of the
refraction to identify areas on the detector, which are mainly dominated by a single
scattering contribution. The presented analysis approach allows the identification
of experimental conditions that can be chosen to run the data analysis as close as
possible to undistorted transmission XPCS.

In the final part of my thesis (Chapter 7) I further investigated the impact of
reflection and refraction in grazing incidence XPCS experiments. By simulating a
system of particles under ballistic motion and analyzing the dynamics directly from
the particle trajectories, from calculated transmission XPCS and calculated grazing
incidence XPCS the effect of overlapping scattering signals in grazing incidence XPCS
is quantified. To identify the origin of the distortions I applied the approach presented
in Chapter 6 and showed that the distortions for the chosen particle system are
mainly connected to refraction effects. This result further consolidates the approach
based on the experimental results from chapter 6 to identify experimental conditions
that minimise distortions in grazing incidence XPCS experiments. Together, chapters
6 and 7 provide another tool to measure the dynamics inside lead halide perovskite
thin films.

v
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]. Introduction

1.1 Motivation

In the course of advancing global warming, the demand for renewable and locally
available energies is growing and solar cells are now an important cornerstone of
the world’s energy supply.™ ? In the last decades silicon-based photovoltaics (PVs)
emerged as a pillar of renewable energy supply and are currently dominating the
market.™ 3 This is mainly due to an energy return on energy invested (EROI) of
10 and an energy pay-back time (EPBT) of around one year, '3 which leads to
acceptable an performance for a lifetime of several years. However, it has been
shown that the power conversion efficiency (PCE) of silicon solar cells can be further
increased by combining the active silicon layer with a second layer, e.g. in a tandem-
cell design. In such a tandem configuration two solar cells with different band gaps
are stacked on top of each other to extend the spectral coverage of the solar cell into
the blue and green spectral range.* > Therefore, materials are of interest which have
a band gap suitable for silicon and can be processed onto a prefabricated solar cell
with low energy expenditure and low processing costs.* 6

One material class satisfying these requirements are metal halide perovskites
(MHP). In tandem cells with monolithic silicon a PCE of 33,9% was recently achieved,”
but also MHP single-junction solar cells reach impressive PCE levels. While the
first MHP solar cells had efficiencies of 3.8% in 2009,% the PCE increased to 26.1%
in the course of less than two decades.” This is a level previously achieved only
by single crystal silicon solar cells and thus outperforms the most widely used
polycrystalline silicon solar cells.” Additionally, compared to silicon solar cells, MHP
solar cells require thinner active layers and can be deposited on mechanically flexible
substrates.” This combination of substrate flexibility and light weight allows for
the opportunity to extend the field of application to e.g. aerospace and wearable
electronics applications.!® Furthermore, recent research demonstrated that MHP also
perform well as X-ray detectors,' 3 in LEDs,'* 16 in lasers!” 'Y and in neuromorphic
devices, i.e. artifical synapses and memristors.?% 22

However, although MHP materials deliver impressive results for many applications,
there are issues that stand in the way of widespread commercialization. With a
focus on solar cell devices these issues primarily include problems with the transition
to industrially relevant module sizes (lab-to-fab transition) and the still low device
stability.23 2% In respect to the lab-to-fab transition, the perovskite crystallization
from the precursor solution during film formation is highly sensitive to factors such as
the precise precursor stoichiometry or the solvent used.?% 2" Depending on the solvent
used, the crystallization route and rates and thus the resulting film quality and
structure will change.?” ?° But even after film formation, dynamic processes continue
to take place in MHPs.?" For instance, the comparatively mechanically soft lattice
structure in MHPs in combination with lattice defects leads to diffusion of mobile
ionic species.?® 3! Such ionic diffusion can result in pronounced hysteresis in measured
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J-V-curves or even lead to phase segregation for mixed halide perovskites.?? 33 Phase
segregation alters the previously tuned optoelectronic properties of the perovskite
and is therefore detrimental in applications.3335

All these phenomena I mentioned are related to the fact that organic hybrid lead
halide perovskites are a highly dynamic system, during and after processing.?® The
dynamic processes, such as the movement of ions and the associated changes in defects,
take place continuously in a fully processed film.?! As a result the kinetics of many
material properties change, such as the ion migration rates or phase transformation
rates.?> Consequently, the material properties of a perovskite thin film can be better
understood by quantifying its dynamics and kinetics, e.g. by measuring the dynamics
of ionic motion and the kinetics of the respective ion migration rates.

Earlier approaches in MHP processing mostly ignored these dynamic processes but
focused on optimizing the film morphology by finding suitable processing parameters
resulting in promising perovskite films, but without yet understanding the underlying
mechanism of film formation.3® 37 Such trial-and-error approaches are on the one hand
labor-intensive and on the other hand error-prone, since the perovskite crystallization
pathway depends on various parameters which are often not considered in the
optimization approaches.?® 3 In addition, the influence of other processing variables,
such as ambient temperature, humidity or variances in purchased precursors, is often
not taken into account when optimizing perovskite processing routes. Consequently,
there are significant differences in MHP properties between laboratories.?”

To transition from an error-prone trial-and-error optimization approach to a
more systematic approach of optimizing perovskite processing routes, it is necessary
to study and to increase the understanding of the perovskite film formation and
subsequent dynamical processes. Such an understanding would allow to selectively
affect the perovskite crystallization and the associated film formation and identify
routes to hinder subsequent film degradation.

Suitable methods to study the kinetics of perovskite formation and subsequent
dynamic processes and changes to the kinetics of material properties in MHP materials
are various in situ methods. Optical in situ spectroscopy and in situ X-ray scattering
have proven to be particularly suitable and popular.**#2 Optical in situ spectroscopy
capitalizes on the knowledge that the optoelectronic properties of the perovskite
are strongly affected by the structure of the perovskite,*> 4 whereas in situ X-ray
scattering allows direct time-resolved structural characterization.*> 46 However, only
the structural changes with time can be resolved by X-ray scattering, and the direct
observation of dynamic processes such as ionic diffusion is only possible if they result
in structural changes.*® One X-ray based method for direct observation of dynamics
and disorder that has gained prominence in recent years is X-ray Photon Correlation
Spectroscopy (XPCS).4" % However, as geometric effects are known to distort the
extracted dynamics for thin films, XPCS is not yet standard practice for most thin
films.*? For surface-sensitive measurement geometries these effects can be avoided,®
but not for the bulk-sensitive XPCS measurements of interest for perovskites.?
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1.2 Objective

In the motivation it was outlined that still numerous gaps in the knowledge of
perovskite film formation and the subsequent dynamic processes remain. As a result
optimizing perovskite materials is still labor-intensive and key steps for the transition
to stable large scale PVs are not well understood.

The aim of the presented thesis is to investigate the kinetics and dynamics of key
structural processes of organic hybrid lead perovskite materials. The hereby investi-
gated structural processes include the initial kinetics of perovskite film formation
from solution and the kinetics of halide migration in fully formed organic hybrid lead
halide perovskite materials. Furthermore, a new approach to extend dynamic XPCS
measurements to perovskite thin films is presented, broadening the available tools to
track dynamics in perovskite materials. For that reason, the thesis is structured in
three parts that are introduced in the following and which are schematically depicted
in Figure 1.1.

As mentioned in the Introduction, the transition from small scale lab devices to
large scale fab devices encounters ongoing problems in the organic hybrid lead halide
perovskite community and the underlying mechanisms are not well investigated
and understood. In general, devices produced via continuous coating techniques
tend to result in lower PCE than comparable spin coated devices, associated with
differences in the perovskite film properties. In the first part of my thesis (Chapter 4)
I investigate this open question by examining the kinetics of structure formation of
organic hybrid lead halide perovskite thin films with optical in situ spectroscopy. To
elucidate the origin of these variations in film properties the crystallization kinetics
during slot-die and spin coating of perovskite thin films are investigated. As a
model system the probably best-investigated MHP methylammonium lead iodide
(CH3NH3PbI3 or MAPDI3) is chosen. The thin films are processed for both coating
techniques in a one-step synthesis, as such conceptually more simple syntheses are
more relevant in an industrial context, i.e. for roll-to-roll processing. To ensure
comparability in the duration of film formation between the coating techniques, the
solvent evaporation rates are adjusted by means of an air knife in the case of slot-die
coating and via the rotation speed in the case of spin coating.

Even after the material formation organic hybrid lead halide perovskite are a
highly dynamic material class. They tend to phase segregate into halide species-rich
domains in working PV devices, significantly hindering the commercialization of these
materials. The underlying mechanism of ionic diffusion and how to alter it is currently
under debate and various possible origins are discussed. To contribute to this ongoing
field of research, the second part of my thesis (Chapter 5) focuses on investigations
of the kinetics of the formation of solid solutions in mixed halide lead perovskites
via in situ X-Ray Diffraction. One popular approach to alter ionic diffusion and
therefore phase stability is to add ionic liquids (ILs), but the exact mechanisms how
ILs are changing halide kinetics are unclear. Here, perovskite powders (MAPbDI;
and methylammonium lead bromide, MAPbBr3) with and without the IL 1-butyl-3-
methyl-imidazolium tetrafluoroborate (BMIMBF,) of comparable morphology are
physically mixed. These physical mixtures are heated to temperatures between 55 °C
and 90 °C and the kinetics of halide diffusion are extracted from the reduction of neat
MAPDI3 and MAPbBr3 phases, showing that the addition of BMIMBF, leads to
accelerated ionic diffusion for both halide species, but resulting in a more pronounced
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Investigating Kinetics and Dynamics of Structural Changes in Lead Halide Perovskites

Figure 1.1: Overview of the topics covered within the thesis. The overarching aim of the work is to contribute to the unterstanding of
dynamic processes in lead halide perovskites and broaden the available tools to track these dynamics. Therefore, the work is split into
three parts. First, established optical spectroscopic methods are used to investigate how the processing techniques spin coating and slot-die
coating influence the kinetics of film formation in MHPs. In the next step, time-resolved X-ray diffraction is used to investigate the kinetics
of solid solution formation in mixed halide MHPs and how this can be modified by the addition of ionic liquids. In the last part of the
work, experiments and simulations are used to determine the origin of distortions in bulk-sensitive GI-XPCS measurements on MHP thin
films and how such distortions can be avoided.
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acceleration for Bromide.

In the last part I analyzed via experiments (Chapter 6) and simulations (Chapter
7) the angle-dependent geometry and reflection effects in bulk-sensitive grazing
incidence X-Ray Photon Correlation spectroscopy (GI-XPCS) measurements. By
the GI-XPCS measurements of MAPbI; thin films and further GI-XPCS simulations
I could deduce how the distortions of extracted bulk-dynamics due to geometry and
reflection effects arise and how such distortions may be avoided. To quantify the
effect of these distortions, at first theoretical calculations on the influence of refractive
and reflective effects of X-ray scattering within a thin film are presented. These
calculations are then taken into consideration when comparing distortion-reduced
grazing incidence transmission (GT)-XPCS measurements to the distorted, but easily
available, GI-XPCS measurements. The comparison allows to identify regions in
reciprocal space, which are expected to minimize the GI geometry-related distortions
in XPCS. Further, it will be analyzed how the identified reciprocal space regions
change with sample parameters, such as the film thickness and the material compo-
sition. However, since even in the less distorted GT geometry the distortions are
not completely eliminated and transmission XPCS measurements for thin MAPbDI3
films are not possible, another approach is used to further quantify the influence of
distortions in the GI geometry. For this quantification ballistic particle motion in a
liquid-like melt is simulated via Molecular Dynamics (MD) simulations. Based on
the derived time-resolved particle positions time-resolved X-ray scattering images in
a reflection and refraction-free transmission geometry and in the GIl-geometry are
calculated. Particle dynamics are extracted from the time-resolved scattering images
in both geometries and compared to the dynamics calculated from the MD-derived
particle trajectories, showing that increased distortions are present within the GI
derived dynamics with increasing incidence angle. The incident angle dependence
of the distortions is further analyzed to identify the main origin of the distortions.
By applying a refraction correction during the recalculation of the time-resolved GI
scattering images the calculated transmission XPCS dynamics are nearly reproduced,
establishing that for the presented particle motion the main origin of the distortions
is connected to refraction effects.

The remaining chapters cover the theoretical background (Chapter 2) and the
applied characterization methods and the details on employed material and sample
preparation procedures (Chapter 3). The thesis concludes with a summary discussing
the results of the presented work and remaining open questions are raised (Chapter
8).






2 Theoretical Section

This chapter covers the theoretical background for the topics dealt within the thesis.
First, a brief history of the material class 'perovskite’ is given in section 2.1. The
focus in this section is put on the perovskite structure including the structural
tunability and how different material morphologies, such as crystals, powders and
thin films, may influence material properties. Section 2.2 focuses on the optical
properties of lead halide perovskites. The section provides the necessary background
to follow the structural evolution of lead halide perovskites via photoluminescence
and UV-Vis absorption measurements. The chapter continues with an introduction
to X-ray scattering and its application to lead halide perovskites in section 2.3.
The section covers the basic principle of X-ray scattering, its application in grazing
incidence measurement geometries and the use of coherent X-rays for scattering. The
chapter concludes with an introduction to solid state Nuclear Magnetic Resonance
spectroscopy in section 2.4, covering its application to lead halide perovskite materials.

2.1 Lead Halide Perovskite Background

In general, the term perovskite refers to a material that has an ABX3 structure
(see Figure 2.1). After its first description in 1839, the material class was named
after the Russian mineralogist Lev Perovski.! Although there are many minerals of
the eponymous structure,’? 2 the term perovskite is used synonymously with metal
halide perovskites (MHPs) in the MHP research field. This will also be the case for
the presented thesis. For MHP the A-site is populated by cations (e.g. MA™ or FA™T),
while the B-site is populated by a metal (e.g. Pb?* or Sn?*) and the X-site by halide
anions (e.g. I or Br).>% % Since for MHP the A-site cation is an organic molecule,
these types of perovskites are referred to as hybrid organic-inorganic perovskites
(HOIP).>® Though first investigated in 1978,%% 57 the first solar cell with HOIP as
the active layer was produced in 2009.8 While initially power conversion efficiencies
of around 3.8% were reported,® the research on MHPs increased tremendously in the
following years and nowadays MHP single junction solar cells reach power conversion
efficiencies above 26%.” MHP have also established themselves as active layers in
other application areas. Today, they are used in LEDs'* ¢ and X-ray detectors!! 13,
but also in neuromorphic devices such as artificial synapses and memristors.?% 22
The popularity and rapid growth of MHP-related research is partly due to the
comparatively simple synthesis and processing, not requiring specialized laboratory
equipment.®® In addition, the material properties of MHPs can be easily tuned to the
respective application,? resulting in a tremendous increase in the number of related
publications over the years from research groups of varying backgrounds.®

One of the most frequently studied and best understood lead halide perovskites
is methylammonium lead iodide (MAPbDI3),®! which can be either orthorhombic,
tetragonal or cubic in crystal structure, depending on the temperature.’> MAPbI;
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Figure 2.1: Perovskite crystal structure. For MHP the A-site is populated by
cations (e.g. MAT or FA™), while the B-site is populated by a metal (e.g. Pb?* or
Sn**) and the X-site by halide anions (e.g. T or Br’).

exists in the tetragonal phase at room temperature (= 160K < T < 330K) but
undergoes a rearrangement to an orthorhombic crystal structure at low temperature
(T =~ 150 K) and a cubic crystal structure at high temperature (T ~ 330 K).? However,
the exact transition temperatures depend on the respective sample morphology. For
example, MAPbDI; single crystals show well-defined phase transition temperatures
for the tetragonal to cubic phase transition (327 K).% In contrast, a wide range of
temperatures was reported in thin films (310K to 333 K).%4%7 This is partly due
to the polycrystalline sample structure of thin films, as each individual MAPDI;
crystal within the thin film has its own transition temperature, depending on crystal
size, strain and crystal defects.%® ™ Recent results have shown that the transition
temperature can even be lowered to room temperature (297 K) by means of strain
engineering. !

2.2 Optical Properties of Lead Halide Perovskites

The basic optical properties of metal halide perovskites are similar to those of other
crystalline classical semiconductors, such as silicon or gallium arsenides, and can be
described using the basic theory of solid state physics.”® ™ However, there are also
differences to conventional semiconductors. For example, the lead halide perovskites
considered in this work feature a soft ionic crystal structure, which contains a heavy
lead atom.?" ™ 7 These differences to conventional semiconductors lead to minor
differences in the optical and electrical properties of lead halide perovskites, the
origins of which are still being debated.™

Absorption of Lead Halide Perovskites: As in conventional inorganic semicon-
ductors, the optical absorption of lead halide perovskites is determined by the
band-to-band transition from the valence band maximum (VBM) to the conduction
band minimum (CBM). Depending on whether the transition from VBM to CBM
takes place at the same position in reciprocal space, i.e. a vertical transition, or
takes place at different positions, the band gap is direct or indirect, respectively .”7
In the case of an indirect band gap, the transition from VBM to CBM is supported
by phonons. These phonons are responsible for the necessary change in momentum
of the excited charge carrier. Because the indirect transition is a two-particle process,
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Figure 2.2: Band gap structure and energy landscape of MAPbI3. The right side
shows the band gap structure for the quasiparticle self-consistent GW approximation.
Zero denotes VBM. Green solid lines, red solid lines, and gray dotted lines depict
bands of I 5p, Pb 6p, Pb 6s, respectively. Points denoted M and R are zone-
boundary points. Reprinted with permission from Brivio et al.,Phys. Rev. B 2014,
89, 155204,%% (Copyright 2014 by the American Physical Society) and Miyasaka,
BCSJ, 2018, 7,1058+. 8

its probability is lower than for a direct transition, resulting in a weaker absorption
compared to a direct transition. In addition, the probability for an indirect transition
depends on the phonon population, which results in a temperature dependence of
the absorption strength.”

In the case of approximation of parabolic bands (valid near the extrema), the
absorption coefficient a(FE) for a direct band gap can be calculated proportional

to \/E — E,, ™ while for an indirect band gap the absorption coefficient a/(E) is

proportional to (E — E, + E,;,)2.™ Here E, is the energy of the band gap and E,,
is the energy of the phonons involved in the indirect transition. For lead halide
perovskites the width of the band gap is defined by the lead and halide orbitals, as
both the conduction and valence bands consists of these orbitals,** 82 as depicted in
Figure 2.2.

Another characteristic of absorption, which is not only known for lead halide
perovskites, but also for other materials, for example solid state and organic semi-
conductors, is tail state absorption, consisting of absorbing states below the band
gap.84 87 If the absorption coefficient has a spectral dependence below the band gap
of the following form

E— E,
E,

), (2.1)

these absorbing tail states are called Urbach tail with oy and Ej being fitting
parameters with dimensions of inverse length and energy, respectively, and Ey is the
so-called Urbach energy.®® The absorption within the Urbach tail is related to exciton-
phonon and electron-phonon interaction plus structural and thermal disorder.®%: 86, 89
As such, the urbach absorption can therefore be used to investigate disorder in
perovskite samples. Thereby it is common practice to split the Urbach Energy into
two contributions steming from thermal and structural disorder, as depicted in the
following formula:%6: 87> 90, 91

a(E) = agexp(
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Ey(T,X) = KU+ (U ) (2.2)

In Eq. 2.2 (U?) is the contribution of the respective disorder (T: thermal, X: struc-
tural) to the average square displacement of atomic positions from the equilibrium
position and K is a constant.”® 92

Photoluminescence of Lead Halide Perovskites: Various transitions contribute
to photoluminescence after prior photoexcitation. One of these possible transitions
is the recombination of free electrons in the conduction band (CB) with free holes in
the valence band (VB). This recombination of excess holes and electrons is known as
band to band or bimolecular recombination, which is dependent on the concentration
of free electrons n and holes p that are generated during photoexcitation.”® In the
case of equal free hole and electron concentrations, the change in the free carrier
concentration can be expressed by the rate constant of bimolecular recombination
k993 9% The rate constant ky is an intrinsic material characteristic, which can be
related via the Roosbroeck-Shockley relation to the absorption coefficient in the case
of thermal equilibrium.%

Another transition that may contribute to photoluminescence is the recombination
of excitons. Such excitons - electrons bound to holes via Coulomb interaction % -
are in general divided into Wannier and Frenkel excitons, depending on their spatial
extent, which is related to their binding strength. While Wannier-excitons tend
to have a high spatial extent (occurring in lead halide perovskites and inorganic
semiconductors,”® %6 Frenkel-excitons have a smaller spatial extent and appear in
e.g. organic semiconductors.”® Excitons are further divided into bound and free
excitons. While the term 'bound exciton’ refers to an electron-hole pair that is bound
to a material defect (e.g. impurities or lattice-defects), a 'free exciton’ may travel
freely through the material.”® Due to the extra binding energies of bound excitons
compared to free excitons, the photoluminescence of bound excitons generally occurs
at lower energies. In addition, bound excitons have significantly greater oscillator
strength ("giant’ oscilattor strength) compared to free excitons,””? which, with the
large spatial extent of Wannier excitons, leads to efficient trapping of excitons at
impurities and defects and to a stronger PL in comparison to free excitons.?3 %

Additionally, photoluminescence after excitation can also be generated by point
defects in the material. Such point defects, which include impurities, interstitials,
anti-site occupations and vacancies, lead to a, compared to excitons, broader PL
spectrum and are especially relevant at low excitation energies.!%% 101

Based on the short introduction on photoluminescence above, the photolumi-
nescence of MAPDI; for its tetragonal phase (up to room temperature) and its
cubic phase (at elevated temperatures) is discussed below. Figure 2.3 shows exem-
plary temperature-dependent PL spectra measured on MAPbI;3) thin films.5¢ 192
Starting with the orthorombic phase at 160 K the PL spectrum consists of a single
well-defined PL peak at around 790 nm, associated with bimolecular band-to-band
recombination of free carriers.5¢ 94 1037105 Upon heating to room temperature the
PL peak shifts from greater wavelengths to a characteristic wavelength of around
775nm (1.55¢eV).% 192 Additionally, the PL peak becomes broader and less intense,
as indicated by the change from low to high fluence in Figure 2.3A and the increase
in counts in 2.3B. This decrease in intensity is related to a decrease in bimolecular
recombination rate ky with increasing temperature.”> When further increasing the

10
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Figure 2.3: A: Normalized PL of a MAPbI3 thin film from between 160 K to 370 K
at high (red line) and low fluence (blue line). The black dashed line shows the
transmittance indicating the absorption onset. Adapted from Milot et al. 20155
under a Creative Commons Attribution 4.0 Licence, Copyright 2015 The Authors.
B,C: Diminishing PL intensity of a MAPbI; thin film from 160K to 370 K. The
black arrows indicate a shift of the PL peak position with temperature. Reproduced
with permission from Thomson 2018.192

temperature a change to a cubic crystalline phase occurs, which leads to a shift in
PL peak position to greater wavelengths around 785 nm due to a sudden change in
overlapping orbitals,%- 1% which is again followed by a change to shorter wavelengths
for more elevated temperatures.

To be quite thorough it must be noted that the presented PL features within the
tetragonal and cubic crystal phases are mainly related to bimolecular recombination.
Features related to the above mentioned excitonic- and defect-related PL are mainly
relevant for the PL spectrum of the low temperature orthorombic crystal phase. As
these features are highly dependent on the experimental conditions and the quality
and nature of the sample, their occurance and their respective intensities vary highly
between publications. 66 106-108

Influences of Stoichiometry and Morphology on Lead Halide Perovskites: As
mentioned in the introduction, metal halide perovskites have the beneficial property
that the optoelectronic properties can be easily tuned. This can be done, for example,
by replacing the constituents or mixing different constituents, e.g. different halogens
or different organic molecules.!"*3 In particular, the possibility of changing the
bandgap to a level suitable for various applications, e.g. in memristors, photodetectors

11
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or solar cells, is a major advantage.t!> 1220 21, 1147116 The gelection of the possible
components, however, is limited by their respective size, which is expressed in the
so-called Goldschmitt rule:*!”

A+ Tx
= Valrs ) (23)

In Eq. 2.3 r; denotes the ionic radii for the ions located at the A-, B- and X-
sites, which result in the Goldschmitt tolerance factor «. For stable perovskites,
the tolerance factor o assumes values between 0.8 and 1.0.''” While the empirical
Goldschmitt rule was developed for oxide perovskites it retains its validity for metal
halide perovskites.!'” 18 However, it is not only the respective ionic radii that
determine whether a perovskite structure is formed, but the electrical charge of the
unit cell must also be neutral. Materials such as iodide (I7), bromide (Br~) and
chloride (C17), as well as methylammonium (MA, [CH3NH;3]") and formamidinium
(FA, [NH2(CH)NH;| ™) are often used in lead-based metal halide perovskites, as they
fulfill both criteria.'?

As introduced in the beginning of this chapter, the band gap and thus the PL
of lead halide perovskites depends mainly on the lead and halide orbitals.80-82 120
Thus, the optoelectronic properties can easily be influenced by the exchange of
the halide species. As introduced above, MAPbI3 shows a band gap of 1.55¢eV at
room temperature,> 199 121 whereas the exchange of iodide to bromide increases
the band gap to 2.35eV for MAPbBr3.%% 122 123 Proportional mixtures of the halide
anions at the X-side are possible, resulting in an almost continuous shift of band gap
energies from 1.55eV to 2.35eV when substituting increasing amounts of iodide with
bromide.*> 124 The almost continuous increase in the band gap energy is associated
with a similar reduction in the unit cell lattice parameter, accompanied by a transition
from the tetragonal to the cubic crystal phase at room temperature.!?* At higher
temperatures (above ~ 330K) both MAPbI; and MAPDbBr; are within a cubic
crystalline phase and no phase transition with increasing bromide content takes
place.!?® Figure 2.4 exemplarily shows the absorbance, PL, band gap energy and unit
cell lattice parameter for varying mixtures of MAPbI;,Br, with x ranging from 0
to 3. Furthermore, the figure shows that, depending on the evaluation method, the
band gap energies vary by several tens of meV. This constitutes one of the reasons for
variations in reported band gap energy values between various research groups.!t? 126

One effect occurring in mixed-halide perovskites is the so-called light-induced phase
segregation.'?” 128 In this process, the halide anions migrate within the material
under light irradiation and separate in regions with an excess of a single halide species,
altering the optoelectronic properties.'?? 130 PL spectroscopy is an established tool
to track illumination-induced halide demixing, allowing to link the change in the
PL peak position to the present halide compositions.!?® 13 However, problems arise
when quantifying the respective composition quantities, as charge carrier funneling
occurs from high-bandgap to low-band gap halide perovskite compositions.'3! For
example, a 1:1 mixed bromine iodine halide perovskite shows a disproportionately
intense MAPbls-associated PL peak after demixing, as charge carrier funneling from
MAPbDBrs-rich regions to MAPbIs-rich regions takes place.*? 3% 132

In addition, the optoelectronic properties depend on the sample morphology. For
example, differences in the optical properties occur between a single-crystalline
sample, a polycrystalline thin film or a powder sample. These differences are related

12



2.2 Optical Properties of Lead Halide Perovskites

A B
increasing x o
22| wr
= o
T b=l
° A
o >
= S 20
g 5
] a
a ©
© =1
S 18|
= m Tauc analysis
0 absorbance onset
1.6 1~
x . — " 1 1 1 " 1
400 500 600 700 800 0 1 2 3
wavelength (nm) X
C D
O x=0 6.3
V¥ x=0.42
x=0.80 <
=5 A x=1.00 T 6.2
8 ® x=1.58 2
= V x=2.12 g
[} - —
e x=2.70 g 6.1
.‘é ® x=3 8 E
1 = S
a S 6.0 ©
k3
591 L ] ] ] ] 1
. 24 0 1 2 3
energy (eV) X

Figure 2.4: A: Absorption spectra, B: band gap energy (determined via Tauc
analysis and absorbance onset), C: PL intensity spectra and D: lattice parameter of
MAPDI;3 Br, thin films with varying bromine content x. Adapted with permission
from Fedeli et al. 2%, Copyright 2015 American Chemical Society.

to changing degrees of crystallinity and, for example, the influence of the underlying
substrate in the case of thin films. A large proportion of the differences that occur
can be attributed to differences in defect densities. In general, solution-processed
thin films have a higher density of bulk defects, whereas single crystals have fewer
due to their comparatively more controlled and slower growth.!!? 133 134 T addition,
thin films have a significantly higher surface-to-bulk ratio in comparison, which
means that there are more grain boundaries, which are known to have an increased
defect density.'!? 135 The greatly increased defect density in polycrystalline thin films
results in a trap-dependent reduced excited state lifetime and photonluminescence
quantum yield (PLQE) compared to single crystals.!36139

Another proportion of the occurring differences in the optical properties can
be related to external factors, such as stress and strain within perovskite grains.
In combination with the above mentioned variances in defect densities thin films,
single crystals and powders show different optical signatures during structural phase
transitions. An example is the transition from the orthorombic to the tetragonal
MAPDbDI;3 phase. For thin film samples, this transition occurs over a range of tens of
Kelvin,** 106, 140, 141 whereas for powder samples of the same material, the transition
temperature is much more narrowly defined.®? 42 This is related to the fact that in
polycrystalline perovskite samples such as the thin films and powders mentioned,
each crystalline grain has an individual phase transition temperature which depends
on the defect density of the grain,'*3 but is also influenced by stress and strain, i.e.

13
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caused by any substrates in the case of thin films.'? However, this dependence of
phase transition temperatures on strain and defect densities can lead to advantages
in sample stability, and strain engineering is now an established subfield of stability
research in metal halide perovskites.'#* 145 As a result, the cubic phase of MAPbI; has
been stabilized at room temperature, revealing insights into the structure-dependent
changes in optoelectronic properties going from the tetragonal to the cubic crystal
phase.™

14
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2.3 X-Ray Scattering for Lead Halide Perovskites

As introduced in the section before a structure-optoelectronic property relationship
exists in metal halide perovskites, and as such the sample morphology plays a crucial
role. Two separate length scales are of special interest. First, the local ordering
on the scale of the crystalline unit cells has a strong impact on the optoelectronic
properties such as the PL peak position and PLQE. Second, larger morphological
features such as crystalline grains or phase separations in mixed halide perovskites
play a crucial role for its functionality.

To link the morphology of MHP sample with their optoelectronic properties X-ray
scattering techniques are a non-destructive tool enabling the investigation of the
volume morphology on different length scales. In this section, the general concept
of X-ray scattering is introduced, followed by its application to X-Ray diffraction
measurements and measurements in grazing incidence geometries. The section
concludes on how the usage of coherent scattering allows the extraction of structural
dynamics.

X-ray Scattering Principle: X-ray scattering is based on the interaction of an
incident electromagnetic wave with the electrons of the sample being analysed. The

incident photons of wave vector k = |k;| = 2=

< with A being the wavelength are
described by an electromagnetic field vector:14°

E(7) = Ey - exp(iki7) (2.4)

With 7 being the position vector and the vector EO provides information about the
amplitude and polarisation of the incident photons. The propagation of E(F) through
a medium is described by the Helmholtz equation, which connects the refraction
index n(7) of the medium with the incident electric field:*46

AE(P) + K*n*(7) - E(7) = 0 (2.5)

The refractive index n(7) is defined as follows:

n(r) =1 —6(r) +ip(7r) (2.6)

and depends on the dispersion d and absorption 3. Both dispersion and absorption
are wavelength-dependent material properties resulting in the case of X-rays in
refractive index values slightly smaller than unity. The dispersion and absorption
are calculated as follows:

0(r) = 5—p(r), B(r) = —u(r) (2.7)

depending on the scattering length density p(7) = rep.(7) (pe: electron density;
re: electron radius) and the linear absorption p(7). In the case of X-rays and
photon energies away from material-specific absorption edges, 7 typical values of the
dispersion 4 are in the range of 107%, whereas the absorption 3 is one to two orders
of magnitude smaller.!4” Considering the differences in the refractive index of two
different materials, an expression for the scattering strength can be given, which is
referred to as contrast:
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A(52 + Aﬁz = (51 - (52)2 + (51 - 62)2 (28)

The contrast indicates how strongly scattering occurs at the interface of the
materials due to differences in scattering length density, i.e. the respective electron
densities.

As the refractive index n is smaller than unity total external reflection (TER)
occurs. For a homogeneous medium with no spatial variance of n(r), the critical angle
a. for TER can be estimated via Snell’s law, resulting in the following expression:

e = V26 (2.9)

This material-dependent critical reflection angle is important in scattering experi-
ments. Yoshikazu Yoneda was the first to show that anomalous surface scattering from
thin films in grazing incidence X-ray scattering exhibits an intensity enhancement
when emerging at the critical angle.**® This phenomenon allows the material-specific
investigation of individual materials in, e.g. material blends or phase segregating
ones.

X-ray Scattering for X-Ray Diffraction (XRD) measurements: The most widely
used X-ray scattering technique is X-ray diffraction (XRD), a technique to probe
the crystalline structure of a sample. By using a monochromatic X-ray beam, the
scattering from different lattice planes (hkl) within the sample is investigated. Figure
2.5A shows an example of parallel impinging X-rays being diffracted at two parallel
crystalline lattice planes with the distance dyi;. As a result the outgoing X-rays
have a path length difference of As. Depending on the path length difference and
therefore the incident angle © of the scattered beams constructive or destructive
interference is observed. Under the Bragg condition,'4?

constructive interference occurs. Introducing the scattering vector ¢ = k::c — ki,
which is an expression of the momentum transfer between incoming wave vector
k; and outgoing wave vector k}, the Bragg condition can be expanded to the Laue
condition in three dimensions. The Laue condition states that if the difference
between the incoming wave vector and the scattered wave vector is equal to a
reciprocal lattice vector (¢ = é), constructive interference occurs.'®® A common
visualization depicting which scattering vectors ¢ can satisfy the Laue condition is
the Ewald sphere, which is depicted in Figure 2.5B.15! In the case of elastic scattering
with momentum conservation (|k;| = |/{;}|) the Ewald sphere has a radius of |k;|,
depicting from the overlap of the shell and the reciprocal lattice points for which
scattering vectors diffraction patterns are observed.

A common approach to the application of the Bragg condition in XRD is to take
measurements within the Bragg-Brentano geometry.!®®> Within the Bragg-Brentano
measurement geometry the X-ray source and the downstream placed X-ray detector
are moved in parallel on a semispherical arc around the sample. As a result,
the scattered light is detected under the specular condition, i.e. ©; = ©;. This
is advantageous because the detected intensity is maximized under the specular
condition. The detected intensity patterns in XRD are commonly plotted against
the scattering angle 20. The Bragg-Brentano-geometry for XRD is depicted in
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Figure 2.5: A: Illustration of the Bragg conditions. Two parallel beam paths (green)
impinge under angle © on crystalline lattice planes with distance dpx;. The scattered
beams exit under angle © and interfere constructively if the path difference As is an
integer multiple of the wavelength. B) Illustration of the Ewald sphere. Constructive
interference occurs for the intersections of the reciprocal lattice (dots) with the shell

defined by the radius of |k;].

Figure 2.6. The illustration also shows an important limitation of XRD. XRD is
only sensitive to crystalline planes that are perpendicular to the surface normal of
the sample. This is related to the momentum transfer in XRD only occurring along
the ¢, direction, due to the specular detection. In order to be able to characterize
samples, XRD samples are often prepared as powders so that all possible sample
orientations are isotropically distributed in it.'%?

Consequently, powdered XRD samples show a plethora of scattering peaks. These
diffraction peaks allow to extract different characteristics of the crystalline domains of
the sample. As already stated above, the peak position in reciprocal space is inversely
proportional to the distance dp;; between lattice planes within the crystalline domains.
Furthermore, the amplitude provides information about the amount of crystalline
domains, while via the Scherrer equation the spatial expansion of crystallites within
the sample can be determined. For this purpose, the Scherrer equation links the full
width half maximum (FWHM) A(20,) of a diffraction peak at a scattering angle

20,1 with a lower limit of the crystallite size Djz:!5%

K\
A(Q@hkl) : COS(Qhkl)

thl = (211)

In Eq. 2.11 K is the Scherrer constant and A is the wavelength. Typical values
for K are cited to be around 0.9,'"* while the original publication state it to be
0.93.1%3 It is important that only for average crystallite sizes below 100 nm to 200 nm
a sample-related FWHM widening is expected, which is why values for Dy, can only
be extracted below this size.!%®

Based on this, XRD has developed into a valuable tool for the phase characterization
of perovskites as powders, but also for thin films. Typical applications are the
determination of crystallite size and crystalline phases,*® 1°® the determination of
phase purity of precursors for mixed halide perovskites, as well as the detection
of crystalline degradation products,*® 156 157 bhut also the time-resolved tracking
of mixing and demixing processes based on material changes due e.g. halide ion
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Figure 2.6: Illustration of the Bragg-Brentano geometry in XRD measurements.
The wave vector k_; (green) impinges under angle © and scatters on a powder sample,
showing various crystalline orientations. The exiting wave vector is detected under
specular conditions at angle O, detecting scattering at an effective angle of 20. The
resulting ¢.-vector of scattering is orientated perpendicular to the surface normal.
The transparent representations of impinging and exiting wave vectors and ¢, show
that XRD only generates scattering sensitive to the structure along the surface
normal.

migration.?> 1% In addition, XRD can be used to characterize effects such as stress
and strain in thin films,'® a prerequisite for strain enginnering in metal halide
perovskites.” 14

Grazing Incidence X-ray Scattering (GIXS) measurements: While in the XRD
community it is common to express experimental data in the scattering angle 20, the
scattering vector ¢ is more commonly applied for other scattering techniques, such
as in grazing incidence X-ray scattering (GIXS) techniques. Herein, an X-ray beam
impinges on the sample under a shallow angle ©; < 1°. The shallow angle results
in a large footprint on the sample and a large scattering volume, respectively. In
contrast to XRD where point or line detectors are applied in GI the diffuse scattering
is captured on an area (2D) detector. For each pixel on the detector the scattering
angles ©; and ¥y can be assigned, with © being the scattering angle introduced for
XRD and ¥ being the scattering angle out of the plane, spanned by impinging and
specular beam. Thus, for grazing incidence geometries the scattering vector ¢ can be
expressed as:

Qx 9 cos(Vy)cos(Of) — cos(0©;)
7=\ ¢ | =—+ sin(Us)cos(© ) (2.12)
q. sin(0;) + sin(Oy)

Two cases of GIXS are discussed in more detail below, namely grazing incidence
wide angle X-ray scattering (GIWAXS) and grazing incidence small angle X-ray
scattering (GISAXS). These GIXS techniques differ primarily in terms of the sample-
detector distance (SDD) used and thus the resulting q range, with a higher and lower
covered q range, respectively.
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Firstly, GIWAXS, also known as GIXD on a 2D detector, is discussed. GIWAXS is
mainly measured in a SDD of several mm to about 300 mm and the concepts of the
Ewald sphere and the Bragg scattering condition introduced for XRD are retained.
Further analyses, e.g. of strain, are less meaningful for GIWAXS measurements as
the g range is reduced compared to XRD. With regard to crystallite sizes, there are
no restrictions. However, the Scherrer equation given in Eq. 2.11 must be transferred
to q space, which results in the Scherrer equation in reciprocal space, depending on
the reciprocal space FHWM Aqp:

2K
Agni

(2.13)

hkl —

A closer look at the Ewald construction in Figure 2.5B shows an important
limitation in GI geometries. For an incident wave vector k_;-, the scattered wave vector
cannot contain a k. component without also having components within the k,/,
plane. In GIWAXS measurements this is always the case, where scattering within
the specular plane (k, = 0) is a combination of k, and k,. As a consequence, part
of the q range along the ¢, direction is not accessible. The inaccessible ¢, region is
referred to as the 'missing wedge’, when the 2D detector image is projected in a ¢,
vs ¢, representation.®

While GIWAXS is sensitive to the intramolecular distance, such as the crystalline
lattice planes in metal halide perovskites, GISAXS is sensitive to bigger real space
distances, such as crystalline domain and grain sizes. This larger real space distance
corresponds to a lower q range and smaller exit angles ©;. These smaller exit
angles lead to pronounced effects of reflection at the sample and substrate surface,
as well as to refractions at the vacuum-sample and sample-substrate interface. A
distinction must be made between two grazing incidence small angle geometries: the
more commonly applied grazing incidence (GI) geometry and the grazing incidence
transmission geometry (GT) geometry. Both geometries are shown in Figure 2.7. The
figure shows that the refraction at the interfaces results in a difference between the
real scattering vector @), (labelled intrinsic scattering vector (),) and the scattering
vector ¢, measured at the detector. It should be noted that the change between
intrinsic (), and detector ¢, is only relevant for the small exit angles observed in
SAXS.'! Furthermore, for the transformation of the ¢/, component the difference
between intrinsic and detector reciprocal space along the z axis is negligibly small.!6!
The figure further shows that GISAXS is measured above the horizon (6; > 0) and
GTSAXS is measured below the sample horizon (0; < 0).

For both, GISAXS and GTSAXS the reflection and refraction events need to be
adressed to fully understand the diffraction signal observed on a 2D area detector. A
well established approach to account for the occurence of reflections is the distorted
wave Born approximation (DWBA), a first-order perturbation approach, which
calculates the exiting diffuse scattering as a combination of the direct scattering
and scattering from reflection events.'%% 163 The relevant scattering contributions
within the DWBA are shown in Figure 2.8, starting from left to right with direct
scattering to various sequences of reflection and scattering events. As the intensity
on the detector is derived from the combination of scattering and reflection events
the intensity I,(g.) is calculated in the DWBA as follows:
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Detector reciprocal space

q, = 5 sin(0,)
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Figure 2.7: The schematic diagram depicts the X-ray scattering geometry for grazing
incidence experiments. An incident beam (solid black line with incident angle ©;)
is first refracted at the air-film interface and a second time at the film-substrate
interface for grazing transmission (GT)-SAXS experiments. The refraction events
alter the exit angle of the transmitted beam (blue line) relative to the direct beam at
© = 0. A similar refraction sequence applies to the scattered X-rays (dark green line)
while the beam leaves in the grazing incidence (GI)-SAXS region. Due to refraction
the scattering occurs in the thin film under an angle of 2a, = ; + a; (in intrinsic
sample reciprocal space (,) and is projected to the detector at a different scattering
angle 20, = ©; + Oy, resulting in an altered detector reciprocal space g..

La(gz) =[T (i) T(p) F(+Qx) + T(evi) R(ay) F(=Qz2)+

R(ai)T () F(+Q.2) + R(c) () F(—Q.1) | (2.14)

Herein F(£Q.1/2) is the scattering strength of the form factor, capturing the
sample scattering for the intrinsic Q.12 vectors. The vectors ()., take into account
the beam direction within the film. As such @),; corresponds to the refracted classical
definition of ¢, introduced in Eq. 2.12, while

Qz2 = ksm(a@) — ksin(af) (215)

represents a shift of the associated scattering along ¢. caused by a single reflection
events. R(«;) and R(ay) are the angle dependent Fresnel reflectivity coefficients and
T'(c;) and T'(cry) are the respective Fresnel transmissivity coefficients, which can be
calculated by following the multilayer matrix formalism.64 165

After expansion, Eq. 2.14 consists of 16 terms, in which most are complex valued
cross terms describing interference effects between the DWBA contributions shown
in Figure 2.14. For polydisperse samples these cross terms can be neglected as they
are comparatively small only result in high-frequency modulations seen near the
materials critical angle and small ¢, ,."% % As a result the full DWBA is often
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2.3 X-Ray Scattering for Lead Halide Perovskites

Figure 2.8: Schematic illustration of the contributions within the DWBA. A:
Directly scattered incident beam. B: First scattered then reflected beam. C: First
reflected then scattered beam. D: Sequence of reflection, scattering and reflection of
the incident beam.

simplified to the 4 main contributing terms, describing the intensity due to the
independent scattering terms considered in Figure 2.8. The result is referred to as

the simplified DWBA (sDWBA):!%!

Ia(g:) =|T(0a)T (of) PIF (+Qa1)* + |T (i) R(ey) P F (—Qu2) [+

|R(c;)T(0p) P | F(+Q2) > + |R(w) R(ag) | F(— Q1) | (2.16)

Several analysis programs for grazing incidence scattering data are based on the
sDWBA and allow to simulate 2D scattering patterns.!69171

Since GTSAXS was previously introduced as GISAXS with exit angles below
the sample horizon ©; < 0, the exit angle restriction has a strong impact on the
required sDWBA scattering terms. Scattering from a reflection after the scattering
event results in an exit angle above the sample horizon and cannot contribute to a
GTSAXS signal. As a consequence, only the following SDWBA terms are relevant
for GTSAXS:!7

Ia(q=) = T (0a) T (of) PIF (+Q:1)[* + [R(0a) T (g | F (+Q:2) | (2.17)

further simplifying the necessary calculations for scattering events compared to
GISAXS. As R(qy;) is often vanishing for high incidence angles o;, GTSAXS is often

referred to as ’surface scattering within the Born approximation’ '

Both GIWAXS and GISAXS are commonly applied methods to characterize
metal halide perovskite thin films. With the help of GIWAXS, the film formation
mechanisms for several MHP systems could be resolved and some of the relevant
precursor complexes were identified.*6: 1™ In addition, GIWAXS is a suitable tool
for tracking degradation processes and the associated phase transitions in metal
halide perovskite thin films.!™ 17 GISAXS supplements this information with longer
length scales and thus allows, for example, the formation of nuclei to be correlated
with typical distances between them in order to create a complete picture of film
formation mechanisms."% 177

X-ray Photon Correlation Spectroscopy: Another scattering technique, which
is not only sensitive to the samples crystalline structure, but can also probe its
dynamics, is X-ray photon correlation spectroscopy (XPCS). XPCS probes the
dynamics present in bulk materials as well as at their surfaces and interfaces.!™
The extracted dynamical properties may be for example the diffusivity and sub-
or super-diffusive behaviour of a colloidal system or the time between dejamming
steps in a system of decomposing emulsion.!” 18 XPCS can either be measured in a

21



2 Theoretical Section

standard transmission geometry, i.e. applied in SAXS measurements, or in a grazing
incidence scattering geometry (either GISAXS or GTSAXS). In general, in all possible
measurement geometries the measurement approach is identical to a time-resolved
scattering measurement in which a series of subsequent scattering images on a 2D
detector is recorded.!®? In contrast to classical SAXS or GISAXS measurements,
where non-coherent X-ray beams are utilized, for XPCS highly coherent X-ray beams
are used. As such the time-resolved scattering images in XPCS show speckle patterns,
arising from scattering due to the time-dependent structural arrangement of electron
density differences within the material present in the illuminated coherence volume.!'83
The time on which the correlation function derived from the intensity of the evolving
speckle pattern decorrelate offers a measure to quantify the dynamical properties of
the sample in the illuminated coherence volume.'®* The measurement procedure for
a transmission geometry is shown in Figure 2.9. In this geometry XPCS is foremost
applied to liquid samples, such as colloidal solutions, creams and emulsions or even
protein solutions.!7 181, 185, 186 Byt a]so for non-liquid and more jammed-like systems,
more similar to perovskite thin films, XPCS can be applied. Typically applied thin
film systems currently include curing of epoxy resins, confined polymers and following
the thin film growth for various materials ranging from polymers, small molecules to
metallic nitrides.!87 190

Samples
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MMW
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N~ 1
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—~ contrast ‘B
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Figure 2.9: Illustration of an experimental setup of X-ray Photon Correlation
Spectroscopy (XPCS) of colloidal solutions. A coherent, monochromatic X-ray beam
impinges on the sample, producing a time series of speckled scattering pattern on
a pixelated 2D area detector. The scattering intensity (upper right hand panel)
fluctuates as a function of time. Calculating the intensity correlation function g,
(lower right hand panel) from the fluctuating intensity I(¢) gives a measure about
the present dynamics. The characteristic decay time on which go decays to 1/e
reflects the timescale of the present colloidal motion at the momentum transfer ¢ at
which I(t) was calculated. Adapted from Perakis and Gutt 2020'®® under a Creative
Commons Attribution-Noncommercial 3.0 Unported Licence.

For equilibrium systems the dynamics of the scatterers can be extracted from the
detected speckle patterns via the calculation of the one-time correlation function g,
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2.3 X-Ray Scattering for Lead Halide Perovskites

(1TCF), which is calculated as follows:17 191

_ g, )I(g,t+7))
=0T = )2

(2.18)

In Eq. 2.18 (g, 7) is the intensity measured at wave vector ¢ at lag time 7. The
average (-) is taken over the whole time series of possible ¢t. Two limits for small
and large delay times are reached for go(q,t), (I*(q)) and (I(q))? respectively.!%! As
such go(q, t) reaches unity for t — 400 and 1+ § for t — 0, with § being the optical
contrast. For perfectly coherent light sources § equals unity, while for partially
coherent X-rays, describing the conditions in typical XPCS experiments, values
between 0 and 1 are reached.'®® An example of g, can be seen in the lower right hand
panel of Figure 2.9.

If the systems shows non-equilibrium dynamics, such as jamming, freezing or
evolving structures, which result in changed velocities of scatterers Eq. 2.18 only
shows an average of the dynamics, but is not reproducing its evolution with time.
For such non-equilibrium systems the dynamics can be characterized by two-time
correlation functions (2TCF):

({(g:t1)1(g,t2))
(I(q,t1)){I(q;t2))

The calculation results in a symmetric 2D map showing the intensity correlation
between times t; and 5 in the measured time series. As expected C(q,1,t2) reaches
a maximum for t; = ty (selfcorrelation) and decays as a function of the lag time
7, which is defined as 7 = |t; — to| in the case of 2TCF!. From the 2TCF it is
possible to characterize steady-state dynamics within the non-equilibrium dynamics
by extracting ’aged’ 1TCF gs(q, 7) at deterioration time ¢ = t3t2.191

i <I(Q7%_ %>I<q’f+%)>
”@”)<U@¢—;»um¢+g»>&N

In Eq. 2.20 the average (-);.5; indicates that gy is extracted over a range of
deterioration times 2At around ¢ in which the extracted 1TCF are invariant. For full
disclosure it should be mentioned that the 1TCF is connected to the intermediate

scattering function g;(q,7) (ISF) and can be calculated via the Siegert relation from
it 192

C(Qa tla t?) =

(2.19)

(2.20)

One approach to analyze the extracted 1TCFs from a XPCS experiments is to
approximate its form via a stretched exponential fit of the following form:

g2(q,7) = B - exp(—2(I'7))" + oo (2.21)
As introduced above [ is equivalent to the optical contrast, also labelled as
Siegert factor, and is defined by the setups geometry, the sample and the coherence
properties of the impinging X-ray beam.!®! ~ is the Kohlrausch-Williams-Watts
(KWW) exponent % of the stretched exponential and T' its characteristic decay
frequency. The offset g, is known as the ergodicity plateau, which is reached for
T — 00. Often equivalent forms of Eq. 2.21 are applied, e.g. using the characteristic
decay time 179 = 1/I". Following such a fitting approach is well-known for soft matter
systems and glass-formers, which mainly show purely diffusive and hyper diffusive
dynamics.!8% 1947196 Byt also for jammed systems and rapidly evolving systems the
presented approach keeps its validity. 179 197199
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2.4 Solid-State Nuclear Magnetic Resonance
Spectroscopy for Lead Halide Perovskites

As introduced in the prior sections optoelectronic and structural information relevant
to the functionality of MHP in various applications can be accessed by either optical
spectroscopy or X-ray scattering. Another versatile and non-destructive tool to gather
further information is solid-state Nuclear Magnetic Resonance (ssNMR) spectroscopy.
In ssNMR spectroscopy experiments the resonance frequencies of nuclear spins of
a nucleus species are examined in an external oscillating magnetic field. From the
measured resonance frequencies the chemical nature, geometry, and topology of
the surroundings of the examined atomic nuclei species can be deduced. Through
the time-resolved measurement of ssNMR spectra the structural dynamics of nuclei
surroundings in materials can be examined, without prerequisites for crystallinity, size,
or composition of the sample.2°%: 201 This allows e.g. insights into defect chemistry,
defect dynamics, as well as ion mobilities and static disorder on the nanoscale of the
sampled nuclei.?12% The section starts with a general introduction to the principles
behind ssNMR spectroscopy and looks at various ways in which the nuclear spin
can be influenced and how external electromagnetic fields are used for this purpose,
e.g. in magic-angle spinning (MAS) and in Nuclear Quadrupole Resonance (NQR)
spectroscopy. The general introduction is followed by paragraphs focusing on the
various constituents of lead halide perovskites, starting with 207Pb, followed by A-side
cations probed by /2H, 3C and %' ssNMR spectroscopy and concluding with
halide sensitive ssNMR and ssNQR.

Nuclear Magnetic Resonance Spectroscopy Principle: In solid-state NMR spec-
troscopy, the spin energy transitions of atomic nuclei with a spin are studied. These
spin energy transitions are highly chemical-element-specific and allow to sample the
chemical nature, geometry, and topology of the surrounding of atomic nuclei as well
as the structure dynamics in materials.2% 20! These spin energy transitions can be
derived from the Zeeman effect, which describes the shift of individual spin energy
levels in an external magnetic field (covered by the Zeeman interaction H).?% The
Zeeman splitting is described by the Larmor frequency wg, which is different for
each isotope. This results in an isotope specific frequency range within the ssNMR
signals. These frequencies are further influenced by other interactions of the probed
nuclei with e.g. other nuclear or electron spins or charge-related electromagnetic
fields. These spin energy-related frequency alterations are covered by the dipolar
coupling interaction (Hpp) and the J-coupling interaction (H ;). Further influences
to the spin energies are deviations of the local magnetic fields from the applied fields
due to chemical shielding effects related to neighbouring nuclei and their respective
spins (Hgg). Another influence to the respective spin energy transitions for nuclei
with spins >1/2 is related to their non-spherical charge distribution, which leads to
an electric quadrupole moment. The nuclear electric quadrupole moment couples
with surrounding electric field gradients generated by surrounding charges, leading
to an alteration of spin energies via the quadrupole interaction (Hg).?*

All these possible interactions are governed into the spin interaction Hyy,, shown
in Eq. 2.22:
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Figure 2.10: Schematic illustration of magic angle spinning (MAS) in solid-state Nu-
clear Magnetic Resonance (ssNMR) spectroscopy measurements. The ssNMR probe
is tilted by f,, = 54.74° and spun rapidly to average anisotropic spin interactions,
leading to a reduction of line broadening.

As H,p;y, covers a plethora of spin interactions various insights can be derived from
ssNMR spectra. For example gives the strength of Hpp insights about interatomic
distances, Hpp about connectivity and Heg and Hg both about the chemical specific
geometry by magnetic and electric interactions. As Hgy;), is sensitive to all these
interactions the signals within a NMR spectrum are affected by all of the interactions
in Eq. 2.22 through the shift of the resonance frequency, signal broadening and
further shape distortion.??" 2! A detailed in-depth discussion of the expression Hgy,
including the mathematical expressions for the covered interactions can be found in
the respective literature.207 208

In contrast to solution NMR, which produces very narrow linewidths due to
averaging of anisotropic NMR interactions, the linewidths and spectra are broad in
solid-state NMR, as the full effects of orientation-dependent interactions are captured
in the spectrum. One possibility to measure high resolution solid-state NMR, spectra
is the use of magic angle spinning (MAS),?% in which the NMR probe is tilted by
Bm = 54.74° (‘magic’ angle) with respect to the external magnetic field and spun
rapidly around the probe axis (see Figure 2.10). The spinning frequency hereby must
be above the static spectral linewidth, which can reach tens of kHz. By spinning
around the 'magic angle’ at these high spin rates anisotropic interactions leading to
line broadening are averaged and vanish within the spectra, leading to a reduction
of line broadening due to the dipolar interaction Hpp.2!°

While ssNMR spectroscopy works well for most lead halide perovskite constituents,
heavier halides possessing quadrupole moments (such as 3Cl, ™Br and '*71) are
challenging to measure. This is related to their high quadrupole interaction Hg,
which symmetry and interaction strength is governed by the asymmetry 7ng and
quadrupole coupling constant Cg. The quadrupole coupling constant scales with the
quadrupole moment of the nuclear spin and the combination of large quadrupole
moments for halide spins and large reported values for electric field gradients in
lead halide perovskites leads to large reported values Cg.?'" 212 This poses a prob-
lem in conventional ssNMR measurements, as magnetic field strengths that are
greater than or comparable to Cg are required to measure Larmor frequencies wy,
which are frequently not achievable in commercial devices (e.g. for 27T).2° Nuclear
Quadrupole Resonance (NQR) spectroscopy, a comparable zero-field method, has
become established for measuring the halides concerned with excessive Cg values.?'?
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207pp ssNMR Spectroscopy of Lead Halide Perovskites: One major component
studied by ssNMR in lead halide perovskites is 2*"Pb. As 2"Pb shows a large
chemical shift range of around 20000 ppm it is highly sensitive to structural changes
in the vicinity of the nucleus, including changes up to the third coordination shell.?%
Especially in mixed halide lead halide perovskites such as MAPbI,Brs, the wide
chemical shift range of 2°7Pb is used to study halide dynamics and halide structuring,
as studies showed that seven distinct lead environments of Pbl,Brg (x = 0-6) can
be distinguished by ssNMR.?!% 21> The seven distinct lead environments span the
chemical shift range linearly spaced between their two monohalide counterparts.?4 215
Further Karmakar et al.?!® could show that within the quantitative spectra, the
relative occurrence of each environment could be determined. This proved that the
incorporation of the halide ions is random (i.e. solid solutions are formed), as the
integral values follow a binomial distribution. Comparable studies showed, that such
solid solutions differ by the applied synthesis route resulting in different degrees
of homogeneity and halide miscibility as well as crystallinity, distinguishable from
the observed line widths and the distribution of the signal integrals.?'* 27 It is even
possible to distinguish phases, not seen from classically applied characterization
methods, e.g. XRD. So showed Rosales et al.?!® that they could observe two distinct
phases of MAPbIBr, and MAPbBr3 in solution-grown MAPDI; 5Bry 5, but only
MAPbBIBr, was distinguishable by XRD. This indicates that the MAPbBr3 was either
low in crystallinity or localized as a thin layer around MAPDIBr; grains. Another
interesting application is the study of decomposition products by 2°"Pb ssNMR. For
example showed Askar et al.2!® that the water-induced decomposition pathways of
MAPbDI; can be tracked. They could distinguish the formation of MAPbI3 mono- and
dihydrate complexes in the 2°“Pb ssNMR spectra and that at RT and 80 % relative
humidity MAPbI; slowly converts to its monohydrate.?'® This allows 2°"Pb ssNMR
to track the formation of degradation products simultaneously with other lead-based
processes.

A-side ssNMR Spectroscopy of Lead Halide Perovskites: Solid-state NMR fur-
ther offers the possibility to access A-side cations such as Methylammonium (MA)
or Formamidium (FA) via /2H, 3C or */15N ssNMR and allows the screening of
cation environments and their dynamics.?% 219221 Studies showed that for MA its
motion differentiates between a fast cone-shaped gyration and a flip of the C-N
axis. In MAPDBI? these motions occur on a timescale of several hundred fs and 3 ps,
respectively.??? Consequently, because of the comparatively fast dynamics 'H and
13C ssNMR spectra of MAPbX3 exhibit narrow linewidths with similar chemical
shifts across different halides X.220: 221, 223 Fyrthermore, by analyzing the linewidths
in ssNMR the dynamic and static disorder of cations can be distinguished from ho-
mogenous and inhomogeneous line broadening. While this is not unique to NMR, e.g.
PL line widths are also affected by temporal and spatial disorder,??* 22> in NMR the
structural moieties can be easily connected to present chemical structures.?!% 226. 227
In addition, /2H, 3C or "*/*N ssNMR provides information on the dynamics and
coordination of organic additives used in lead halide perovskites.??8 230
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Halide ssNMR and ssNQR Spectroscopy of Lead Halide Perovskites: As men-
tioned in the paragraph to the introduction of the NMR principle, possess the lead
halide perovskite forming halides high quadrupole moments (e.g. ™Br and ?7I).
These quadrupole moments complicate the measurement of ssNMR spectra, which is
why ssNQR spectroscopy is chosen instead.?% 231 As with ssNMR, general informa-
tion about the chemical environment of the halide nuclei can be obtained from ssNQR
spectra. For example, structural defects within the lead halide perovskite lattice can
be investigated.?® Such structural defects are seen as line broadening generated by
the distribution of chemical surroundings, which form a continuous distribution of
overlapping resonance frequencies.?’? Consequently, earlier studies correlated mea-
sured line widths in MAPbI; powders with their respective powder quality.?0% 204
The full-width half-maximum (FWHM) of resonance lines is an established measure
for the static disorder in lead halide perovskites.?32 233
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3 Experimental Section

Within this thesis various aspects of dynamic and kinematic phenomena in metal
halide perovskites are investigated. The special focus is hereby to correlate struc-
tural properties and (opto)electronic properties. For this end, various (in situ)
characterization methods are employed. This chapter first introduces the employed
techniques, starting with the structural characterization methods (3.1.1), followed
by the spectroscopic characterization methods (3.1.2). The sections deal with the
instruments used, the basic setups, as well as the respective data analysis.

The investigated and discussed films and powders are produced from various
solutions and precursors and on different substrates, depending on the measurement
requirements of the applied characterization methods described in Section 3.1. As
the materials, processing and final morphology differ between the chapters of the
thesis, the following Section is divided accordingly. Starting with the materials and
sample processing in Section 3.2 for Chapters 4 to 6.

Within the last Section (3.3) of the present Chapter molecular dynamics simulations
and associated calculations of time-resolved SAXS and GISAXS detector images are
described, which are examined in Chapter 7.

3.1 Characterization Methods

Chapter 3 first introduces and describes the in-situ characterization methods used
within the thesis. A distinction is made between structural characterization methods
presented in Section 3.1.1 and spectroscopic characterization methods presented in
Section 3.1.2.

3.1.1 Structural Characterization

The aim of the presented thesis is to contribute to the understanding of dynamic
processes in metal halide perovskites and broaden the available tools for studying these
processes. In the course of this, the sample morphology has to be analyzed on different
length scales, which requires the application and combination of complementary
measurement methods. The methods used can be divided into real space and
reciprocal space methods. As real space techniques optical microscopy (OM, section
3.1.1), scanning electron microscopy (SEM, section 3.1.1) and profilometry (section
3.1.1) are used to image surfaces on various length scales. As a reciprocal space
scattering technique x-ray diffraction (XRD, section 3.1.1) is applied, allowing the
extraction of characteristic real space distances on an atomic scale from the measured
momentum space data. As some of the techniques used were employed in more
than one project of the dissertation and on more than one setup, the respective
experimental subsections are subdivided chapter-wise.
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Optical Microscopy
Chapter 4

Images of the processed films to determine the final morphologies were taken with a
Leica DM 2700M using Leica N Plan EPI objectives (20x,/0.40 BD and 100x/0.85
BD) in combination with a charged coupled device (CCD) camera (Leica MC170HD).
The recorded images are processed with Fiji.23” Real-space distances are calculated
from the images according to the respective objective magnifications (20x, resulting
in pixel sizes of (0.7 £ 0.1) pm; 100x, resulting in pixel sizes of (0.2 £0.1) pm).

Scanning Electron Microscopy
Chapter 4

The film samples were sputtered with platinum (2nm using a Cressington HR208
sputter coater and a Cressington mtm20 thickness controller) prior to SEM imaging,.
The platinum-coated film samples were mounted on a standard sample holder via
a conductive adhesion graphite-pad (Plano) and examined with a Zeiss Ultra plus
equipped with a field-emission cathode using an In-lens secondary electron detector
and an accelerating voltage of 3.0kV.

Chapter 5

SEM measurements were conducted by placing the parent powders on a standard
sample holder with the help of conductive adhesion graphite-pads (Plano). The thusly
prepared powders were sputtered with 2nm of platinum (using a Cressington HR208
sputter coater and a Cressington mtm20 thickness controller). Measurements were
conducted on a Zeiss Leo 1530 instrument (FE-SEM with Schottky-field-emission
cathode, In-lens detector and SE2 detector) using accelerating voltages between
3.0kV to 20kV.

Profilometry
Chapter 4

Height profiles of the final films to determine the final film thickness and roughnesses
were taken on a Veeco 150 Dektak with an applied stylus force equivalent to a weight
of 1mg and a line scan length of 500 pm. For each film 3 measurements with a
distance of 250 pm between each line scan were taken, to sample the mean thickness
and roughness within a region equivalent to the approximated area of the focal spot
of PL and absorption measurements.

X-Ray Diffraction
Chapter 5

The powder XRD patterns were recorded on a Bragg-Bretano-type diffractometer
(Empyrean, Malvern Panalytical BV, Netherlands) equipped with a PIXcel-1D
detector using Cu-K, radiation (A = 1.5419 A). The halide mixing measurements
were taken under inert atmosphere (N3) in a temperature controlled XRK 900 reactor
chamber (Anton Paar, Austria).
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3.1 Characterization Methods

Three in-situ halide mixing experiments were performed at temperatures of 60 °C,
75°C and 90 °C for both MAPbI3:MAPbBrs mixtures with and without BMIMBE,
and one experiment at 90 °C for a BMIMPFg containing MAPbI3:MAPbBr; mixture.
The integration time for a single XRD pattern in the angular range of 27.5 degree
to 30.5 degree (located around the expected positions of the (200). peak positions
for the parent phases) was set to 3.5min for all temperatures and compositions
with a 20 step size of 0.0016°. The complete experimental time per measurement
temperature and mixture was between 2.5 days to 3.5 days each.

For pre-characterization measurements of the 1:1 physical mixed parent powders of
MAPbDI3 and MAPbBr3; with and without the ionic liquid BMIMBF, and BMIMPFg
containing samples at RT the same setup was used. The integration time was set to
30min with a 20 step size of 0.007° over a angular range of 10° to 50°.

3.1.2 Spectroscopic Characterization

Within the thesis various spectroscopic techniques are employed. While Photolumi-
nescence and UV /Vis absorption (PL/UVVis, section 3.1.2 are utilized to measure
the (opto)electronic properties, Nuclear Magnetic Resonance (NMR, section 3.1.2
gives insight into the molecular properties depending on the measured element.
X-Ray Photon Correlation Spectroscopy (XPCS, section 3.1.2) is applied in graz-
ing incidence and grazing incidence transmission geometry to quantify variation in
electron densities on the lengthscale of tens to hundreds of nanometers.

Photoluminescence (PL) Spectroscopy and UV /Vis Spectroscopy
Chapter 4

In situ optical spectra during spin coating were recorded with the setup described
in Buchhorn et al. 2%, custom-built at the Chair of Soft Matter Optoelectronic
(Experimental Physics II, University Bayreuth UBT). The setup consists of a custom-
built spin-coater with a hole in the middle to allow for transmission white light
from a white-light LED placed beneath. A laser diode (405nm) in combination
with focusing optics and a diaphragm are placed above the spin-coater to excite the
sample for PL measurements. An LED emitting at 490 nm is placed next to the laser,
whose scattered light can be detected (referred to as scatter-LED). White-light and
excitation laser are turned on and off alternatingly, so that either transmission or PL
is probed. Transmitted light, PL and the light from the scatter-LED are collected
with a single optical fiber, coupled to a detection system measuring a full spectrum.
PL/scattered light and absorption are then recorded alternating frame by frame,
with a frame rate (for pairs of PL/scattered light and absorption) of 7.5 Hz for spin
coating at 500 rpm, and with a frame rate of 11.6 Hz for spin coating with faster spin
speeds (i.e., 600 — 2000 rpm). For slot-die coating the setup was adapted to be fitted
on a slot-die coater system. The optical fiber for signal collection and the laser diode
were mounted on the printer head. The white-light LED was placed underneath
the substrate, to align the final optical fiber position mounted to the print head
with the white-light LED used for transmission measurements. No scatter-LED was
implemented as the sufficiently strong room light was used as a scatter source. The
optical fiber was connected to the same detection system as used while spin coating.
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In the case of slot-die coating the spectra were detected with a frame rate (for pairs
of PL/scattered light and absorption) of 7.5 Hz as used for spin coating at 500 rpm.

Chapter 5

Photoluminescence (PL) spectra were measured by Markus Griesbach by placing
the 1:1 physical mixtures in a round quartz cuvette (inner diameter: 5mm) and
compressing the mixtures with approximately 500 kPa. The cuvette was placed in
a cryostat under nitrogen atmosphere (Oxford Instruments) and heated to either
52°C, 68 °C, 80°C or 90°C. Optical excitation was applied with a pulsed nitrogen
laser (MNL 100, LTB) with a wavelength of 337.1 nm, a pulse width of 2.5nsec and
a frequency of 20 Hz. The low excitation frequency was chosen to prevent photo-
induced demixing. The emitted photoluminescence was filtered trough a long pass
filter (band edge 400 nm) and detected via a monochromator (Shamrock SR-303i-B,
Andor Technology) with a silicon CCD camera (Andor iDus DU420A-OE).

Nuclear Magnetic Resonance (NMR) Spectroscopy
Chapter 5

Solid state NMR spectra were measured by Helen Griininger on a Bruker Avance
HD III spectrometer at a magnetic field strength of 14.1 T (600 MHz) using a Bruker
3.2mm HXY MAS NMR probe.

Lead nitrate (Pb(NOs)z), with a chemical shift -3494 ppm, was used as reference
for 207Pb and the samples were spun at a spinning frequency of 5kHz for magic
angle spinning with dry air. The temperature of the air flow was varied for each
experiment, and calibrated using Pb(NO3)s. A spin echo sequence (8.33 jisec) was
used to suppress ringing, with a recycle delay of 0.5sec and the measurements were
performed at a B; field strength of approximately 150 kHz with a transmitter offset
of 125.66 kHz. As such, series of 1D 2°"Pb NMR spectra were recorded in timesteps
of 10 min at temperatures of 55°C, 68 °C, 80°C and 90 °C.

For 'H MAS NMR spectra taken at the same temperatures as before the spinning
frequency was set to 20 kHz using a single-pulse sequence with a By field strength of
approximately 100 kHz and a recycle delay of 95s (sample with BMIMBF,) and 65
(sample with BMIMPFg). Adamantene (1.85 ppm) was used as a secondary reference
for the 'H chemical shift at room temperature, while adjustments to the temperature-
induced shifts were done with the signal position of the methylammonium of the
perovskites (3.3 ppm and 6.3 ppm).

F MAS NMR spectra were recorded at 5kHz spinning frequency using a single-
pulse sequence (B; field strength of approximately 90 kHz) at temperatures ranging
from 45 °C to 90 °C with a temperature-optimized recycle delay of 20s to 30s (sample
with BMIMBF,) and 10s (sample with BMIMPFg). The F chemical shift was
referenced using NaF (-221 ppm) as secondary reference at room temperature. The
BF4~ or PFg resonances were used to adjust for temperature-induced shifts.

™Br and 71 (3/2 — 5/2) NQR spectra were recorded with the probe head placed
far away from the magnet. The NQR frequencies were 164.09 MHz (3/2 —5/2;
equatorial Todine in tetragonal MAPbI3) and 70.45 MHz ("Br) at room temperature.
As the T, relaxation was extremely short (around 30psec) a fast recycle delay of
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3.1 Characterization Methods

0.1 sec was used with 2048 scans using a Hahn-echo experiment with as short delays
(8.33sec) as possible.

Grazing Incidence (Transmission) X-Ray Photon Correlation Spectroscopy
Chapter 6

Simultaneous GT-GI-XPCS experiments were conducted at the 11-ID Coherent Hard
X-Ray (CHX) beamline at the National Synchrotron Light Source II (NSLS II) at
the Brookhaven National Lab. The photon energy was fixed to 9.65keV (wavelength
A = 1.285A) with a beam size of 10um x 10 pm defined by slits. Intensity patterns
were captured using an Eiger X 4M detector with a sample detector distance of
13m and a pixel size of 75um. To induce dynamics in a static MAPbI3 sample
13 s of unattenuated beam were administered to the sample under grazing incidence
with incident angles of ©; = 0.22° and 0.30° (©; > O,, bulk-sensitive) for which
600 detector images with an exposure time of 0.2s and a frame rate of 5 Hz were
recorded. The resulting footprints were 2.6 mm and 1.9 mm respectively, but halved
for the requirement for edge-near measurements in GT geometry (moved beam
center to the substrate edge). With an unattenuated flux of 5 x 10" ph/s for
the beam the respective photon flux on the sample were 1.9 x 10" ph/s/pm? and
2.6 x 107" ph/s/pm?. The administered 120s of unattenuated beam is 240 times
higher than the measured threshold for beam damage of 0.5s (measured to be
1.0 x 107 ph/pm?) at an incident angle of 0.30° and induced degradation within the
thin film. The chosen flux was I) necessary to gather sufficient photon statistics within
the GT-region of the detector and II) allowed to induce beam damage-driven dynamics
in the sample. To circumvent build-up of X-ray dose in measurement spots the sample
was translated by a minimum of two times the beam size between measurements for
subsequent measurements. Subsequent measurements of ©; = 0.22° and 0.30° were
taken on the same MAPDI3 sample. The calculation of autocorrelation functions

was performed using the computing infrastructure and Python code provided by the
CHX beamline staff (see NSLS II on Github).??
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3 Ezxperimental Section

3.2 Sample Preparation

The present Section presents the materials and sample processing steps applied
within the thesis chapter-wise, following the structure of the thesis.

Chapter 4

For the experiments described in chapter 4 two steps are necessary for sample
preparation: 1) preparing precursor solutions and 2) processing thin films on pre-
cleaned substrates via spin and slot-die coating.

Materials: Precursor solutions for spin coating and for slot-die coating were pre-
pared by dissolving Methylammonium iodide (MAI, Dyesol) and Lead(II) iodide
(Pbly, 99%, Acros) were dissolved in Dimethylformamide (DMF, >99.5%, Fisher
Chemical) with a concentration of 0.7 M. The precursors were used as received.

Thin Film Preparation: The ITO substrates were cleaned in an ultrasonic bath
with isopropanol (IPA, analytical grade (VWR)) followed by O, plasma treatment
prior to use. Spin coated perovskite films were prepared using a custom-built spin
coater with spin speeds of 500 rpm to 2000 rpm in a one-step processing approach.
70 1l of precursor solution were spin coated on I'TO substrates at RT. Slot-die coated
perovskite films were prepared using a nRad slot-die coater system (nTact) on ITO
substrates with a coating speed of 40mms~!, a gap distance of 60 pm and a solvent
dispensing rate of 70nls™! at RT. An air knife (Super Air Knife, Exair) was directed
parallel to the printed precursor film with air pressure between 0.5 bar to 4.0 bar.
Both coating techniques were performed in ambient air with a relative humidity in
the range of 50 % to 60 %.

Chapter 5

For the experiments described in chapter 5 two steps are necessary for sample
preparation: 1) synthesizing metal halide perovskite powders and 2) mixing the
powders to obtain the final samples used in the study.

Synthesis: The MAPbBr3; and MAPDbI; powders used for mixing experiments
were synthesized by Philipp Ramming and Markus Griesbach by employing a
mechanochemical approach by ball milling in a Fritsch 'Pulverisette 5/4” planetary ball
mill 21°. The reactants (Methylammonium iodide, MAT; Methylammonium bromide,
MABr; Lead(II) iodide, Pbly; Lead(IT) bromide, PbBry; 1-butyl-3-methylimidazolium
tetrafluoroborate, BMIMBEF, and 1-butyl-3-methylimidazolium hexafluorophosphate,
BMIMPFg) were weighed to the desired stoichiometry (see Table 3.1) and transferred
into an 80 ml stabilized ZrO, milling jar, containing stabilized ZrOs milling balls
with 10 mm diameter. Then, 8 ml cyclohexane was added as a milling agent. The
powders were milled at 400 rpm for 5min. Then milling was paused for 20 min
to cool the milling jar. The procedure was repeated until the desired milling time
was reached and differed between 50 min to 90 min (see Table 3.1). Subsequently,
the cyclohexane was evaporated by opening the milling jar and leaving it at room
temperature in air for 15 min. As a last step the so dried powders were sieved with
a 63pm sieve. Pbly (Purity >99.8 %) was purchased from Arcos, while PbBr,
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3.2 Sample Preparation

(Purity >98 %), BMIMBF, (Purity >98 %) and BMIMPF¢ (Purity >98.5 %) were
purchased from Sigma-Aldrich. The reactants MAI and MABr were synthesized
following the approach presented in Leupold et al.

MAI/MABEr (g) | Pbly/PbBrs (g) | ionic liquid (uL) | Time (min)
MAPbDI3, 1.90 5.50 - 90
neat
MAPDBBr3, 1.80 5.90 - 80
neat
MAPDI;, 1.90 5.50 11.2 20
BMIMBF,
MAPDBr3, 1.80 5.90 15.0 80
BMIMBF,
MAPDI;, 1.90 3.50 12.3 20
BMIMPFg¢
MAPDBr3, 1.80 5.90 16.5 80
BMIMPFg¢

Table 3.1: Stoichiometric weight-ins with and without ionic liquids for the used
reactants for perovskite powder synthesis with their respective milling
times.

Physical Mixtures: The 1:1 physical mixtures of MAPbBr3 and MAPbI3 powders
used for mixing experiments were prepared by Philipp Ramming and Markus Gries-
bach in a Ny glovebox by weighing in 1:1 mixtures in a 1 ml milling jar. The contents
within the milling jar were then milled with a Spex Certiprep 6750-115 Freezer Mill
at a temperature of 77K for 2min with a frequency of 2 Hz. The mill was cooled via
liquid nitrogen. To avoid halide exchange before in situ experiments the as-prepared
1:1 mixtures were stored under Ny atmosphere at 255 K in the dark.

Chapter 6

For the experiments described in chapter 6 two steps are necessary for sample
preparation: 1) preparing precursor solutions and 2) processing thin films on pre-
cleaned silicon substrates via slot-die coating.

Materials: Materials for thin films of a metal halide perovskite solar cell were used
as received. Methylammonium iodide (MAI) was bought from Greatcell Solar and
Lead(IT) iodide (Pbly, 99,99% trace metal basis) was obtained from Tokyo Chemical
Industry. Solvents used for precursor dissolution were Tetrahydrofuran (THF),
stabilised, purchased from BerndKraft and Methylamine, 33% in absolute Ethanol
acquired from Aldrich. Solvents used to clean the silicon substrates (SiegertWafer,
1000+ 20 um, PIB, (100) £ 0.5°) were deionized (DI) HoO, HoO4 (30%, stabilised,
VWR) and H2SO, (95% - 97%, for analysis, Merck).

Thin Film Preparation: Thin films of Methylammonium lead iodide (MAPbDI3)
were produced on silicon substrates by slot-die coating in a one-step process. The
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3 Ezxperimental Section

cleaved silicon substrates were first cleaned 15 min in an acid bath (54 ml of DI water,
84 ml of HyO5 and 198 ml of HySO,), heated to 80 °C. After rinsing with DI water
and drying with pressurized nitrogen, the silicon substrates were functionalized with
O plasma (Plasma Technology GmbH, 0.1 bar, 5min). For thin film preparation
metal halide precursors (MAI and Pbly) were dissolved in a solution of Methylamine
in Ethanol and THF (1:1 volume ratio) to get a final precursor concentration of
0.5mol. The prepared MAPbDI; precursor solution was used to slot-die coat thin
films with a custom-built setup under ambient atmosphere 24! on the prepared silicon
substrates. The slot-die parameters were as follows: 200 pm gap distance between
slot-die head and substrate, 20 mms~! coating speed, 30 mm s~2 coating acceleration
and 50 °C substrate bed temperature. After a resting time of approximate 30s after
the finished slot-die coating process, the thin films were transferred to a heat plate
and annealed for 10 min at 140°C. Finished films were around 800 nm thick (as
measured by Dektak 150, Veeco) and cleaved to 2cm x 1cm size to produce clean
edges for simultaneous GI-GT-XPCS experiments. The cleaved films were stored
until use in a nitrogen filled glovebox at RT.
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3.8 Simulations

3.3 Simulations

In this section the parameters for the presented MD simulations of Chapter 7 and the
following time-resolved SAXS and GISAXS calculations, including the calculation of
correlation curves are given.

MD Model: The chosen model consists of freely moving particles with a uniform
size, similar to a simple liquid melt system, which interactions are well captures by a
Lennard-Jones (LJ) potential. This model system was selected, because of readily
available results for comparison and simulation software.?*?> The MD simulation is
carried out using the LJ potential implemented via LAMMPS?*2, which has been
shown to provide an accurate description for interatomic interactions.?*3 24> The LJ
potential V;; is implemented as follows:
Vig = 4e[(2)2 = (2)"] (3.1)
r r
with € being the reduced energy units, o being the reduced distance units and r
the reduced interparticle distance. The LJ potential is implemented with a cut-off at
2.5 0. Pair coefficients between the single particle species in the model was set to
0.5 € at 0.1 0. As the exact characteristics of the simulated melt is of no interest
for the comparison of the extracted dynamics from calculated time resolved SAXS
pattern and time resolved GISAXS pattern, the MD simulations are done in the
reduced LJ units.?*2 The MD simulation box is set to be a cube with length L =
20 o, containing 32000 particles. The initial particle positions are populated on a
fce lattice (0.0884 o) with lattice spacing 3.5632 ¢. From the initial position the
particles relax to a local energy minimum for a reduced LJ temperature of 6 K*
over a time of 4 7 (timesteps At = 0.0017) using the NVE ensemble. X,Y,Z particle
coordinates for scattering calculations are dumped every 10 timesteps.

Time-resolved SAXS and GISAXS: Simulated time-resolved scattering images for
XPCS calculations were calculated from the simulated box with its particles for an
energy of 10keV (A = 1.2398 A) and a sample detector distance (SDD) of 4m. The
scattering was simulated on a detector with 512 x 512 pixels and a quadratic pixel
size of 100 pm. To convert the unitless coordinates from LAMMPS the coordinates
and the box size used in scattering calculations are scaled with a factor of 196. This
scaling factor ensures that scattering related to the atomic motion is projected to the
simulated detector. The calculations of the scattering images is based on a discrete
Fourier transformation (DFT) of the particle positions and its squared absolute. This
approach is equivalent to scattering within the Born Approximation (BA). GISAXS
images are calculated within the simplified distorted wave Born Approximation
(sDWBA) 162246 The necessary Fresnel propagation coefficients are calculated via
the standard approach propagated by Rauscher et al. and Lazzari et al. 163246 For
the given energy (10keV) the refractive index was calculated to be n = 5.138e-06 +
i*4.183e-07 147 for MAPbI, resulting in a critical angle ©, = 0.18°. GISAXS images
were calculated on the detector ¢ space and on the intrinsic ) space (comparable to
the transmission ¢), as such the standard calculation of ¢, introduced in Eq. 2.12
was adjusted to include refraction effects based on Liu et al..1%!
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3 Ezxperimental Section

Calculations of Correlation Curves: XPCS One-Time Correlation Functions (1TCF)
and Two-Time Correlation Functions are calculated from the simulated SAXS and
GISAXS image series with a multi tau correlator. The multi tau correlator is im-
plemented in the Python scikit-beam package developed at NSLS-II. Scikit-beam
provides a 1-time multi tau correlator based on Lumma et al. 247 for the calculation
of 1TCF, as well as a 2-time multi tau correlator based on Fluearasu et al. 24® for

the calculation of 2TCF.
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4 Kinetics of Structure Formation
in Slot-die and Spin coated
MAPbI3 Thin Films

As stated in the Introduction in Chapter 1 the majority of highly efficient PSCs are
manufactured on a small laboratory scale, typically measured in millimeters, using
spin coating.?® 24 58 249252 However, when moving to large scale manufacturing,
i.e. slot-die coating, the efficiencies of larger-scale PSCs tend to be lower com-
pared to those produced through spin coating,?® 249 252 often attributed to variations
in the final perovskite film properties, stemming from a complex film formation
process.?® 252 253 Fxtensive research has been conducted to investigate the perovskite
formation process and its kinetics through the utilization of various in-situ charac-
terization methods.?4 173 254-258 These include scattering techniques?? 2597263 as well
as optical spectroscopy.* 264266 For instance, absorption and photoluminescence
(PL) measurements have been performed simultaneously during the processing of
halide perovskites from a solution.?%* 267 Furthermore, the combination of scattering
and optical spectroscopy has provided valuable insights into the intricate perovskite
formation process and its kinetics.2%% 269 Through these investigations, various struc-
tural dynamics and their connected kinetics have been identified, particularly during
the initial stages of solution processing, preceding the actual crystallization of the
perovskite.?® In the instance of coating the halide perovskite methylammonium
lead iodide (MAPDI3) from a dimethylformamide (DMF) solution, an intermediate
phase was observed, attributed to formation of (MA)y(DMF),Pbslg solvent-complex
structures.?? These solvent-complexes are known to crystallize in needle-like struc-
tures, which are also observed in the final film.2% 2° The appearance of these needle-like
structures are attributed to perovskite crystallization originating from within the
solvent-complex structures, while retaining their needle-like morphology during the
conversion process. As such, the needle-shaped solvent-complexes act as a blueprint
for the subsequent perovskite crystallization. Such needle-like solvent-complex mor-
phologies often leads to incomplete film coverage, known to be detrimental to the
efficiency of final devices.?*

Consequently, various strategies have been devised in the past to prevent the
formation of needle-like film morphologies during perovskite processing. These strate-
gies involve incorporating additional processing steps, such as solution engineering or
heating stages.'?3 2707272 However, the implementation of such supplementary steps
can be labor and time-consuming, particularly in industrial-scale techniques like
role-to-role applications used for slot-die and blade coating.?™ As a result, it is a
highly desired goal in the field to achieve a successful transition of one-step solution
processing of halide perovskites from spin to slot-die coating.?"™

In order to realize the transition, it is important to be able to monitor the
individual stages of film formation in both processing methods so that conclusions
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Kinetics of Perovskite
Film Formation
(Chapter 4)

Figure 4.1: Schematic overview of thesis showing the topic of the following chapter:
The present chapter describes how to quantify and influence the kinetics of lead
halide perovskite thin film formation during one-step processing from a precursor
solution. The chapter focuses on a comparison of spin vs slot-die coating, elucidating
similarities and differences of the thin film formation of both processing techniques.

can be drawn about similarities and differences. As these similarities and differences
define the final film structure and thus the function of final devices. For one-step
processing, two phases of structure formation in particular define the final film and
its structural properties. The structural properties include the grain sizes of the
perovskite crystallites on nanometer lengthscales, but also the surface structure,
i.e. the surface roughness on the micrometer lengthscale. 1) The first phase of film
formation, which is regarded as decisive for the final film structure, is the formation
of crystalline solvent-complexes from the wet precursor solution. The formation
of solvent-complexes is crucial because the subsequent perovskite crystallization
takes place within the formed crystalline structure of the solvent-complexes and thus
defines the final structure of the film. Consequently, by monitoring this first aspect
of film formation while varying external influences, such as the drying conditions,
the influence of different solvent-complex structures on the subsequent perovskite
conversion can be adjusted. 2) Further, the evolution of the subsequent perovskite
crystallization from the solvent-complex structure needs to be explored. As such we
need to monitor the perovskite crystallization within the solvent-complex structures
to understand how the perovskite crystallization kinetics are influenced when the
solvent-complex morphologies are changed. Consequently, the first step in the thesis
is a comparison of one-step processing of MAPbI; from DMF by spin and slot-die
coating and the monitoring of the evolving stages of their respective film formation
and its kinetics for varying drying conditions (Figure 4.1).

The subsequent chapter is based on the publication ”Understanding Differences in
the Crystallization Kinetics between One-Step Slot-Die Coating and Spin Coating of
MAPDI3 Using Multimodal In Situ Optical Spectroscopy”, Advanced Optical Materi-
als, 2021, 9, 2101161.27° The experiments were done within an ongoing collaboration
with Konstantin Schotz and Fabian Panzer from the perovskite subgroup located
at the Chair of Soft Matter Optoelectronic of Anna Koéhler (Experimental Physics
II, University Bayreuth UBT), in which Konstantin Schétz and I monitored the
film formation during spin-coating and Fabian Panzer during slot-die coating. The
analysis of the measurements was done by Konstantin Schotz and myself.

For monitoring the stages of film formation during the one-step processing of
MAPDI3 from DMF by spin and slot-die coating an in-situ setup for simultaneous
photoluminescence (PL), light scattering and absorption (OD) measurements is
applied. By measuring scattered light the formation of solvent-complexes during
the initial phase of film formation can be monitored, as the appearance of these
photo-inactive structures leads to trackable variances in the reflected intensity of
an external light source. The simultaneous PL and OD measurements allow to
track the structural and optoelectronic properties of the subsequent formation of
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4.1 Film Formation of MAPbI; via Spin Coating

perovskite crystallites within the monitored thin film. The combination of these three
optical measurements therefore allows for monitoring the complete film formation
from the first emergence of complex-structures in the drying precursor solution
to the fully formed perovskite thin film. By varying drying times between the
two processing methods an overlap of comparable formation times of the solvent-
complexes is achieved, which serves as a starting point for a quantitative comparison
between spin and slot-die coating. The in situ optical measurements are subsequently
complemented by reflected optical microscopy and scanning electron microscopy
measurements in order to draw conclusions about the final film morphology from
the film formation kinetics.

Details about the experimental procedure are given in section 3.1.2. The section
describes sample preparation, the used setups for in situ PL, light scattering and
absorption measurements, and for ex situ reflected optical and scanning electron
microscopy measurements. In section 4.1 the film formation of MAPbI3 from spin
coating is followed via in situ optical measurements and the film formation kinetics
are extracted from the measured time-resolved optical properties for various spin
speeds to vary the observed drying kinetics. These measurements serve to establish
a baseline for the subsequent comparison between spin and slot-die coating. Section
4.2 follows the same approach as the previous section and applies it to slot-die
coating of MAPbI3. By varying the drying kinetics through application of an air-
knife an overlap of drying times between the two applied processing methods is
achieved. Based on these comparable drying times, a quantitative comparison of
the two processing methods can be made. In section 4.3 the extracted kinetics
are compared on a normalized time scale based on the appearance of the solvent-
complexes and perovskite crystallization times, allowing identification of independent
parameters to systematically compare the perovskite formation kinetics between
spin and slot-die coating. The systematic comparison enables us to identify that
the duration of the solvent-complex formation is decisive for the final structure, but
also that the perovskite crystallization within the solvent-complex structures takes
place differently in both processing methods. The chapter concludes with section
4.4, which summarizes the experimental results and proposes how differences in the
drying kinetics of the two processing methods results in differences in the perovskite
crystallizations and in the final film morphologies.

4.1 Film Formation of MAPbI; via Spin Coating

In order to quantify the origin of differences in the film properties of spin coated
and slot-die coated MAPbDI3 thin films the film formation process of MAPbI; during
one-step spin coating from solution is monitored. To monitor the film formation
process the setup described in section 3.1.2 was used. The in-situ setup allows to
simultaneously track the PL signal, to calculate the OD density from the transmission
signal and to follow the evolution of the scatter LED signal during the film formation
process. After preparation of the precursor solution by myself (following the procedure
described in section 3.2), Konstantin Schotz and I spin coated the precursor solutions
at ambient conditions with rotation speeds ranging from 500 to 2000 rpm. Exemplary
data for PL, scattered light and OD during the film formation process is shown in
Figure 4.2. The film was processed at 2000 rpm and the figure shows the first 1255
from the start of the spin coating (t = 0) of the optical properties as heat maps in
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Figure 4.2: Spectra extracted at various times (top) and heat maps (bottom) of
photoluminescence (PL, left), light scattering (middle), and optical density (OD,
right) measurements during the one-step spin coating of a MAPbI3 film at 2000 rpm.
Dashed lines along the heat maps indicate the time at which spectra in the top row
were extracted.

the bottom row. The top row shows spectra at selected times after the start of the
spin coating process.

Examing the different heat maps in Figure 4.2 from left to right shows that within
the first 17s no PL signal is detected, while a constant signal from the scatter-LED
is measured. We attribute this time-invariant scattered light to light scattering
from the setup, such as the substrate holder and sample interfaces (solution-air and
solution-substrate). Within this time range the OD shows wavelike oscillations as
a result of thin film interference.?”® 2”7 Based on the distance of adjacent intensity

maxima in the OD the layer thickness can be calculated from the refractive index:
278, 279

A1 A2
2()\1722 — )\2”1) )

In Eq. 4.1 )\, is the wavelength of the OD peak position z, having the refractive
index n,. Before the evolution of solvent-complexes within the precursor solution
the refractive index is mainly governed by the refractive index of the solvent. For
the presented case DMF has a refractive index of n = 1.43 at room temperature.?s’
By assuming that the refractive index n is constant over the observed spectral range
Eq. 4.1 can be converted to the used energy scale in Fig. 4.2:

d= (4.1)

_ he
- 2nAE’
To extract the energetic difference AFE of adjacent maxima the oscillations in the
OD were fitted with a sine function. An exemplary plot of the fitting procedure and
the extracted time-resolved layer thickness d is presented in Figure 4.3.
The calculations show that the first detectable wet film thickness is around 5 pm.
Within the first 20s of spin coating the film thickness drops to around 1 pm, after

(4.2)
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Figure 4.3: A: Zoom-in to the sinusoidal modulation within the OD at t = 17.1s
presented in Figure 4.2 for spin coating at 2000 rpm. The modulation is fitted with
a sinusoidal function (black) to extract the energetical distance AE of adjacent
extrema. B: Thickness d of the solution layer as a function of time extracted from
the energetical distance AF of adjacent maxima in the white light interference
modulations for spin coating at 2000 rpm.

which the oscillations vanish and no thicknesses can be extracted anymore. Up to
around 30s still no PL signal is present, while the scattered light intensity increases
twofold. Simultaneously, an increase of the OD from around 0.0 to 0.2 is detected,
while the OD spectrum flattens with regard to the earlier observed thin film interfer-
ence oscillations. The increase in scattered light and OD indicates the appearance of
structures, scattering light from the Scatter-LED and white light LED. Along with
the missing onset of a MAPbDI; related absorption edge and PL signatures, we suggest
that the formation of the scattering centers is related to evolving solvent-complex
structures. These solvent-complex structures are known to appear during one-step
processing of MAPbI; from DMF, having the form (MA)y(DMF),Phylg. 24 29, 276, 278
The onset time for complex-formation is called to complex- The near constant lift of the
OD spectrum after to complex related to the light scattering from solvent-complexes,
indicates that the evolving structures already reached sizes larger than 500 nm (>
wavelength of the Scatter-LED).28! At around 33s a broad, asymmetric PL peak
appears, located at around 1.7eV, with the low-energy flank showing a steeper slope.
The PL peak, attributed to the nuclei of MAPbI3,%" undergoes a redshift and narrows
in width. Coinciding with the rise of the MAPbI3 PL intensity, the detected intensity
from the Scatter-LED decreases by approximately 30 % from its maximum value
within a span of 5s. The decrease in scattered light intensity indicates a reduction in
the number of scattering structures within the evolving film. Between the appearance
of the PL signal (33s) and 40s, the OD remains essentially unchanged except for a
slight increase in OD above 2.0eV. Beyond 40 seconds (t > 40s), the PL intensity
further increases, accompanied by a reduction in peak width. The downward shift in
the PL peak position continues, ultimately reaching approximately 1.62eV by the
end of the spin coating process. During this time interval from 40s to 125s, the
scattered light intensity continuously decreases, albeit at a slower rate in comparison
to the decline observed between 30s to 35s. The simultaneous occurrence of an
increase in PL intensity and a reduction in scattered light intensity indicates a phase
transition of solvent-complex structures into MAPbI3;. Evidence for the formation
of MAPbDIj; is further supported by the onset of absorption by MAPbI3 in the OD
spectra, visible as an increase in intensity above 1.6eV for t > 40s.8% 28! In contrast
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to the expected continuous increase of the absorption coefficient above 1.6 eV,2%2 the
OD appears still flat, indicating that the resulting perovskite film is not covering the
whole substrate.?®! The partially covered substrate allows a fraction of the white light
to pass the sample without being absorbed. Consequently, the transmitted minimum
intensity establishes an upper threshold for the detectable OD. As a result when
approaching the upper threshold for the detectable OD, the absorption spectrum is
distorted, displayed as gradual flattening.?5!

As described above the evolution of the optical spectra during spin coating indicate
the presence of nucleation and growth processes, both for the formation of the
solvent-complex and perovskite phase. To quantify the crystallisation kinetics of the
solvent-complex and perovskite phases the time evolution of the introduced optical
parameters is extracted and analyzed in detail. For the further analysis the OD
and the scattered light time traces are smoothed by application of a Savitzky-Golay
filter. The smoothing minimizes the influence of an aliasing effect stemming from
the frequency mismatch between spin coater rotation and data acquisition,?™ hence
significantly reducing the noise compared to the as-measured time traces.

To obtain information on the growth of perovskite crystallites and the phase
conversion from dissolved precursors, to solvent-complexes, to perovskite phase, we
extract the time traces of the following optical parameters from the spectra shown
in Figure 4.2: 1) The PL peak position , 2) the integrated scattered light intensity,
3) the OD at 1.8¢V and 4) the difference in OD at 1.8V and 1.575¢eV, which are
shown in Figure 4.4A-D. To extract the time evolution of the PL peak position
(Figure 4.4A, orange line), we fit an asymmetric hyperbolic secant to the detected
perovskite PL spectra. This approach allows to simultaneously extract the PL peak
positions and the spectral positions where the PL has dropped to 1/e of the peak
intensity. As such, we marked the resulting peak widths as shaded areas, allowing us
to follow the evolving asymmetry and peak width reduction. To extract the time
traces of the light scattering we integrated the intensity of the scattered light between
2.2eV and 2.75eV. The integrated intensity is further on referred to as Iscatter,
shown in Figure 4.4B. Moreover, the time traces of the OD at 1.8eV (OD; gey) are
extracted (Figure 4.4C). At a photon energy above the bandgap energy of MAPbI;
of about 1.6eV this time evolution is sensitive to the emergence of MAPbDI3, but
also contains contributions due to light scattering effects related to the formation of
solvent-complexes, acting as a precursor phase to the emerging MAPbI3. As such, we
further extracted the time evolution of the difference in OD at 1.8eV and 1.575eV
(AOD = ODj goy - OD1 5750v ), which is shown in 4.4D. In here, AOD is a measure
for the pure perovskite-associated absorption. This assumes that an increase in
OD1 575ev, which is energetically located below the band gap of MAPBI3, is solely
related to light scattering. Due to the weak energy dependence of the scattering in
the OD this is a valid approximation to the absorption of the perovskite. Further,
we minimized the influence of the scattering energy dependence by choosing energies
close to each other, located below and above the MAPbI3 bandgap.

To understand the various crystallization stages and their transition into each
other during the spin coating process, we will further analyze the temporal evolution
of the optical parameters shown in Figure 4.4A-D. One characteristic time identified
in Figure 4.2 is the formation of solvent-complexes at to complex, Which is reflected by
the initial increase of Igcatter and of OD1 gev. Initially both signals increase, followed
by a saturation time interval with an ensuing rapid decrease in the intensity of Iscatter-
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Figure 4.4: A-D: Time evolution of different optical parameters for spin coating at
a spin speed of 2000 rpm. A: PL peak position, the gray shaded area indicates the
spectral range where the PL intensity is above 1/e of the peak intensity. B: Integrated
intensity Iscaer Of the scattered light. C: OD at 1.8eV. D: AOD, difference in the
OD at 1.8eV and at 1.575eV. Vertical dashed lines indicate the onsets ty of the
different crystallization processes. E-H: Analyses of the optical parameters shown
in A-D. E: Average crystallite size calculated from the PL peak position using Eq.
4.3. The shaded area indicates possible upper and lower limit sizes depending on the
value of parameter b in Eq. 4.3. Dotted lines are linear fits used to extract growth
rates of perovskite crystallites. F: Time derivative of Iscatter- G: Time derivative of
OD; gev. The dotted lines in F and G show Gaussian fits used to extract critical times
of occurring phases. H: AOD fitted with an error function (dotted line). Dashed
vertical lines indicate the critical times t. of the different crystallization processes
extracted by the in section 4.1 introduced fits.
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The time at which Igcier Starts to rapidly decrease we will from now on refer as
to,pero1. The reduction in Igcatter can be attributed to two possible factors: a decrease
in the number of scattering structures or an increased absorption at the wavelength
of the scatter LED. Taking into account the simultaneous increase in ODq gy We can
exclude the decrease in the number of scattering structures. Rather, the increase
seen in OD for t = 40.1s at higher photon energies indicates that an additional
contribution to the OD spectra after tg pero1 0ccurs. This contribution could stem
from Rayleigh scattering at structures significantly smaller than the wavelength range
of the white light, which would be the case for forming perovskite nuclei. These
initial nuclei are expected to exhibit a quantum confinement effect, shifting the
corresponding bandgap to higher energies.?®® As such, we do not capture absorption
from perovskite nuclei in the chosen AOD, but from the rapid decrease in Igcatter and
the ongoing increase in OD; goy we can conclude that at tg pero1 the first nano-sized
perovskite crystals form. The suggested initial formation is further supported by
the appearance of the first perovskite PL, which is detected shortly after. This PL
peak is initially located at higher energies and exhibits a shallower high-energy edge,
compared to the expected bulk PL spectra of MAPbI3.2”> The red-shifted PL peak
position, combined with a broadened PL confirms that the PL exhibits a quantum
confinement effect due to nano-sized perovskite nuclei. According to the detected
PL peak position the crystallite size is below the quantum confinement limit for
MAPDI3, which was found to be around 20 nm to 30 nm.?83 287 Following the time
traces of the PL peak position, Iscatter and AOD further with time, a decrease in the
PL peak position shift rate, a decrease in the Igeaiter decrease rate and an increase in
AQOD is seen. We associate this with a second and on-going perovskite formation
process. Thus, the film formation during spin coating proceeds in the order of: 1)
formation of solvent-complexes, 2) formation of perovskite nanograins and 3) second
perovskite formation process. We refer to the 3 phases as 'solvent-complex phase’,
‘perovskite phase 1’ and ’perovskite phase 2’, respectively.

In a next step we will analyze the optical parameters shown in Figure 4.4A-D in
more detail. Based on the nanoconfinement effects associated with the decrease in the
PL peak position in 4.4A an average crystallite size d can be extracted. Literature
suggests that this average crystallite size d depends on the PL peak position Ep;, by:

b

EPL:E9+d2'

(4.3)

E, is the PL peak position for bulk MAPbI; and b an empirically determined
constant.?®® Based on Equation 4.3 and the PL peak position in Figure 4.4A the
evolution of the average MAPbDI3 crystal size is calculated as a function of time. In
literature the constant b is reported to be in the range of 1eVnm=2 to 5eV nm—2
MAPbDI;. Based on this range an average value of 3eV nm~2 is used with a bulk PL
position value E, = 1.59eV.?™ The results are shown in Figure 4.4E. The indicated
upper and lower limits shown as a gray shaded area are based on the suggested
values for b and are calculated with b = 1eVnm~2 and b = 5¢eV nm~2, respectively.
In the time range from 32s to 38s the average perovskite crystal size d (orange
line) increases fast from 4nm to 6nm. After this initial fast increase the average
crystal size increases more slowly and reaches 10nm after 110s. To extract the
average growth rates rate; and rate, linear fits are applied in the time range of the
fast (black dotted line) and slow increase (gray dotted line), resulting in rate; =
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(0.319 4 0.006) nm s~ and rate; = (0.059 £ 0.001) nms~*.

In order to accurately interpret the average sizes of crystallites and consequently
the extracted rates it is necessary to take into account that the most significant
contribution on the overall confinement effect originates from the shortest length
present within a crystal.?®” This leads to detectable quantum confinement effects,
even if only one direction of the crystal is below the confinement limit. As such, not
all dimensions of crystal growth during 'perovskite phase 2’ need to be impeded, but
at least the growth direction of the smallest length scale.

Based on the optical parameters shown in Figure 4.4B-D we identified the onset
times of the solvent-complex phase, perovskite phase 1 and perovskite phase 2.
To provide a more comprehensive analysis of the kinetics involved in the various
crystallization stages, we examine the temporal evolution of the optical parameters.

To examine the temporal evolution an approach reported by Chauhan et al.?™ is
applied. Chauhan et al.?’® analyzed the kinetics associated with recrystallization
processes of MAPDI3 during solution-based two-step processing. To identify the
emergence of solid MAPbI; from a liquid precursor phase Chauhan et al.?’® calculated
the derivative of the OD at 1.66eV. By fitting a Gaussian function to the resulting
derivative the transition time ¢7 could be identified. t7 is a measure for the point in
time at which the greatest change in OD can be observed due to the formation of
MAPDI;3, while the FWHM of the Gaussian function was interpreted as the duration
of the recrystallization process.

In this regard, we generalized the approach by computing the time derivatives of
Iscatter and ODjq gev using the data from Figure 4.4B,C, respectively. The resulting
derivatives are measures for the emergence of solvent-complexes and perovskite phase,
respectively. Consequently, the resulting peaks and dips in the derivative plots align
with the times at which the distinct crystallization stages occur. Following the
approach by Chauhan et al. 2" we fit the peaks and dips within the derivatives by
Gaussian functions. From the peak position in time of the Gaussian functions the
critical phase formation times ¢, are extracted. While the extracted widths w = 20
are a measure for the duration of the respective crystallization processes.

The resulting time evolutions of dlscatter/dt and dODy gy /dt shown Figures 4.4F,G
show clear peak signatures, associated with the solvent-complex phase. The extracted
values are: tecomp. = (23.5 £ 0.1) s with We comp. = (3.1 £ 0.1) s. Furthermore, a dip
to negative values is seen in dlgcatter/dt, which stems from a reduction in the number
of scattering solvent-complexes. Shortly afterwards, the first MAPDI3 crystals with
sizes on the scale of individual nanometres are detected. Since these grow from even
smaller nucleation centers, we associate the dip in dlgeagter/dt with the appearance
of perovskite phase 1. The extracted values are: tepero1 = (30.7 £ 0.1) s and We peror
= (44£0.1)s. In contrast, no distinct feature is present to identify t. pero1 from
dODy gev/dt, as the noise level obscures the related feature. Furthermore, in both
dIgcatter/dt and dODj gev/dt, the noise obscures any signature attributed to the
perovskite phase 2. To still be able to extract the critical time and duration of the
perovskite phase 2 the time evolution of AOD is directly examined, by fitting the
AOD with an error function. As the error function is the integral of the Gaussian
function, it is ensured that a comparable measure to the widths w extracted from the
Gaussian approximation can be calculated. The fit shown in Figure 4.4H allows to
quantify the second perovskite formation process and the following time and width
are extracted: tepero2z = (62.7 £0.7)s and W pero2 = (52.2 £ 1.1)s.
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Figure 4.5: A: Color bar representation of the critical times t. and widths of the
crystallization phases present during spincoating. B: Fast and slow perovskite growth
rates as a function of spin speed. The rates were extracted from the evolution of
average crystal size with time during as exemplified in Figure 4.4E.

Overall, we are not only able to extract the onset times tq, but also to quantify
the critical times t. and the corresponding time widths w for the earlier identified
phases of solvent-complex formation, formation of perovskite nanograins and the
second perovskite formation process present while spin coating.

The same measurements were repeated to track the evolving PL intensity, the
intensity of the scattered LED light and the evolving optical density for spin speeds
between 500 and 1600 rpm. The heat maps corresponding to the presentation of
Figure 4.2 are shown in the Appendix (Figures 8.3 and 8.4), with the approximated
wet layer thicknesses from OD oscillations in Figure 8.7. Figure 8.6 in the Appendix
displays a selection of the optical parameters presented in Figure 4.4A-D for spin
speeds between 500 to 2000 rpm. The Figure shows that the optical parameters
proceed in the same qualitative manner with spin coating time, but the overall
times for the appearance of solvent-complexes and perovskite phase is retarded with
decreasing spin speeds. The presented analysis approach for a spinspeed of 2000 rpm
was further applied to the other spin speeds of 500 to 1600 rpm and the extracted
values are shown in Figure 4.5 as a function of the spin speed.

The resulting critical times and widths for the three identified phases of film
formation are shown in Figure 4.5A in the form of a bar plot. The occurring
crystallization processes are color-coded. In the chosen bar plot, the temporal
position and width of the colored areas correspond to the extracted t. and their
associated width w respectively, i.e. each colored area covers the time range t. £+
w. From the bar representation it is visible that t. and corresponding widths for
all crystallization stages decrease with increasing spin speed due to the accelerated
solvent evaporation, i.e., all crystallization stages occur earlier and faster with
increasing rpm. Figure 4.5B shows the extracted perovskite growth rates as a
function of spin speed. The growth rates are in average about one order of magnitude
higher at earlier times (‘rate;’) compared to the extracted rates (‘rates’) at later
times, while both rates increase with increasing rpm.

Thus far, an analytical approach to identify and quantify the various occurring
crystallization phases during the spin coating process is established. In the next
section, this analysis approach is applied to the slot-die coating process to examine
the similarities and differences in the occurring crystallization stages.
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4.2 Film Formation of MAPDbDI; via Slot-Die Coating

In order to achieve comparable data and as such identify the occurring similarities
and differences in crystallization kinetics Fabian Panzer, in a co-operation with the
Holst Centre (Eindhoven, Netherlands), processed MAPDI3 thin films by slot-die
coating using the same precursor solutions and ambient conditions as for spin coating.
Further, he applied the same in-situ optical spectroscopy setup, but had to replace
the scatter LED due to technical obstacles. Instead the ambient room light is used
during the slot-die coating process and its scattered intensity is measured to monitor
the scattering related to solvent-complexes. However, in contrast to the scatter LED,
the room light is also present during the OD measurement. Consequently, when the
initial scattering centers form, the applied background correction recorded before the
coating process is invalid. This can result in the appearance of room-light related
features appearing in the OD. However, these can be distinguished from the optical
signatures of solvent-complexes and MAPDI; due to the distinct spectral positions of
room light sources.

To enhance the control on the drying process during slot-die coating an air knife
was mounted above the substrate carrier to generate an air-flow parallel to the
substrate. The air flow was adjusted by changing the air pressure through the air
knife from 0.5 bar to 4 bar, as such increasing the solvent evaporation with increasing
air pressure.

Figure 4.6 shows the initial analysis of the evolution of optical properties prepared
by Konstantin Schotz and myself. The presented optical properties were measured
during slot-die coating using an air pressure of 4 bar (see Appendix Figure 8.2 for
other 2D maps ranging from 0.5 bar to 2bar). Analogous to Figure 4.2 the Figure
shows the PL (left), the scattered room light (middle), and the OD (right) as a 2D
heat map (bottom panel), together with individual spectra at selected processing
times (top panel). The time axis was chosen so that t = 0 coincides with the moment
the slot-die head reaches its final position after dispensing the precursor solution on
the substrate.

Figure 4.6 shows that within the first 70s of processing, no optical signatures of
both perovskite and complex structures are detectable. Further, the observed periodic
modulations in the OD spectra for spin coating are absent. The lack of modulation
in the OD spectra indicates that the height of the solvent layer, which leads to the
observed interference effect, is larger than the coherence length of the detected light.
Taking into consideration, that the first detectable spectral modulations during spin
coating were related to approximate film heights on the scale of 10 pm (see appendix
Figure 8.7) and that the same white light LED was used in both experiments, the
absent modulations in the OD suggest that the solvent level at the moment of the
initial complex phase formation was above 10 pm. From 70s to 90 s optical signatures
of growing solvent-complex structures appear, indicated by a significant increase in
scattered light intensity. Simultaneously, a shift in the OD from 0.0 to 0.3 appears,
almost independent from the photon energy. As expected earlier, the increased
scattered room light intensity leads to distinct spectral features in the OD spectra,

here located around 2.0 eV, before any PL or OD signatures related to the formation
of MAPbI; are yet detectable.

After approximately 90s a PL signature appears at 1.7¢eV, shifting to lower
energies with longer times. The PL peak reaches its final position at 1.59 eV after
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Figure 4.6: Spectra extracted at various times (top) and heat maps (bottom) of
photoluminescence (PL, left), light scattering (middle), and optical density (OD,
right) measurement during the one-step slot-die coating of a MAPbI; film at an
air-knife pressure of 4 bar. Dashed lines along the heat maps indicate the time at
which spectra in the top row were extracted. The drop seen for PL around 160s to
170 s is related to a power fluctuations in the excitation laser.

160, reaching the expected PL peak position for bulk MAPbI;.2” Following the
PL intensity in Figure 4.6 the intensity appears to be lower compared to the spin
coating data presented in Figure 4.2. This diminished intensity is associated with
a reduced sensitivity for light detection of the used measurement setup (optimized
and developed for a spin coater geometry) when implemented into the available
slot-die coating setup. Concomitantly with the appearance of the PL signature, the
scattered light intensity decreases. After 120s a constant scattered light intensity is
reached, which indicates the transition from complex to perovskite phase as also seen
in the spin coating case. Simultaneously with the PL peak appearance and scattered
light intensity decrease a first increase in the OD at around 100s is seen, while the
characteristic absorption edge of MAPDbI3 at 1.65eV emerges. Up to 160s the OD
increases further and the absorption edge becomes more pronounced. As for the spin
coating case before, the OD shape remains flat above the absorption edge, indicating
that also for slot-die coating the substrate is incompletely covered.?™

As for Figure 4.4 the time evolution of different optical parameters was extracted
from Figure 4.6. The analogous results of PL peak position, Iscatter, OD1.8ev and
AOD for slot-die coating at an air-knife pressure of 4.0 bar are presented in Figure
4.7.

The results from Figure 4.7A show that the PL peak position shifts from 1.7eV to
1.59¢eV and reaches the expected bulk MAPbI; PL peak position.?™ As before, a PL
signal shifted to higher photon energies than typically observed for the corresponding
bulk value is indicative for quantum confined perovskite nuclei. These crystallites
grow continuously in size, indicated by the shift of the PL peak position to lower
energies. From the final PL peak position at the energy of the bulk material we
conclude that the final perovskite crystallites length scales in all directions must
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Figure 4.7: A-D: Time evolution of different optical parameters for slot-die coating
at an air-knife pressure of 4 bar. A: PL peak position, the gray shaded area indicates
the spectral range where the PL intensity is above 1/e of the peak intensity. B:
Integrated intensity Iscatter Of the scattered light. C: OD at 1.8eV. D: AOD, difference
in the OD at 1.8eV and at 1.575¢eV. Vertical dashed lines indicate the onsets tq of
the different crystallization stages. E-H: Analyses of the optical parameters shown
in A-D. E: Average crystallite size calculated from the PL peak position using Eq.
4.3. The shaded area indicates possible upper and lower limit sizes depending on the
value of parameter b in Eq. 4.3. Dotted line indicates a linear fit used to extract
the growth rate of perovskite crystallites. F: Time derivative of Igeatter- G: Time
derivative of OD; gsv. The dotted lines in F and G show Gaussian fits used to extract
critical times of occurring phase formations. H: AOD fitted with an error function
(dotted line). Dashed vertical lines indicate the critical times t. of the different
crystallization stages extracted by the earlier introduced fits.
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Figure 4.8: A: Color bar representation of the critical times t. and widths of the
crystallization phases present during slot-die coating. B: Perovskite growth rates
as a function of air-knife pressure. The rates were extracted from the evolution of
average crystal size with time during as exemplified in Figure 4.7E.

be above around 20 nm to 30 nm as seen in Figure 4.7E. This confinement limit of
around 20 nm to 30 nm is an experimentally derived value above which no quantum
size effects on the PL peak position are observed.?®% 29 Further, combining the
information from Igeater in Figure 4.7B, showing an increase, followed by a plateau
and a single decrease to a constant background at the time at which the first
perovskite PL peak is detected, with the two-step increase seen in the time evolution
of ODjgev in Figure 4.7C and the related behaviour in AOD in Figure 4.7D, we
can attribute the first OD increase to the solvent-complex phase formation and the
second OD increase to the appearance of perovskite phase. Contrary to spin-coating
this implies that only a single perovskite formation process takes place when slot-die
coating.

To follow the approach established in section 4.1 to quantify the phase formation
kinetics Konstantin Schotz and I extract the critical times t. and their corresponding
widths w as presented in Figure 4.7F-H. The approach exemplified in Figure 4.7 was
further applied to the other measured air-knife pressures of 0.5 bar, 1 bar and 2 bar.
The resulting critical formation times and their widths are shown in Figure 4.8A with
air-knife pressure for the complex-phase formation (orange) and perovskite phase
(blue). As earlier in Figure 4.5 the results are presented on a logarithmic time scale.

As expected, as solvent evaporation accelerates with increasing air knife pressures,
complex and perovskite formation occur at earlier times and their time widths
are reduced. Interestingly, the width of the perovskite phase formation compared
to the width of the complex-phase formation is not increasing with increasing
evaporation rate/air-knife pressure but remains unchanged. Similar behaviour of a
constant relative width of perovskite phase formation was earlier observed for the
first perovskite phase during spin coating, but is in contrast to the increasing relative
widths of the second perovskite crystallization seen in spin coating in Figure 4.8A.

To conclude the approach to quantify the phase formation kinetics established in
section 4.1 we extract growth rates for perovskite crystallites from the calculated time
evolution of average perovskite crystallite sizes (exemplified for 4 bar in Figure 4.7E).
Figure 4.8B shows the extracted growth rates as a function of air-knife pressure.
We find the growth rate to increase with air knife pressure, with growth rates in a
similar range as those extracted during the first identified perovskite crystallization
phase for spin coating (rate; in Figure 4.5B).
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Figure 4.9: Bar chart of critical phase formation times t.c and widths w ex-
tracted from slot-die coating (A,C) and spin coating (B,D), normalized to At, =
tepero—tecomplex, 50 that teinier = 0 and t.pero = 1. C,D: zoom-in versions of A B.
Vertical dashed line located at t.pero = 1.

To conclude, we applied the analysis approach to quantify the crystallization
stages during slot-die coating established in section 4.1. Based on the findings from
spin coating qualitative similarities and differences in the two processing methods
were identified and are used in the following section to achieve a systematic and
quantitative comparison of crystallization processes in spin and slot-die coating.

4.3 Comparison of Film Formation in Spin and
Slot-die Coating

To compare the various crystallization stages in a quantitative manner, we aim to
find a suitable normalization, in which systematic similarities and differences are
accessible. Based on this necessity the influence of the crystallization mechanisms
is considered. If the crystallization mechanisms remain unchanged, an increase in
the evaporation rate through increasing rotation speeds or air-flows would simply
lead to shorter crystallization durations and reduced time differences between them.
Consequently, it is expected that by applying an appropriate normalization to the
data, the relative crystallisation durations should be independent of the evaporation
rate. Thus, the extracted durations of the different crystallization stages from Figure
4.8A and Figure 4.5A are considered relative to each other. As during slot-die coating
the film formation proceeds in only two stages, we first consider the normalization
of this process, by normalizing the width and times from Figure 4.8A to the time
difference At. =t pero — te,compies- For this the complex formation time ¢ compies iS
subtracted from all formation times, so that t. compie is the baseline set at tc compies
= 0. We further divide all extracted times and widths by the absolute value of At,,
so that for slot-die coating ¢, pero is normalized to 1 (see Figure 4.9A).
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A zoom-in of Figure 4.9A reveals that the widths of the complex formation and
perovskite formation are nearly independent of the applied air-knife pressure (Figure
4.9C). This finding provides support for the hypothesis that an increase of the
air-knife pressure leads to an accelerated film formation, however, the mechanisms of
the crystallization processes do not change in the case of slot-die coating.

Analogous to the normalization presented in Figure 4.9A, the widths and times for
the various crystallization stages in spin coating are normalized, which is presented
in Figure 4.9B. In the chosen representation At, is calculated with the crystallization
time of the first perovskite formation . pero1, as the growth rates during this phase
formation were most comparable to the ones derived during slot-die coating. Figure
4.9B shows that on the chosen relative time scale the second perovskite formation
accounts for a large fraction of the overall film formation time. Furthermore, the width
and critical times of the second perovskite formation increases with increasing spin
speed, while the relative widths of the solvent-complex phase formation (yellow) and
the first perovskite phase formation are mostly independent with spin speed (Figure
4.9D), when compared to the significant changes seen for the second perovskite
formation phase. Interestingly, the relative widths of solvent-complex and first
perovskite formation for spin coating and slot-die coating are similar as seen from
Figure 4.9C,D. The comparable widths indicate that the crystallization mechanisms
of solvent-complex formation and the following first perovskite crystallisation are also
comparable in spin and slot-die coating. However, for spin coating the crystallization
process of the second perovskite formation phase differs from the other observed
perovskite crystallization processes.

As the results from Figure 4.9 suggest that the mechanism of solvent-complex
formation appears to be independent of the processing method, . compier Or Width
Weomplew ar€ Most suitable to function as independent parameters for a systematic
comparison of the perovskite formation kinetics in spin and slot-die coating. Since
the time zero can be difficult to extract with precision the derived time of ¢, compies
may also be. Consequently, for a quantitative comparison we chose Weomples aS a
parameter for comparison, which does not depend on the time zero. Figure 4.10A,B
shows At. = tcpero—te,compier a0d Wpero as a function of wegmpie, for the perovskite
crystallization phases taking place in spin and slot-die coating.

Following At, in Figure 4.10A a linear increase with increasing weompies 1S seen.
This linear increase with Weompies corresponds to a decrease in the spin speed and
air-knife pressure. Interestingly, the values for the first perovskite crystallisation
phase in spin coating (red circles, perol) and single perovskite crystallisation in slot-
die coating (black squares, pero) exhibit nearly the same increase with we,,. This
further supports the earlier assumption that the mechanisms of these two perovskite
crystallisation stages are similar. In comparison, At. increases more steeply for the
second perovskite crystallisation during spin coating (blue circles, pero2), which
means that for a shared width weompie, the second perovskite crystallisation during
spin coating occurs considerably delayed compared to the perovskite formation in slot-
die coating. Further, the different slopes for the first perovskite crystallisation in spin
coating (black dashed line, slot-die coating respectively) and the second perovskite
crystallisation (blue dashed line) in spin coating, indicate that the mechanism of
the second perovskite crystallization in spin coating differs from the corresponding
mechanism of the first one (and from the one in slot-die coating respectively).
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300 | M slot, pero A )
@ spin, pero1 P 2
w 200 [ @ spin, pero2 ,‘.’ ]
44:) /”’ !—"
100 | - ”,‘.’ 4
o «&”® .
150 | b
= —-te-- B
< 10 e .~ 1
b5 ./ L4 _ -
= 50F @ - ]
/ - -
- _ Ca®""®
. 0F .:“’ KJ i
%) T T T T
< | |
E 19 ! C
2 ° .
5 [ J
© 10_2 ‘ I. 1 .. 1 1
0 5 10 15 20
Wcomplex (S)

Figure 4.10: A: At. = t;perote,comples; B: Width of the perovskite phase formation
Wpero and C: growth rates as a function of the width of the complex phase formation
for spin coating (first perovskite formation perol, red circles; second perovskite
formation pero2, blue circles) and slot-die coating (pero, black squares). D,E:
Reflected Optical Microscopy images of (D) spin coated and (E) slot-die coated thin
films with comparable complex-phase formation duration (Weompiez). Both microscopy
images show bundles of needle-like structures with empty regions between. F,G:
Scanning Electron Microscopy images of a spin-coated MAPDI3 thin film (F) and a
film obtained by drop casting (G).

Furthermore, the suggested difference in the crystallization process is also present
in the behaviour of wyero With Weomprex (Figure 4.10B). For slot-die coating (wsiot pero)
and the first perovskite crystallization in spin coating (Wspin pero1) both increase
linearly with weompiea, With comparable slopes. In contrast, Wepin pero2 shows non-
linear behaviour with increasing weompiez, €xhibiting an initial steep increase, followed
by a flattening towards larger weompiez, While always at values higher than for wget pero
and Wspin,perol -

Following the perovskite growth rates in Figure 4.10C extracted from the PL peak
shifts as introduced above as a function of weempiez, the rates from slot-die coating
and the first perovskite phase in spin coating have a similar magnitude, and decrease
in a comparable manner with increasing weompiez- The growth rates associated with
the second perovskite formation phase in spin coating are in contrast diminished by
about an order of magnitude. This further supports the earlier assumption, that
the first perovskite formation phase in spin coating and the perovskite formation in
slot-die coating evolve with a similar perovskite crystallization process, while the
second perovskite formation during spin coating appears restricted in comparison.

To investigate the impact of the presumed different crystallization mechanisms on
the large scale film morphology, reflected optical microscopy images of the final films
were taken. Figure 4.10D,E shows exemplary films processed by spin and slot-die
coating, which have comparable wWeompiee. In the present case this is & Weompiex =
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4 Kinetics of Structure Formation in Slot-die and Spin coated MAPbls Thin Films

5.6s for spin coating at 800 rpm and a Weompiez = 5.3 for slot-die coating with an
air-knife pressure of 4 bar. Both films show needle-like structures with incomplete
film coverage, as expected from the earlier identified phases of complex formation and
flat OD spectra. In addition the needles appear to be arranged in bundles, oriented
along a preferential direction. However, the bundles in slot-die coating appear wider,
indicating that the degree of orientation of the bundles are less pronounced in the
slot-die coated film than in the spin-coated film. The dark areas inside the needles in
both films are associated with formed perovskite phase,?”® indicating that the latter
forms within the solvent-complex structures. Comparing more microscopy images
(Appendix Figure 8.8) from both spin and slot-die coating, it is observed that with
faster drying kinetics the needle structures become smaller and the film coverage
becomes more homogenous.

Furthermore, the microscopy image reveal differences in the vertical expansion of
the films. In the slot-die coated film, the yellow out-of-focus areas demonstrate that
the needles in the center of the bundle are outside the focal plane of the microscope.
This indicates needle growth in vertical direction in the center of the bundles. In
contrast, in the case of spin coating such needles outside of the focus plane are only
observed at higher magnifications (associated with a smaller depth of field) or at
slower rotation speeds (see Appendix Figure 8.9).

The differences in vertical needle growth in spin coating was further quantified
by profilometry measurements. Table 4.1 shows the maximum and minimum mean
height captured within the approximated excitation area from PL and UV-Vis
measurements. The given error corresponds to the standard deviation within a
single line measurement and serves as a measure to compare film roughness. The
results from the profilometry measurements show that with increasing rpm the mean
height of the thin film, as well as the film roughness, decreases. Combined with the
out-of-focal plane microscopy in slot-die coating these results suggest that the needle
morphology in spin coating is flatter than in slot-die coating.

rpm | Maximum mean height (xm) | Minimum mean height (xm)
2000 0.60 = 0.36 0.56 £ 0.34

1600 0.64 £+ 0.40 0.53 £+ 0.42

1300 0.75 £ 0.37 0.54 £ 0.37

1000 1.1 £ 0.52 0.84 + 0.52

800 1.3 £0.97 1.2 +0.87

700 22+ 1.7 1.7+ 14

600 3.7T£27 1.7+ 1.1

200 70+£5.9 4.6 £ 4.6

Table 4.1: Maximum and minimum mean height of spin coated MAPbI3 thin films
measured by Dektak profilometry. For both the maximum and minimum
mean height dependence with rpm an increase in thin film height with
increasing rpm is captured. The given error corresponds to the standard
deviation and is used as a measure for the film roughness.

To further investigate the impact of the presumed different crystallisation mech-
anisms on the single needle morphology, Scanning Electron Microscopy (SEM) of
the final films were taken. Figure 4.10F,G shows exemplary films processed by spin
coating at 2000 rpm and drop casting, a comparable method to slot-die coating at
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4.8 Comparison of Film Formation in Spin and Slot-die Coating

an air-knife pressure of 0 bar. The change in preparation method was necessary, as
Fabian Panzer wasn’t able to prepare SEM-ready samples during his stay at TNO.
Consequently, I prepared samples by dropcasting in Bayreuth, which were suitable for
SEM measurements. Both films showed needle-like structures with incomplete film
coverage as expected from reflected optical microscopy measurements (see Appendix
Figure 8.10). The zoom-in to the formed needle-like structures shows that differences
in the needle-like structures surfaces exist. While in the case of spin coating (Figure
4.10F) a magnified view of the needle surface structure morphology reveals a rough
surface, a much smoother surface surface structure is seen in the case of dropcasting
(Figure 4.10G). The much rougher surface for spin-coating is indicating the presence
of many small crystallites, while the smoother surface for dropcasting shows no such
evidence for crystallite boundaries. Instead, crystallite sizes seem to be well above
1pm.

The comparison made in this section suggests, that despite similar complex phase
formation kinetics, differences are evident in the final film morphology between spin
and slot-die coating. Because the perovskite phase forms and grows within the
needles of the complex phase it is reasonable to assume that differences in solvent-
complex phase morphology not resolved by reflected optical microscopy result in the
differences seen in perovskite growth between both processing methods.
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4.4 Summary and Discussion

The results obtained provide the necessary preliminary knowledge to obtain a
thorough picture of the differences between the crystallization stages in spin and slot
die coating. These distinctions between spin and slot-die coating will be discussed
in the present section. Figure 4.11 shows an illustration of the evolution of the
crystallization stages, normalized to the duration of complex phase formation, as
earlier introduced in Figure 4.10A-C.

Deduced from the temporal increase in OD, Igcatter and reflected optical microscopy
in both spin and slot-die coating initially needle-like solvent-complexes crystallize
(Figure 4.11A).%® Following the suggestion by Fong et al.?>®, the solvent-complex
formation results from a supersaturation-induced heterogenuous nucleation and
growth process and appears to be independent from the processing method. From
their first detection at to compies the solvent-complex structures already have lengths
on the um-scale, as suggested by the independence with photon energy of their
scattering contribution. Furthermore, for both processing methods the needles
increase to sizes above about 50 pm in the final film (Figures 8.9 and 8.8).

Albeit, in the case of spin coating, the modulations in the OD spectra from white
light interference around %o compie indicates that the solvent level has already dropped
to a few um (Figure 4.3B). Therefore, one can conclude that for spin coating the
growth of the needles is limited by a decreasing solvent level from a certain point
in time. Further, for increasing rpm we observed that the complex phase formation
accelerates, as indicated by a decreasing Weompier (Figure 4.5A). This suggests that
for increasing rpm, the decreasing solvent level influences the growth of the complex
phase needles over a longer relative time span. Furthermore, as the flat needle
morphology can be explained by the diminishing solvent levels, shear forces from the
substrate rotation during spin coating might not influence the growth directions of
the needles significantly.

In contrast, due to the missing oscillations in the OD spectra (Figure 4.6) for
slot-die coating the solvent level just before to comprer could only be estimated to be
at least 10 pm (Figure 8.7). This may indicate that in slot-die coating the solvent-
complex formation is not or only weakly limited by the solvent level (Figure 4.11B).
This assumption fits well with the needle-like structures shown in Figure 4.10D.E,
which in the case of slot-die coating protrude significantly upwards, while for spin
coating a more flat needle morphology is observed.

Following the complex structure formation, the perovskite phase evolves within
the solvent-complex structures (Figure 4.11C), which one can determine from the
temporal evolution of optical parameters and static reflected optical microscopy
images of the final film (e.g. Figure 4.10D,E). As indicated by similar At¢. and growth
rates for comparable weompre, (Figure 4.10A-C) the first perovskite crystallization stage
for slot-die coating and spin coating shows similar initial perovskite crystallization
kinetics (Figure 4.11D). However, in the case of slot-die coating a second phase of
perovskite crystallization emerges. This second phase is associated with a significant
reduction in perovskite growth rate in at least one spatial direction and occurs
when perovskite crystallites exceed average crystallite sizes of 5nm to 7nm (Figure
4.4E). Compared with the perovskite formation in slot-die coating and the first
one in spin coating, the reduction and the associated size limit suggest a restricted
crystallization mechanism for the second perovskite formation during spin coating.
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Figure 4.11: A-E: Illustration of the crystallization processes occurring during spin-
(left) and slot-die coating (right) on a relative time axis, which is normalized to
the duration of the complex phase formation. Supersaturated precursor solution
leading to the initial solvent-complex phase nucleation is depicted in yellow, while
solvent-complexes are in beige and perovskite nuclei in brown.
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4 Kinetics of Structure Formation in Slot-die and Spin coated MAPbls Thin Films

Taking further into account that the second perovskite formation phase appears over
a longer relative time span compared to the first one (Figure 4.10B), the results
suggest that the change in crystallization kinetics of the second perovskite formation
is related to the flatter needle morphology of the complex phase observed in spin
coating. Furthermore, all growth rates observed in Figure 4.10C are significantly
lower in comparison to values reported for direct perovskite synthesis routes in
solution (no solvent-complex intermediate phases), ranging from about 10 nm up
to 11m.23% 2917293 This reduction in perovskite growth suggests that the perovskite
formation from solvent-complexes is considerably restricted compared to direct
perovskite formation from the precursor solution. Consequently, it stands to reason
to presume that the needle-like morphology of the solvent-complex phase significantly
influences the perovskite formation mechanism and its kinetics. This supports the
earlier assumption that the different crystallization kinetics of the second perovskite
formation phase are a result of the altered solvent-complex phase morphology.

One possibility for such a restriction in the perovskite crystallization might be an
increase in polycrystallinity of the solvent-complexes. We speculate that an increased
bending of the needles during growth, or growth along non-preferred orientations
parallel to the solvent-air interface could lead to defects during growth. These defects
result in evolving crystallite boundaries, which increase the polycrystallinity in the
formation of solvent-complex needles. Hence, when perovskite nuclei grow these will
be restricted when reaching a solvent-complex phase crystallite boundary, resulting in
overall smaller perovskite crystallites. In contrast, when the solvent-complex growth
is less restricted, the perovskite phase can form more unrestricted. This seems to be
the case for slot-die coating, in which the final PL position (Figure 4.6) indicates that
the perovskite crystals exceed the confinement limit (Figure 4.11E). This expectation
is supported from the Scanning Electron Microscopy (SEM) images of the final film
morphology (Figure 4.10F,G), showing that differences in crystallite size exist. While
for spin coating (Figure 4.10F) a magnified view of the needle surface structure
morphology reveals a rough surface indicative of many small crystallites, the much
smoother needle surface structure from a comparative processing to slot-die coating
(Figure 4.10G) shows no evidence of crystallite boundaries, but grain sizes above
1 pm.

In summary, it was possible to achieve a thorough picture of the different crys-
tallisation processes during spin and slot-die coating, based on the knowledge gained
from the detailed analyses applied to the multimodal optical in-situ spectroscopy
and microscopy methods. Further, the presented analysis highlights the sensitivity of
perovskite crystallization kinetics on changes of the properties of the precursor phase
and its solvent-complex structures from which the perovskite phase evolves. Thus, the
presented results and the presented application of the analysis may be an important
step to advance the general understanding of the crystallization processes occurring
during halide perovskite evolution, independent of the specific solution-based coating
method.
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5 Kinetics of Thermally Induced
Halide Mixing in
MAPbI3:MAPbBr3 Powders

In the past years, mixed halide perovskites have become a candidate for application
in tandem solar cells due to the tunability of their band gap.?* 2% Though, halide
migration in the bulk of perovskite grains, along the grain surface and across
the particle boundaries of solid films leads to phase segregation of halides upon
light illumination and consequently degrades the optoelectronic performance.?7 130
Therefore, considerable efforts have been made to study halide diffusion, which drives
halide demixing processes under external stimuli such as light irradiation,27 296 297
heat treatment 2%73% and electrical bias.?> 3* These different studies have shown
that the observed light irradiation-induced halide segregation is I) dependent on the
administered light intensity and the ambient temperature,?® 300 302 1) localized at
the grain boundaries®® and IIT) reversed under dark conditions. 27 2% The latter,
the reversed halide (re)mixing process, is accelerated by annealing, resulting in ’solid
solutions’ of mixed halide perovskites,>** i.e. a homogeneous distribution of two
halide species witinh a single perovskite crystal structure, such as MAPbI;_Br,. The
temperature and light-induced mixing and demixing is outlined in equation 5.1 for
a mixture of methylammonium lead bromide (MAPbBr3) and methylammonium
lead iodide (MAPDI3), where the formation of intermediate halide compositions is
indicated.

AT
MAPbI3; + MAPbLBr; 27 MAPbVI3_ . Br, + MAPbI,Brs_, = 2MAPbI, 5Br 5

hv
(5.1)
Phase segregation under illumination results in stable intermediate compositions
of iodide-rich phases of x &~ 0.6, while the less stable bromide-rich phases are highly
distributed.*® 27 Further, halide diffusion in hybrid perovskites, thus also the halide
segregation and mixing process outlined in Equation 5.1, is defect-mitigated?%6: 304
via bulk and surface ionic defects.?%> 3% Hence, a particular halide composition
influences the underlying mechanism for ion migration.?*” In addition, the halide
migration is also influenced by the overall perovskite morphology and the present
defect landscape. Since the mechanism of halide diffusion is influenced by such a
plethora of material properties, a high variation of activation energies for iodide and
bromide migration is found in literature, with values ranging between 7.7 kJ mol~! to
57.9 kJ mol 1,298, 302, 305, 308, 309 Tyyrther it was demonstrated that in solid thin films
of mixed MAPDI; 5Br; 5 the activation energies for remixing are higher in comparison
to induced segregation by prior light-irradiation,?®® which could be correlated to
charge carrier generation under light-irradiation, resulting in lattice expansion and
emerging strain.3!% 311
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Kinetics of Halide
Migration in Perovskites
(Chapter 5)

Figure 5.1: Schematic overview of thesis showing the topic of the following chapter:
The present chapter describes how to quantify and influence the kinetics of thermally
induced halide migration in mixed halide perovskite powders via the addition of ionic
liquids. The chapter focuses on a comparison of the thermally induced formation of
solid solutions in additive-free and ionic liquid containing physical mixtures of lead
halide perovskite powders.

As phase separation is not desired for solar cell applications, multiple approaches
have been developed to prevent ion migration, thus countering halide segregation upon
illumination and inhibiting the evolution of heterogeneities in halide composition.
One prominent approach is the use of additives, known to hinder ion migration
by reducing defect densities in bulk,?*® 319 and modifying interfaces in perovskite
thin films.?1?34 One additive class used in perovskite materials are ionic liquids.
These ionic liquids consist of an anion and a cation and are known to stabilize halide
perovskite materials against ambient humidity3'® 316, foster grain growth3!" 318
facilitate film processing?!® 320 and passivate surface and interface trap states.3?173%
In particular, the imidazolium-based super halogen ionic liquid BMIMBF, (1-Butyl-
3-methylimidazoliumtetrafluoroborate) is reported to enhance the thermal stability
in MAPbI3 and mixed halide perovskite thin film solar cells under illumination and
suppresses the ion migration in MAPbI; powder thick films.??3325 But studies that
elucidate the exact role of the ionic liquid BMIMBF, for halide migration and its
interaction with the perovskite are still missing.??® As such the next step in this thesis
is to gain a deeper understanding of the kinetics governing the material evolution
after the formation process which was examined earlier in chapter 4 as depicted in
Figure 5.1.

This chapter is based on the publication "To Stop or to Shuttle Halides? The Role
of an lonic Liquid in Thermal Halide Mixing of Hybrid Perovskites”, ACS Energy
Letters 2023, 8, 12, 5041-5049.12% It presents in-situ XRD diffractograms measured
by myself, in-situ photoluminescence spectra measured by Philipp Ramming and
Markus Griesbach and in-situ NMR spectra measured by Helen Griininger of the
mixing kinetics of a physical mixture of methylammonium lead iodide (MAPbDI;)
and methylammonium lead bromide (MAPbBr3) perovskite powders without and
with the influence of the ionic liquid 1-Butyl-3-methylimidazoliumtetrafluoroborate
(BMIMBF,). The experiments were done within an ongoing collaboration with
Philipp Ramming and Markus Griesbach from the group of Anna Kohler (Experi-
mental Physics II) and Helen Griiniger (Anorganic Chemistry III), both located at
University Bayreuth (UBT). The combination of different in-situ methods allowed
us to extract the mixing kinetics on various length scales and sensitive to various
chemical compounds within the examined mixed iodine-bromine lead perovskite
powders. In this way, the ion migration of iodide near the sample surface can be
measured with high sensitivity via PL due to charge carrier funneling into iodide-rich
phases. In contrast, NMR not only offers the possibility of measuring the average
bromide ion distribution in the bulk with high accuracy, but also provides information
about the ionic liquid used via 'H NMR measurements. In combination with XRD,
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which provides information about both halide species and the solid solutions formed
in the sample bulk, quantitative conclusions can be drawn about changes in the
halide migration kinetics and their origins.

Details about the experimental procedure are given in section 3.1, 3.1.2 and 3.2.
The sections describe sample preparation, the used setups for in-situ XRD, PL
and NMR. The subsequent sections present first the characterization of the parent
powders in section 5.1, ensuring that comparable powder defect densities, purities
and sizes are present, with and without added ionic liquids. Second, the changes
from the initial 1:1 physical mixture of pure MAPbI3 and MAPbBr3 powders to
the final solid solution are examined in section 5.2. To understand the differences
seen in the final solid solution state between samples containing BMIMBF, and
samples without the ionic liquid (further called reference samples) the kinetics of
the mixing are extracted from the XRD diffractograms and PL and NMR spectra,
which enables the analysis of changes in activation energies of the involved halide
species due to the addition of BMIMBF, in section 5.3. The following section 5.4
analyzes the influence of temperature to the mobility of the ionic liquid BMIMBF,
by NMR. To conclude the chapter, section 5.5 combines the experimental results and
proposes a mechanism how the addition of BMIMBF, accelerates the mixing kinetics
of a 1:1 physical mixture of MAPbI3 and MAPbBr3 powders and contextualizes the
previously presented results to the current literature on halide mixing and demixing.

5.1 Characterization of Parent Powders

To ensure that the changes seen in the halide mixing kinetics are related to the
addition of the ionic liquid BMIMBEF, the parent powder morphologies and defect
densities need to be comparable with and without addition of BMIMBF,. To test for
the comparability of powder morphologies SEM and XRD measurements of MAPbI3
and MAPbBr3; with and without BMIMBF, are taken. Additionally the defect
densities are tested by calculating the Urbach energy from PL measurements and by
calculating the FWHM of “Br and '?"I in NQR measurements. The experimental
details for each measurement technique are given in section 3.1 and 3.1.2.

Scanning electron microscopy (SEM): The SEM measurements presented in this
paragraph were conducted by Simon Biberger (Experimental Physics II, UBT) and
Nico Leupold (Functional Materials, UBT) by following the approach described in
section 3.1.1. The resulting images for the parent powders of MAPbI3 and MAPbBr;
with and without BMIMBF, can be seen in Figure 5.2. From the presented SEM
images pseudoradii of powder grains were extracted as a measure of the individual
particle size of parent powders by Markus Griesbach. To extract the pseudoradii the
area of individual grains was estimated from the single SEM images (via ImageJ).
To calculate the pseudoradius from the area, the root of (the area divided by =) is
taken.

The results are presented as a boxplot in Fig. 5.3. On average identical distributions
of pseudoradii are observed for the MAPDbI; parent powders with and without the
ionic liquid BMIMBF, (average pseudoradii &~ 0.2 pm). For the MAPbBr3 parent
powders the pseudoradii are on average slightly larger for the reference sample
(0.51um) compared to the sample with ionic liquid (0.3 pm), but still comparable
within the given errors of the pseudoradii distribution. Further, within the error
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Figure 5.2: Scanning electron microscopy (SEM) images of parent powders of (A,B)
MAPDBBr3 and (C,D) MAPDI;, synthesized without (A,C: labelled Ref) and with
BMIMBF, (B,D: labelled IL)

margin these differences in particle size are negligible and are not expected to
result in strong changes in the observed halide mixing kinetics. Therefore, the
morphology, especially particle sizes, of parent powders with and without ionic liquid
are comparable from the SEM images.

X-Ray Diffraction (XRD): To determine if the crystallinity as a measure of the
powder morphology of the parent powders is comparable between powders with and
without ionic liquid I conducted XRD measurements under inert N, atmosphere at
room temperature.

From Figure 5.4 it is apparent that no differences between the peak positions,
peak widths, peak heights and visible diffraction orders are visible for MAPbI3 and

MAPDI3 MAPDbBr3

T
I

Ref IL

a

Re

(%] N
a 02'
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Figure 5.3: Boxplot of parent powders of MAPbI; (left) and MAPbBr3 (right) ,
synthesized without (Ref) and with BMIMBF, (IL).
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MAPDBr3 with and without ionic liquid. Further, no scattering signal from the
degradation product Pbl, was observed for either sample, which is expected to
appear around 12° and at higher subsequent orders.3?” Therefore we conclude that
the crystallinity between MAPDbI3 parent powders is comparable, which also applies
for the used MAPbBr; parent powders.

1_

—— MAPbI3/MAPbBr3 IL

—— MAPbI3/MAPbBr3 Ref

norm. Intensity
o
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Figure 5.4: Normalized pXRD patterns of 1:1 physical mixtures of parent powders of
MAPDI5;:MAPDBr3 at room temperature prior to mixing experiments with BMIMBF,
(A, IL, darkred) and without (B, Ref, black).

Urbach energies: To determine if the disorder within the microstructure of the
parent powders with and without ionic liquid is comparable, the Urbach energy is
extracted from PL measurements performed by Markus Griesbach as described in
section 3.1.2. I extracted the Urbach energies by applying an exponential fit to the
low energy side of the PL peaks attributed to MAPbBr3 (located around 2.25 eV)
and MAPbDI; (located around 1.60 €V) and extracting the slope in this exponential
region as seen in Figure 5.5.%1

I extracted Urbach energies of about Ey = 20.5meV for MAPbBr; with and
without ionic liquid, showing that the microstructure disorder in both MAPbBr3
powders is comparable. The same applies to the MAPbI3 parent powders, in which
I calculate an Urbach energy of Ey = 14.8 meV with and without ionic liquid. In
hybrid perovskites these low Urbach energies indicate that the disorder within the
microstructure is low and a high degree of crystallinity is present.32®

Nuclear quadrupole resonance (NQR): To determine if the defect density of the
parent powders with and without ionic liquid is comparable, NQR spectroscopy
measurements of the quadrupole of ™Br and 21 halides was performed by Helen
Griininger, following the procedure described in section 3.1.2.

NQR spectroscopy on the quadrupole halides is sensitive to the local environment
around the halide nuclei and thus sensitive to defects within the perovskite lattice.?%
Especially the full width-half maximum (FWHM) is an established qualitative
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Figure 5.5: PL spectra (blue) of parent powders of (A,C) MAPbI; and (B,D)
MAPDBr3, synthesized (A,B) without (labelled Ref) and (C,D) with BMIMBE,
(labelled IL). The energetic fit range for the exponential Urbach fit (orange), the
Urbach fit (red dotted-line) and the extracted Urbach energy E; are labelled within
the spectra. The spectra are normalized to the maximum intensity.

measure for defect densities, but also the absolute signal intensity.?** 233 The NQR
spectra of ™Br for MAPbBr; with and without ionic liquid and of '*"I for MAPbI;
with and without ionic liquid are shown in Figure 5.6. The FWHMs were extracted
by approximating the peaks attributed to “Br and '?7I respectively with a Gaussian
distribution and calculating the FWHM from the derived standard deviation o. The
values for bromide (MAPbBr3) are: 15.1kHz (Ref), 17.6kHz (IL) and for iodide
(MAPDI3): 63.7kHz (Ref), 59.9kHz (IL). As the absolute intensities as seen from
the Figure and extracted NQR FWHMs are comparable for both parent powders
(MAPDBBr3 with and without ionic liquid, respectively MAPbI;) we infer from the
NQR spectra that the bulk defect densities in the corresponding parent powders are
also comparable.

Combining the results of XRD, SEM, PL and NQR measurements on parent
powders of MAPbBr3 and MAPbI3; with and without the ionic liquid BMIMBEF, 1
conclude that the defect densities and powder morphologies are comparable for each
parent powder species (MAPbBr3 & MAPbDI;). Therefore, observed changes in the
halide mixing kinetics must be related to the presence of the ionic liquid BMIMBF,
rather than significantly different powder morphologies and/or bulk defect densities
in the starting material.

After establishing by XRD, SEM, PL and NQR measurements that the parent
powders with and without added ionic liquid have comparable bulk defect densities
and powder morphologies, i.e. grain sizes and no degradation related products, in
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Figure 5.6: (A) ™Br and (B) "I nuclear quadrupole resonance (NQR) spectra of
the physical MAPbI3:MAPbBr; mixtures without BMIMBF, (Ref, black) and with
BMIMBF, (IL, red) recorded prior halide exchange experiments. "I NQR spectra
were recorded for the equatorial Iodine atoms in the tetragonal MAPDbI3 phase at
room temperature due to limitations of the probe to tune to higher frequencies. 1L
spectra are shifted with respect to reference spectra by a fifth of their maximum
height for visibility:.

section 5.1, the parent powders are physically mixed in the next section and time-
resolved XRD measurements at elevated temperatures are carried out to analyze the
effect of BMIMBEF, on the halide mixing.

5.2 In-situ Experiments

To quantify the impact of the ionic liquid BMIMBF, in-situ XRD experiments of
the mixing process at various temperatures are conducted by myself as described in
section 3.1.1 for physical 1:1 mixtures of MAPbI3:MAPbBr; with and without ionic
liquid. The XRD measurements provide information on the overall phase distribution
of perovskite phases in the bulk. Figure 5.7 shows 2D maps of the time-resolved
scattering with and without BMIMBF, and extracted cuts of normalized intensity for
initial, intermediate and final timesteps. The data shown in Figure 5.7 was measured
for a mixing temperature of 90 °C.

The 2D scattering maps and extracted 1D diffractograms in Figure 5.7 clearly show
that both mixtures start from unmixed parent phases showing reflexes attributed to
cubic (200) scattering of MAPDI; (20 = 28.1°) and MAPbBr; (20 = 29.8°).109 329
These initial reflexes attributed to the pure parent phases are already asymmetric
in shape, indicating the onset of the halide mixing process. With time the initial
reflexes are decreasing in intensity, broaden further and shift to intermediate angles
20 in between 28.1° and 29.8°. While the reference sample without ionic liquid
shows after 3500 min two distinct reflexes, attributed to minority and majority
phases of iodide and bromide, a singular reflex at the expected 20 position of a fully
mixed MAPDI; 5Br; 5 is visible already after 1000 min for the ionic liquid containing
sample.?3® For even longer retention times at 90 °C the reflex becomes more narrow
indicating an increase in crystallinity /average crystal size through annealing. Viewing
the 2D maps in Figure 5.7 it also appears that the decrease in intensity of the parent
phases appears asymmetric for the reference sample, while almost symmetric decays
of the parent phases are observable for the BMIMBF,-containing sample.
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Figure 5.7: (A,B) Temporal evolution of XRD diffractograms as 2D maps for
the cubic (200) MAPbI3 and MAPbBr; peak positions for 1:1 MAPbI;:MAPDbBr;
mixtures without (Ref, left column) and with BMIMBF, (IL, right column) for halide
mixing at 90°C. The color indicates the signal intensities of evolving equivalent
phases of differently mixed MAPbI3 (Br, signals. (C,D) Initial, intermediate and
final 1D diffractograms extracted from A,B for the times indicated in the subfigures.
The intensities were normalized to the maximum intensity seen in A B.

After the time-resolved XRD measurements are carried out and commonalities
(e.g. starting both from unmixed parent phases) and differences (e.g. single final
peak for ionic liquid-containing sample, but two peaks for reference sample) are
identified in section 5.2 the findings are used in the next section to establish an
analysis approach to extract the kinetics of halide migration from the time-resolved
XRD diffractograms.

5.3 In-situ Kinetics

To assess the evolution of iodide and bromide mixing kinetics between powder grains
of MAPbI3 and MAPbBr3 the temporal evolution of the powder XRD diffractograms
is analyzed. The experimental data are fitted to extract the specific signal integrals of
the pure parent phases from the overlapping signals of mixed phases of MAPbI;_Br,.
To extract the signals attributed to the pure parent phases of MAPbI3 and MAPbBr3
from the overlapping signals I apply an approach similar to Suchan et al.*?, in which
I approximate the continous phase distribution of MAPbI; Br, by a discrete phase
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distribution with 13 different compositions. These 13 compositions are equivalent to
phases of MAPbI; Br, with 2 = {0,0.25, ...,2.75,3}, whose cubic (200) reflection
positions are in good approximation linearly distributed between the parent powders
positions due to Vegard’s law.!0% 330 The thus discretized phase distribution seen
in the evolving diffractograms was followed by fitting Gaussians of fixed width and
fixed position to the diffractograms. The fixed peak positions are extracted from a
linear extrapolation of the recorded phase’s pure cubic (200) MAPbI; and MAPbBr;
reflections in the initial diffractograms (shown in Figure 5.7). The same initial
diffractograms are used to extract a fixed width used for the fitting procedure, as the
peak width in the initial diffractograms results from an overlap of the instrumental
response, micro strain within the sample and size effects.'®® 331 Consequently, the
initial peak widths are a good estimate of sample and instrumental influences to
the XRD diffractograms. It is known from literature that for solid solutions around
MAPbDI, 5Br; 5 peak broadening occurs due to lattice distance inhomogeneity,?%: 127 332
related to either the emergence of micro strain or chemical inhomogeneity, i.e. phase
segregation. But the effect of strain is estimated to be negligible, as Suchan et
al. showed by analysis of the center of mass of diffraction peaks that for mixed
halide perovskite thin films, the peak broadening is governed by their chemical
inhomogeneity, while the strain stays constant.?? As powders tend to have lower
micro strain compared to thin films,?** I deduce that micro strain peak broadening
plays no role for the evolving XRD diffractograms and that by applying constant
widths based on the initial diffractograms an accurate estimate of the evolving
chemical halide inhomogeneity can be extracted. Consequently, I approximate the
intensity distribution I(20) within the diffractograms as a linear combination:

13
1(20) = Z ,G;(20;) (5.2)
i=1

with the coefficient I; corresponding to the intensity of the respective discrete
MAPbDI; Br, phase approximated by the Gaussian G;(20;) located at 20;. The
approach is shown in the Appendix in Figure 8.11 for halide mixing at 90°C for
a BMIMBEF, containing sample to demonstrate the approach. I further tested
whether the respective number of intermediate solid solutions can be reduced to
7, equally to the following mixed halide perovskite phases of MAPbI3 Br, with
x ={0,0.5,...,2.5,3}. Following the same approach of phase extraction by using
peak widths based on the initial XRD diffractograms of the pure parent phases (as
such based on the instrumental response) the respective coefficient of determination
R? of the fitting procedure is significantly reduced over the whole experiment, as
seen from Figure 8.12 in the Appendix. Consequently, the fitting procedure of a
linear combination of 13 equidistantly spaced Gaussians with constant peak width
introduced earlier is used to extract the respective intensities I;.

As these intensities I; are proportional to the respective halide compositions
located at 20; in the diffractograms and to their respective amount in the analyzed
powder sample, by normalizing each I;(t) to the overall sum of intensities of I;(¢) the
distribution of mixed halide perovskite compositions can be tracked. The resulting
distribution of normalized compositions is shown in Figure 5.8.

Comparing the reference sample at 90 °C in Figure 5.8A with the IL containing
sample at 90 °C in Figure 5.8B shows that the initial decay of pure parent phases
is faster in the case of the reference sample. Furthermore, the dominant solid
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Figure 5.8: Temporal evolution of normalized halide composition distribution
extracted from the halide composition attributed intensities I; introduced in Eq. 5.2.
(A) 1:1 physical mixture of MAPbI3:MAPDBr; retained at 90 °C without ionic liquid
(Ref). (B) 1:1 physical mixture of MAPbI3:MAPbBr; retained at 90 °C with ionic
liquid (IL). The color indicates the amount of equivalent phase of differently mixed
MAPDI; Bry solid solutions.

solutions after a retention time of 3000 min differ significantly. In the case of the
Ref sample, the compositional distribution is dominated by MAPDI5 95Brg 75 and
MAPDI; oBry g9, with only low amounts of Br-heavy compositions, whereas in the
case of the IL containing sample the final distribution of compositions is mainly
defined by MAPDI; 50Br; 50 and MAPbDI; 75Br; 95 with a more symmetric distribution
of I- and Br-rich compositions.

The halide migration for intermediate phases is not easy to distinguish from the
changing compositions with time, as during the halide mixing process, intermediate
solid solutions rich in a single halide species, such as MAPbI, ooBry o9, are not only
losing halide ions to perovskite phases with a lower halide ion concentration but also
receive halide ions from perovskite phases with a higher halide ion concentration.

In order to further quantify the complex interplay of migrating halide ions, the
decay in the intensities of the pure MAPbI3; and MAPbBr3 parent phases is tracked,
as halide transport mainly takes place from these perovskite phases. As such, by
following the single halide perovskite phase-attributed intensities /; and I;3 with time,
it is possible to track the loss in the amount of crystalline MAPbI; and MAPbBr3 and
the migration of their respective halide ions. The resulting decay curves for MAPbDI;
and MAPDBr; are presented in Figure 5.9 for samples with and without ionic liquid
at a mixing temperature of 90°C. The intensity was normalized to the intensity
extracted from the initial diffractograms and is presented on a semi-logarithmic scale.

All decay curves, which correspond to a loss of pure parent phase material, show
complex kinetics. For all decay curves an initial fast decay is evident, followed
by a slower decay in intensity. The transition time marking the change from fast
to slow decay regime is earlier for the ionic liquid (IL) containing sample. In the
chosen semi-logarithmic plot, the fast and slow decay regimes appear as linear slopes,
indicating that at least two first order processes can be identified within the mixing
process, changing with time.3® However, it is realistic that a superposition of several
processes influences the observed kinetics. Such as halide migration at grain interfaces
and in the crystalline bulk 33933 dynamic changes of the defect landscape and the
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Figure 5.9: Temporal evolution of the normalized intensities I; and I;3 attributed
to the pure phase of (A) MAPbBr; and (B) MAPbDI; of a physical 1:1 mixture of
MAPDI;:MAPbHBr3 powder during thermally induced halide mixing at 90 °C extracted
from XRD diffractograms via Eq. 5.2. BMIMBF, containing mixture labelled IL
(red), while reference perovskite powders (Ref, black) were synthesized without IL.
The black dashed lines are a guide-to-the-eye indicating changing slopes for the IL
containing powder sample.

resulting ion migration pathways during annealing,**® growth processes of grains
340 and the continuous evolution of the compositional gradient, acting as a driving
force for the configurational entropy gain during the formation of a solid solution.?*!
Further, comparing the acceleration of decay rates on the mixing kinetics by the ionic
liquid (related to the halide species involved), the acceleration is more pronounced
for the Br~ migration, whereas only a moderate acceleration of mixing kinetics is
seen for I'. Consequently, the presence of the ionic liquid BMIMBF, has a stronger
influence on Br™ transport than on I" transport.

To check whether an equivalent acceleration of kinetics is present during the
thermally induced halide mixing due to a physical mixture of parent phases on
other length scales NMR measurements for tracking Br- and PL measurements
for tracking I" ions were conducted by Helen Griininger and Philipp Ramming
respectively (described in section 3.1.2). While the chemical shifts followed in 2°"Pb
NMR are sensitive to the halide composition in the local environment of 2°”Pb and
as such to its first octahedral coordination shell,>*® PL is highly sensitive to low-
energy emitting sites, due to charge carrier funneling into I-rich domains that have
the smallest bandgap,'3! 3! as such being highly sensitive to I-rich domains.*% 31!
Further, NMR spectroscopy is sensitive to the material’s bulk, thus providing an
average description of both, bulk and surfaces of the powder, whereas PL is highly
sensitive to the surface, due to low penetration depth of the exciting light, due to
the strong absorption of metal halide perovskites. As such the combination of XRD,
NMR and PL measurements can help to derive a full picture of the mixing process,
spanning over several length scales and being sensitive to different halide species.

To follow the kinetics from NMR and PL Helen Griininger and Philipp Ramming
applied an equivalent approach as introduced for the in-situ XRD measurements,
in which they tracked the change in material attributed to the parental phases
from the time-resolved 1D NMR and PL spectra. The time-resolved spectra were
approximated similar to equation 5.2 but adjusted to the respective measurement
technique.
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NMR-kinetics: In ?"Pb NMR the derived spectra during mixing initially start
with distinct signals at chemical shifts of 6 = 1450 ppm and 400 ppm, which are
attributed to 2°"Pb in pure octahedral I and Br~ coordination.?!6: 233: 329 Eyolving
within the mixing process, a signal in between the pure parent phase peaks located
around d = 1050 ppm emerges, attributed to a mixture of various halide coordinations
of PblgBry with x = {0,...6}. Consequently, the evolving spectrum is fitted with 7
signals corresponding to the possible Pb-halide environments.??® As in XRD, fixed
positions and a fixed FWHM were used to model the signal, but due to slightly
changing lattice constants in different perovskite compositions a slight resonance
position variance is needed.?'% 27 Further, the single signal shape was modelled
as a pseudo-Voigt with a Gaussian to Lorentzian ratio of 0.9. Within the NMR
experiments the resonance from PbBrg coordination was the best resolved, so this
resonance is used to further assess the loss in MAPbBr3 phase during thermally
induced halide mixing. However, also in Br-rich mixed phases of MAPbI; Bry (x>2)
significant amounts (above 10%) of 2°’Pb are in full octahedral Br~ coordination. As
such, the decay of the PbBrg resonance will be influenced by these mixed Br-rich
phases, causing a flattening of decay curves in comparison to the expected decay
curves attributed to the pure MAPbBr3 phase.'?® The resulting intensity decay curves
for the PbBrg resonance are shown in Figure 5.10 for samples with and without ionic
liquid at a mixing temperature of 90 °C on a semi-logarithmic scale.

PL-kinetics: In PL the measured spectra during mixing initially start from distinct
emissions at 780 nm and 550 nm corresponding to phases of MAPbl; and MAPbBr3,
respectively.!3! Further, despite equal phase ratios of MAPbI; and MAPbBr; the
intensity from the MAPbBr3 attributed emission is heavily suppressed, due to charge
carrier funelling into I-rich material phases.*> 3! Evolving with the mixing process,
the emissions attributed to the parent phases shift to wavelenths in-between their
initial peak positions and merge with time until a peak at 718 nm dominates the
final spectrum. This peak does not correspond to the expected wavelength for a
fully mixed phase of MAPDbI; 5Bry 5, indicating that the mixing process even for ionic
liquid containing samples at 90 °C is not resulting in fully mixed solid solutions of
MAPDI; 5Br; 5. In these incompletely mixed solid solutions there still exist I-rich
domains, which dominate the PL emission due to the earlier-introduced charge
carrier funneling into these I-rich domains.*® Consequently, the PL measurements
are dominated by signals attributed to the I-rich phases, such as the MAPDbI3
phase. Adopting the approach for the XRD diffractogram analysis Philipp Ramming
modelled the time-resolved PL spectra based on the model proposed by myself in
Eq. 5.2. He adapted the model by using a linear combination of 7 equally spaced
Gaussians located at and in-between the emission wavelengths of the parent phases,
as such being equivalent to phases of MAPbI3 Bry with x = {0,0.5,...,2.5,3}. The
fixed center wavelengths and the FWHMSs of the single Gaussians were derived from
the positions and widths of the initial MAPbI3 and MAPbBr3 PL peaks at t =
Omin. Since the FWHM from the initial PL spectrum was comparatively broader
than the peak width of the initial XRD diffractograms, only 7 distinct solid solutions
could be extracted due to the limited resolution. Since the emission in PL spectra is
dominated by MAPbDI3 or other I-rich phases due to charge carrier funneling, the
intensity decay corresponding to the MAPbI3 PL emission is used to assess the loss
in MAPDbI3 phase during thermally induced halide mixing. The resulting intensity

72



5.8 In-situ Kinetics

decay curves for the MAPDbI3 emission is shown in Figure 5.10 for samples with and
without ionic liquid at a mixing temperature of 90 °C on a semi-logarithmic scale.
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Figure 5.10: Temporal evolution of the normalized intensity attributed to the pure
phase of (A) PbBrg octahedra from NMR measurements and (B) MAPbI3 from
PL measurements of a physical 1:1 mixture of MAPbI3:-MAPbBr; powder during
thermally induced halide mixing at 90 °C. BMIMBF, containing mixtures are labelled
IL (red), while reference perovskite powders (Ref, black) were synthesized without
IL.

Comparing Figure 5.9 and 5.10 it is evident that the decay curves associated
with Br~ transport, such as XRD following the decay of MAPbBr3 perovskite phase
and NMR, following the decay of PbBrg octahedra, are qualitatively comparable.
Both show the two-step decay identified earlier with comparable transition times
between the fast and slow decay regimes. But differences appear for the decay curves
associated with I" migration, such as XRD and PL, following the decay of MAPbI;
perovskite phase. The kinetic curve derived from PL decays significantly slower
than the one derived from XRD measurements. The comparatively slower decay
in MAPDbI3 perovskite phase seen in PL measurements might indicate that at the
probed surfaces I-rich domains remain longer compared to the sample bulk probed
by XRD measurements. Such I-rich surface domains may appear enhanced in the
PL signal compared to their relative proportion due to charge carrier funneling into
such domains,*> while on average over longer length scales as probed by XRD the
mixing from parent phases might already appear complete.

To conclude, in section 5.3 I established an analysis approach to extract the kinetics
of halide migration from the parent phases in halide mixing experiments via XRD
and compared the results qualitatively to comparative thermally induced halide
mixing experiments of P and NMR. For the three compared methods of XRD, PL
and NMR an acceleration of halide migration with the addition of the ionic liquid is
seen. The extracted kinetics are quantitatively analyzed in the subsequent section
and possible origins of differences in the kinetics of samples with and without ionic
liquid are explored.
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5.4 Origin of Change in Halide Kinetics

To further investigate the influence of the ionic liquid BMIMBF, on the mixing
kinetics and why its presence has a greater impact for Br™ migration compared to I
migration the decay curves from Figure 5.9 are further analyzed.

As a measure for the migration of Br™ and I" ions I extract the decay rates from the
slopes in the semi-logarithmic decay curves shown in Figure 5.9.3% Since intensity
decays in Figure 5.9 show a recognizable transition region between regions of linear
slopes, the decay rates are extracted using a biexponential fit on a logarithmic time
scale of the subsequent form: I(t) = Ay - exp(—t - ki) + Ay - exp(—t - ko) + offset.
Here A, and k, are the amplitude and decay rate of the single exponentials and the
offset is a constant necessary to account for incomplete conversions of the parent
phase and variations in noise. As a result, the transition regions are not neglected
and both the initial (fast) decay rate k; and the second (slow) decay rate ko for the
linear slopes seen earlier can be extracted. However, it is important that the original
data set was recorded on a linear time axis. In order to not overweigh data points
on the logarithmic time axis for higher decades (times above 10® min), the time axis
is rescaled to a logarithmic scale. The time axis is resampled with 8 data points
per decade and data points on the linear time axis between consecutive logarithmic
timesteps are averaged to increase statistic power. The resampled data set of Figure
5.9 with the described biexponential fit is shown in the Figures 8.15 and 8.16 (top row)
in the Appendix. Until now only data sets for thermally induced mixing experiments
at 90 °C were discussed, but further experiments for intermediate temperatures of
60°C and 75°C were conducted (see experimental details in section 3.1.1). These
temperatures ensure that both parent phases of MAPbI3 and MAPBBr; are within
their cubic crystalline phases for the halide exchange experiments.5* 23 For all
measured temperatures and physical mixtures (Ref and IL) the decays of the parent
phases of MAPbI; and MAPbBr3 are extracted and fitted with the biexponential
decay model. The fits and resampled decays are shown in the Figures 8.15 and 8.16
(middle and bottom row) in the Appendix. The extracted fit parameters are shown
in Tables 8.2 and 8.1. The semi-logarithmic resampled decays and their respective
extracted fit parameters show that in most cases the chosen biexponential model is
sufficient to describe the decay curves. But in some cases, such as for the decays
of the MAPDI; at 90°C a stretched exponential may be a better approximation.
Such a stretched exponential is an indicator that a distribution of decay rates is
present.34? Nevertheless, the approximation by a biexpoential model is sufficient to
identify two dominant decay rates within the investigated decays. Further, in some
cases only a single decay rate could be extracted, before the intensities decayed
to a flat regime. These single decays were only detected for kinetics related to
iodide migration from the MAPbDI3; phase. Here, the single extracted decay rate
was interpreted as a fast decay rate k. The obtained fast and slow decay rates k;
and ko follow an Arrhenius-type behaviour and are presented consequently as an
Arrhenius plot in Figure 5.11. Figure 5.11 presents the dominant decay rates, i.e.
only full temperature data sets of 60 °C to 90 °C are depicted when: I) the respective
amplitudes A, are above 0.05 and II) the decay rates k; and ko are different. The
dominance criterion ensures that biexponential fits resulting effectively in single
exponentials are not depicted twice in separate Arrhenius plots, resulting only in the
dominance of the decay rates k;.
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Figure 5.11: Arrhenius plot of decay rates obtained via XRD from phase evolution
of MAPbBr;3 (A) and MAPDI;3 (B) in a physical 1:1 mixture of MAPbI3:MAPbBr;
powder during thermally induced halide mixing with (IL, red) and without BMIMBF,
(Ref, black). The dashed lines mark linear fits to the decay rates to extract activation
energies F,.

When comparing the behaviour of reference samples without added ionic liquid
(black) and their counterpart with added ionic liquid (red) Figure 5.11 shows that
the extracted decay rates are up to an order-of-magnitude higher if the ionic liquid
BMIMBEF} is added during the thermally induced mixing. As identified earlier, the
effect is more pronounced for Br™ ions compared to I" ions. Further, the plot shows
that the addition of BMIMBF, nearly equalizes the decay rates k; for Br at 60°C
with the reference data set, while for I" a near-constant increase in k; for IL additions
is seen for all temperatures. To further quantify the impact of BMIMBF, the
activation energies E,4 for halide migration are extracted from the slope of the linear
fits within the Arrhenius plot (dashed lines). One can see that the bromide migration
is impacted more strongly by the addition of the ionic liquid, which is reflected in
the steeper slope for the fast decay rates k; of MAPbBr3 compared to the reference.
The steeper slope is equivalent to a two-fold increase in activation energies from
Eaprrer = (049 £ 0.13) eV mol ™! to B prrr = (0.93 £0.01) eV mol . Comparing
the extracted iodide migration activation energies E'4 ; to the bromide migration,
the iodide migration seems less affected by the ionic liquid, resulting in nearly
unchanged activation energies of Fapey = (0.88+£0.04)eVmol™t and E4 ;1 =
(0.91 £ 0.01) eV mol . From these results two conclusions may be drawn:

I) The observed change of activation energy for bromide migration indicates that
BMIMBF, directly impacts the mechanism of the mixing process, i.e., the nature of
bromide diffusion. Presumably between or at grain interfaces, at which BMIMBF, is
known to aggregate.325 343

IT) As activation energies £ 4 ; for iodide migration between reference and BMIMBF -
containing samples appear similar within error ranges, the nature of iodide migration
is expected to be unchanged. Still, an overall increase in mixing rates is extracted
under presence of BMIMBF,, indicating that while the diffusion behaviour is similar,
the number of migrating iodide ions has increased. A scenario that leads to an
increase in migrating iodide ions is an increase in the ionic defect density in the bulk
or at grain interfaces during the thermally induced mixing.

Interestingly, the activation energies of 0.49 eV mol~! to 0.93 eV mol~! for bromide
and 0.88eV mol~! to 0.91 eV mol~! for iodide migration are on average higher than

5



5 Kinetics of Thermally Induced Halide Mizing in MAPbls:MAPbBrs Powders

values found in literature. Considering that these literature values were measured
cither directly in the thin film samples,?”® by halide ion exchange between two thin
films pressed together 3°2 or from simulations in single crystals,>*® I suspect that
the looser contact between the grains in the mechanically packed powder samples
increases the average activation barrier compared to thin films with grains grown
from solution or vacancy diffusion in a single crystal.
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Figure 5.12: 'H NMR spectra of the BMIMBF, containing physical 1:1 mixture of
MAPbDBI5:MAPDBBr3 powder at temperatures between 55 °C to 90 °C. The spectra are
shifted in comparison to each other for visibility. The dashed lines mark the evolving
resonances of BMIMBFEF,.

To identify the behavior of BMIMBEF, at elevated temperatures, Helen Griininger
measured the 'H MAS NMR spectra of a MAPbI3:MAPbBr; mixture with BMIMBF,
at temperatures between 55 °C to 90 °C (Figure 5.12). The 'H MAS NMR spectra are
dominated at all temperatures by two resonances related to the ammonium (-NHs, )
and the methyl group (-CHj) of the methylammonium cation in the perovskite
structure at 6.5 ppm and 3.5 ppm, respectively, though elevating the temperature
from 55°C to 90°C causes narrow resonances to evolve (dashed lines). These 'H
resonances are related to the imidazolium cation BMIM™. For temperatures of 55 °C
and below, the ionic liquid BMIMBF, coordinates to the perovskite grain surfaces and
retains a solid character,?® evident by the broad 'H MAS NMR shoulders in the yellow
55°C curve. At the grain surfaces BMIMBEF, passivates surface defects and trap
states,3?® as such hindering ion migration. Above 55°C the temperature-dependent
narrowing of the BMIMBF,-related resonances is attributed to an increase in ionic
liquid mobility, which leads to a liquid-like state (averaging of 'H dipolar coupling
terms) of BMIMBEF,. Consequently, we attribute the acceleration in the thermally
induced halide mixing kinetics to the temperature-dependent ionic liquid mobility.
As such, the ionic liquid efficiently saturates at low temperatures (e.g. RT) defects
at grain boundaries and powder particle surfaces. However, when the temperature is
elevated and the mobility of BMIMBF, increases, the previously saturated defects
open up temporarily. It is known that surface defects are a prerequisite for ion
exchange and hence facilitate the halide ion diffusion of both iodide and bromide.3%
However, when BMIMBEF, no longer passivates surface defects, the increase in surface
defect density does not interfere with the mechanism of the halide ion migration
pathway. As a result, the increased surface defect density explains the increased
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5.4 Origin of Change in Halide Kinetics

mixing rates under BMIMBF, addition, but not the changes in activation energies.
Consequently, the twofold increase in activation energies for bromide must be related
to another effect. This effect may be related to the bonding strength between the
present halide ions and the ions of BMIMBF,. Sanchora et al.?** showed that in an
imidazolium-based ionic liquid containing the super halogen BF,~, the imidazolium
cation favors hydrogen bonding to halide ions in the order Cl'> Br~ > I instead of
the super halogen. For the present BMIMBEF, this preferred bonding to halide ions
results in a favored coordination of the BMIM™ cation with the halide ions instead
of BF,". Together with the increase in mobility of BMIM* from 'H MAS NMR seen
earlier this implies that the cation actively shuttles halide ions, as such facilitating
halide migration between perovskite grains and across grain boundaries. Furthermore,
this explains the more pronounced increase in mixing rates and activation energies for
bromide in comparison to iodide with BMIMBF, addition, since based on Sanchora
et al. a stronger interaction of BMIM™ with bromide compared to iodide is expected.
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Figure 5.13: (A) Temporal evolution of XRD diffractograms as 2D maps for the cubic
(200) MAPbI3 and MAPbBr3 peak positions for 1:1 MAPbI3:MAPbBr; mixtures
with BMIMPFg for halide mixing at 90°C. (B) Temporal evolution of normalized
halide composition distribution extracted from the halide composition attributed
intensities /; introduced in Eq. 5.2 for the XRD diffractograms in Subfigure A. (C,D)
Comparison of the temporal evolution of the normalized intensity attributed to the
pure phase of (C) MAPbBr; and (D) MAPbDI; in mixtures of MAPbI3:MAPbBrs
powders containing BMIMBF, (IL, red) and BMIMPFg (black) during thermally
induced halide mixing at 90 °C.

To cross-check the proposed mechanism another commonly used imidazolium-
based ionic liquid 1-Butyl-3-methylimidazolium hexafluorophosphate(BMIMPFg) is
added to the parent powders during the synthesis. Parent powders and the respective
physical mixtures produced from them are subsequently labeled BMIMPFg. The ionic
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liquid BMIMPF¢ has a bigger ionic radius of the anion PFg (254 pm) in comparison
to the anion BF; (225pm) in BMIMBF,.3*> Furthermore, while changing the anion
the hydrogen bonds between cation and anion are comparable,®*® but in contrast to
BMIMBF,4, BMIMPFg is a hydrophobic additive.34"

By following the same measurements introduced in section 5.1 for the characteri-
zation of the parent powders it is ensured that comparable sample morphologies and
defect densities are present for the new batch of BMIMBPFg containing MAPbI;
and MAPDbBr3. The results are presented in section 8 in the Appendix in Figure
8.17. From the SEM images in Figure 8.17AB similar powder structures are seen
with average pseudoradii of approximately 0.2 pm for MAPbI; and approximately
0.3 um for MAPbBr3, equivalent to the IL and Ref parent powders analyzed earlier.
From the NQR spectra in Figure 8.17CD the FWHM is extracted as a measure of
the defect density. For MAPbI; a FWHM of 14.0 kHz with a maximum intensity of
5.0e-5 is extracted, and for MAPbBr3 a FWHM of 77.0 kHz and maximum intensity
of 1.1e-5. These values are in good agreement with the values presented in section 5.1
indicating that the bulk defect densities in the Ref, IL and BMIMPFg samples are
comparable. Further, PL. measurements presented in Figure 8.17EF resulted in Ur-
bach energies for MAPDI; of Eyy = (14.79 + 0.03) meV and Ey = (21.79 £ 0.08) meV
for MAPbBr3;. For MAPDI3 the extracted Urbach energy is in good agreement
with the Ref and IL samples, but a deviation of approximately 0.50 meV is seen for
MAPDBr;. This increase in Urbach energy with BMIMPFg addition might be related
to a disorder-induced broadening of the Urbach tail,*?® but in comparison to the
disorder-related increases in mixed halide solid solutions resulting in Urbach energies
above 90 meV this increase seems negligible.?*® Further, the XRD diffractogram of
the 1:1 physical mixture of BMIMPFg-containing parent powders shown in Figure
8.17G have identical peak positions to the IL and Ref containing mixtures presented
in Figure 5.4 with no appearance of degradation products related to Pbly at 12° and
its higher orders.??” Therefore I conclude that the crystalline morphology and phase
purity (in regard to degradation products) between Ref, IL and BMIMPFg MAPDbI;
and MAPDbBr; parent powders are comparable.

After characterization of the BMIMPF¢ parent powders and the prepared physical
mixtures the thermally induced halide mixing experiments at 90 °C and the in section
5.3 presented analysis approach are repeated. Figure 5.13A shows the temporal
evolution of XRD diffractograms as a 2D map. The presented 2D heat map shows a
form comparable to the 2D heat map seen for IL containing samples in Figure 5.7,
which resulted in fully mixed halide solid solutions. But in the case of BMIMPFg, a
broader streak around 29.0° is seen, indicating that a broader distribution of solid
solutions is present after equivalent mixing times. The differences in final solid
solutions become clearer when comparing the extracted contributions of various
solid solutions. The BMIMPFg-containing physical mixture is dominated by a
composition mainly consisting of MAPDbI; 5Br; 5 and MAPbDI; 75Br; o5 with a tail to
[-rich mixed halide compositions after 3000 min. In contrast, Figure 5.8B depicts
that for the IL-containing mixture a fully mixed composition of MAPbDI; 5sBry 5
dominates after 3000 min, with equally distributed amounts of MAPDbI; 55Br 75 and
MAPDI; 75Bry95. Still, after 3000 min of thermally induced halide mixing both
mixtures containing imidazolium-based ionic liquids show significantly stronger
halide mixing in comparison to the reference sample presented in Figure 5.7A and
Figure 5.8A. The accelerated halide mixing kinetics with BMIMPF¢ addition are
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further evident from the extracted normalized intensity decays of pure MAPbBr;
and MAPDI3 perovskite phases presented in Figure 5.13CD. The plot in 5.13C shows
the intensity decays attributed to MAPbBr3 phase, indicating that while initially
both samples decay equally, that after approximately 200 min the Br~ migration
seems to be hindered for BMIMPFg4. The emerging slope is less steep compared
to the IL containing mixture. In contrast, for the decay of the intensity attributed
to MAPbDI3 phase both imidazolium containing mixtures decay almost equally, if
compared to the reference case presented in Figure 5.9.

That for both imidazolium-based ionic liquids accelerated kinetics are observed
in comparison to physical mixtures without additives, is indicative of a more gen-
eral behaviour. I therefore conclude that the addition of imidazolim based ionic
liquids, such as BMIMBF, and BMIMPFg, which are known to be intrinsic ion
conductors,?*? 350 accelerate halide migration rates. In combination with a preferred
interaction between the imidazolium based cation and Br~ anions,*** the increase in
bromide migration is more pronounced compared to the increase in iodide migration.
As the slowest migration rate determines the overall halide mixing rate, accelerated
overall mixing is observed in the presence of imidazolium-based ionic liquids.

After investigating the origin of accelerated halide mixing kinetics in this section
by analyzing the activation energies for halide migration, by temperature resolved
'H NMR and by comparative thermally induced mixing experiments with another
imidazolium based ionic liquid, the subsequent section is focused on discussing and
unifying the previously measured results into a coherent scheme of the mixing process.
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5.5 Summary and Discussion

Combining the previously discussed results into a coherent picture, we obtain the
following mechanism for halide ion migration under the influence of BMIMBEF,: At
elevated temperatures the ionic liquid mobility is enhanced, opening up defect-rich
areas at grain boundaries and forming a liquid-like transfer channel of BMIMBFy,
in which the BMIM™ cation acts as a ’shuttle’. Both the increased surface defect
density and the liquid-like transfer channel result in an increased transport of
halide ions to neighboring grains and in boosted mixing rates compared to samples
without BMIMBF,. Comparable shuttle mechanisms have already been observed
for imidazolium-based ILs used as electrolytes in batteries. In these battery systems
the IL anions are reported to form complexes with Lit, transporting Lit cations
between electrodes.®>! To illustrate the postulated mechanism, Figure 5.14 shows a
sketch of how BMIMBF, enhances the halide migration between neighboring grains
of MAPbBr; and MAPbI;.
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Figure 5.14: Scheme of proposed mechanism of enhanced ion exchange during
thermally induced halide mixing, showing the formation of mixed halide perovskite
solid solutions. At low temperatures BMIMBF, retains a solid character at grain
boundaries of MAPbI3 and MAPbBr; and passivates trap states (left). At elevated
temperatures the ionic liquid shows increased mobility, while coordinating with I
and Br ions, resulting in accelerated halide mixing kinetics (right). The coordination
of BMIM™ with Br is favoured in comparison to I, which leads to a stronger
acceleration of bromide transport in comparison to iodide transport.344

However, the deducted effect of BMIMBF, and BMIMPF¢ of enhanced mixing
kinetics appears to be in contrast to the literature focused on light-induced phase
separation in mixed halide perovskites, in which BMIMBEF, is described to enhance
the thermal stability in mixed and single halide perovskite thin film solar cells under
illumination, as well as to inhibit halide ion migration in single halide perovskite
powder thick films.3?% 323352 Byt in contrast to the aforementioned literature, the
presented measurements within this chapter elucidate only the effects of BMIMBF, on
thermally induced halide mixing in the dark without further segregation processes ob-
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served under electrical bias®> 3°! or under light irradiation.2” 29 297 Furthermore, the

results presented here show that the addition of ionic liquids (here BMIMBEF}), which
are well-known for their high volatility and intrinsic ionic conductivity®*? 3 increases
the halide mobility in hybrid perovskites. But this increase in halide mobility does
not appear to lead to enhanced halide segregation in mixed halide-perovskite systems
under light irradiation at elevated temperatures. On the contrary, literature reports
show that the increase in halide mobility seems to enhance the thermal stability.3?
Therefore, I hypothesize that by enhancing the thermally induced halide migration
rate, which is more pronounced for bromide as seen from Figure 5.11A, the addition
of BMIMBF, leads to an increase in the total halide mixing rate, which is limited
by the slowest halide migration rate. As a consequence, the light-induced demixing
rates in excited perovskite domains and the BMIMBF, enhanced remixing rates in
dark domains may equalize, resulting in phase stability of the mixed halide phase.
In addition, a mismatch in phase separation and remixing rates is a prerequisite in
many models describing halide segregation under light-irradiation.'3! 296, 353, 354 For
matching phase separation and remixing rates such models achieve phase stability
under light-irradiation. Thus, volatile ionic conductors, such as the ionic liquid
BMIMBF,, might be an option to prevent light-induced halide segregation if suitable
equilibrium conditions between halide mixing and demixing rates are identified and
similar migration rates for the involved halide species are reached. This may be
a step to advance the stability of mixed halide perovskite systems, necessary for
next-generation tandem solar cells.?% 29

In summary, the application of in-situ XRD measurements in combination with
'H NMR spectroscopy allowed me to explore the formation of solid solutions from
1:1 physical mixtures of MAPbIs and MAPbBr; with and without addition of the
imidazolium-based ionic liquid BMIMBF,. The addition resulted in accelerated
halide mixing kinetics, with a preferential increase in bromide kinetics. The results
highlight that materials that are reported to hinder ion migration during light-induced
phase separation can instead enhance it during the reversed mixing process. Thus,
the reported results on the origin of enhanced ion migration may be an important
step towards improving the understanding of the underlying stability mechanism of
mixed halide perovskites under light irradiation, necessary for further applications in
next-generation tandem solar cells.
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6 Quantifying Dynamics in Thin
Films by GI-XPCS

As shown in the previous chapters a variety of in-situ methods are available to
determine the structural and opto-electronic evolution in thin films of lead halide
perovskites. But to extract the dynamics in the final or evolving thin films direct
methods to measure dynamic phenomena, such as ageing and degradation processes
or ionic transport, are scarce. Coherent scattering techniques are the method of choice
to directly access these dynamics and their underlying mechanisms. These coherent
scattering techniques are directly sensitive to changes of the electron densities in
the illuminated coherent volume and thus to e.g. ionic transport and chemical
changes during degradation processes. One of these coherent techniques is X-ray
photon correlation spectroscopy (XPCS). Applied in transmission geometry it is e.g.
used to determine equilibrium and non-equilibrium dynamics in colloidal systems
such as gels?*® and suspensions®?®, as well as polymeric glass formers.!** To apply
XPCS to thin films the measurements must be carried out in grazing incidence
(GI) geometry, allowing the probing of three-dimensional dynamic morphologies in
thin films®® as well as measurements in liquids.**” In GI geometry the usage of a
shallow incident angle leads to an extended beam projection on to the thin film,
resulting in enhanced scattered intensity compared to transmission measurements
on thin films.3*® In various publications GI-XPCS was used to measure dynamics
of thin soft matter systems, such as capillary waves on surfaces and at interfaces
or growth mechanisms on various surfaces.4? 188 195, 196, 359 Thege examples choose
measurement conditions in which only surface scattering had to be considered, e.g.
via the generation of a predominantly reflected signal.'?% 196 359, 360 However, many
questions in thin film science, and especially in thin films of lead halide perovskites,
arise due to dynamic processes originating within the bulk of the thin film. These
processes can be additionally influenced by the interfaces towards the substrate and
their surroundings, resulting in complex dynamics. To examine dynamics arising
from the bulk of the film, several different scattering terms, including scattering from
reflections, need to be taken into account. These extra scattering terms make the
interpretation of GI data in the context of XPCS challenging. Zhang et al.*? showed
that effects known from grazing incidence small angle X-ray scattering (GI-SAXS)
need to be accounted for in a GI-XPCS analysis focused on bulk properties. But
a thorough approach to quantify these effects in GI-XPCS analysis has not been
presented yet.

Hence, as a next step in this thesis an approach to apply GI-XPCS for bulk
dynamic measurements is developed. The approach is exemplified for MAPbI3 thin
films. To this end, a tool is being developed to measure the intrinsic dynamics that
determine the functionality and stability of such thin films. Importantly, this method
is not limited to surface-sensitive geometries or kinetic measurements, but can access
dynamic phenomena within the bulk of thin films.
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Towards Quantification of
Perovskite Dynamics by
GI-XPCS (Chapter 6 & 7)

Figure 6.1: Schematic overview of thesis showing the topic of the following chapter:
Chapter 6 describes an approach on how to quantify dynamics in the bulk of a lead
halide perovskite thin film by GI-XPCS, without including geometrically induced
distortions to the extracted dynamics. The approach to identify suitable measurement
conditions is exemplified for a one-step processed MAPbDI;3 thin film.

The present chapter is based on my publication "Effects of the Grazing Incidence
Geometry on X-ray Photon Correlation Spectroscopy Measurements”, Langmuir,
2023, 39, 23, 8215-8223.3%! In this publication I address the unresolved problem of
geometry-related distortions in bulk-sensitive GI-XPCS measurements by combining
theoretic calculations on the influence of refractive effects and reflective scattering
contributions for a MAPbI3 thin film during a GI-XPCS measurement. The results
from the theoretic calculations allow me to identify regions with less distortions
within the reciprocal space. To verify my theoretic predictions I take distortion-
reduced grazing incidence transmission (GT)-XPCS measurements and compare
these with simultaneously measured distorted GI-XPCS measurements. From the
comparison of GT-XPCS and GI-XPCS measurements, regions in reciprocal space
are identified, which are expected to minimize the GI geometry-related deviations in
XPCS. These identified reciprocal space regions are in accordance with my theoretic
predictions. My calculations are further used to provide an outlook how various thin
film thicknesses, material compositions and experimental parameters can influence
the relevant reciprocal space.

The chapter starts with Section 6.1 focusing on the necessary calculations to
understand the underlying effects of refraction and reflection in GI and GT geometries
for SAXS. Section 6.2 applies the calculation-based considerations to an experiment
which is designed to allow the comparison of simultaneous XPCS measurements in
GT and GI geometry. The simultaneous approach in measuring XPCS ensures that
the same dynamics are measured, but with varying distortions within the detector
regions used to capture the experiment. Section 6.3 further discusses additional
effects altering extracted dynamics from GI-XPCS measurements and includes these
with the earlier results to identify which detector regions and therefore ¢ spaces
are scarcely enough influenced by geometry-introduced distortions. The subsequent
Section 6.4 applies the derived results to give an outlook, how different materials,
film thicknesses and X-ray beam energies influence the identified reciprocal space.
The chapter concludes in Section 6.5 with a summary of the results and a short
discussion for the general application of bulk-sensitive GI-XPCS.
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6.1 Geometrical Effects in bulk-sensitive Gl and
GT-SAXS Measurements for MAPDbI; Thin Films

As introduced within Section 2.3 the scattering within both GT and GI geometry
is well described within the simplified DWBA. But differences occur regarding
which first and second-order perturbation terms of scattering-reflection sequences
need to be accounted for. In this section an approach on quantifying dominant
scattering contributions along the surface-normal scattering direction (g,) in GT and
GI geometry is introduced. The approach focuses on the calculations of two distinct
phenomena: I) the non-linear directional change of scattering due to refraction of
impinging X-rays and exiting X-ray scattering at interfaces; II) Fresnel coefficient
calculations, to identify the strength of scattering signals associated with scattering
terms covered within the simplified DWBA. Both calculations are done for a two-slab
system of a MAPDI;3 thin film placed on silicon.

6.1.1 Influence of Refraction in GT and Gl in MAPbI3; Thin
Films

When conducting experiments within GT or GI geometry, the intensity distribution
on the detector is altered by refraction taking place at interfaces. Although the
changes in the refractive index n are small for high energy X-rays when changing
from ambient atmosphere to a material (An ~ 107%),*7 for the low incident angles
used for GI-SAXS experiments a significant shift of the scattering signal on the
detector is seen. Compared to a transmission SAXS experiment the refraction will
shift the position on which scattering from the impinging X-ray beam will reach
the detector. This shift due to refraction depends on the ratio between the critical
angle of the impinged material and the exit angles of the scattering. Consequently,
scattering from various exit angles may reach the same detector pixel. This projection
of scattering into the same pixel is equivalent to mixing of scattering from different
distinct intrinsic @ values into the same detector ¢ value.

As shown by Liu et al.’®! the difference between intrinsic @ and detector ¢ (defined
in Section 2.3) is highly non-linear near the critical angle ©. of the thin film for
the GI and GT geometry. Importantly, in the small angle scattering regime, the
refraction only affects the z-direction and will not alter the shift in the scattering
signal on the detector along the horizontal g,.-component. To calculate the shift due
to refraction, which reduces the incident angle at the atmosphere/thin film interface,
the following cosine form of Snell’s law as a function of the critical angle ©,. of the
thin film can be used: cos(«;) = zgsggg The nomenclature corresponds to the one
introduced in Figure 2.7 in the theoretic introduction, with angles ©;, being external
incident and exit angles and «;,; being intrinsic ones, respectively.

Further, refraction needs to be considered when scattered electromagnetic waves
travel across the thin film/substrate interface. The second refraction follows the
same form of Snell’s law but using the critical angle ©g; of the substrate.

To illustrate the non-linear contribution of refraction'® 72 to the projection of
scattering onto the detector, I calculate the difference between intrinsic ¢ and
detector q as Ag, = ¢. — Q.. Hereby @, will be calculated using the cosine form of
Snell’s law for the classical definition of @), as introduced above. Four different cases
need to be distinguished.
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These four cases depend on whether the considered scattering terms of the DWBA
depend on @, or @, referred to as transmission channel (Tc), respectively reflection
channel (Re) scattering, and in which scattering geometry the scattering experiment
takes place, as the measurement geometry influences the number of refraction events.
Consequently, the subsequent cases of are distinguished:

I) scattering from the transmission channel Tc in the GT geometry, addressing scat-
tering without reflection events (proportional to the scattering term |T'(cw)T (ary)|?
|F(+Q.1)]? in the sSDWBA, see Section 2.3).

IT) scattering from the reflection channel (Re) in the GT geometry, addressing scatter-
ing with a single reflection event (proportional to the scattering term |R(c;)T (crs)[?
|F(+Q.2)|* in the sSDWBA, see Section 2.3).

III) scattering from the transmission channel (Tc) in the GI geometry, addressing
scattering without reflection events or double reflections (proportional to the scat-
tering terms |T ()T (ap) | F(+@Q:1)|? and |R(c;) R(ar) | F(—Q.1)|? in the SDWBA,
see Section 2.3).

IV) scattering from the reflection channel (Rc) in the GI geometry, addressing
scattering with a single reflection event (proportional to the scattering terms
|R(ca)T(af)|?|F(+Q22)|? and |T(c) R(ary)|*|F(—Q12)|? in the SDWBA, see Section
2.3).

Based on the work by Liu et al. 2018'%! and the definitions for detector ¢ and
intrinsic @) given in Section 2.3 I can calculate the intrinsic @), in terms of external
scattering angles and therefore the difference between detector and intrinsic reciprocal
space Ag,. With Snell’s law the intrinsic (), for the four cases discussed above are:

Q.crre =k (+(sin2 O, — sin® @C)% — (sin® O + sin® Og; — sin® @c)%) (6.1a)
Q.crre = k (—(sin2 O, — sin? @c)% + (sin? O + sin? Og,; — sin? @c)%) (6.1Db)
Q.crre = k (4—(sim2 O, — sin? @C)% + (sin? O — sin® @C)%) (6.1c)
Q..c1,Rc = k (—(sin2 O, — sin? @C)% + (sin® © — sin? @c)%) (6.1d)

Depending on these four expressions Figure 6.2 shows a graph of Ag, as a function
of detector ¢, for incident angles of ©; = 0.22° (brown lines) and 0.30° (blue lines)
for the transmission channel Tc (full lines) and reflection channel Re (dashed lines).
The critical angles ©, = 0.163° and ©g; = 0.186° used in Eq. (6.1) are calculated
from the real part of refraction index n, which is determined by Henke et al.'*" for
an X-ray beam energy of 9.65 keV.

Following the curve drawn as a full brown line (©; = 0.22°, T'c) from negative up
to positive detector ¢, regions (from the GT to the GI regions), first Agq, increases,
followed by an undefined region, followed by a decrease with a subsequent constant
value being reached. The lower limit of the undefined region is connected to the
substrates critical angle Og;, determining the minimal angle under which scattering
can exit through the substrate. The upper limit of the undefined region is connected
to scattering below the materials critical angle ., scattering not outcoupling from
the material below this angle. Around both limits of the undefined region Ag,
appears non-linear, showing strong increases. Comparing the observations for an
incident angle of ©; = 0.22°, T'¢ (full brown line) to the larger incident angle of
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Figure 6.2: The graph shows the difference between detector ¢, and intrinsic @,
(Agq. = q. — Q) originating from the refraction at interfaces as a function of detector
q. for incident angles of ©; = 0.22° (brown lines) and ©; = 0.30° (blue lines).
Reciprocal ¢, values from the transmission channel (Tc, solid) and reflection channel
(Re, dashed) are calculated separately, following Equations 6.1.

©; = 0.30°,Tc (full blue line) an overall decrease in Aq, is observed, while the
undefined ¢, region is shifted to larger ¢, values. The shift is related to the larger
angle of incidence according to Eq. 2.12. Comparing the calculations of Agq, for the
transmission channel Tc (full lines) to the reflection channel Rec (dashed lines) the
overall shape is retained, but a shift to higher Agq, values is visible, with a higher
shift in Ag, for a higher angle of incidence. This split between Tc and Rc is often
seen in monodisperse scattering patterns by splitting distinct scattering features in
two.32 This channel split is known to scale with 20;.35?

Interpreting the observations from Figure 6.2 it can be seen that regions of non-
linear trends for Ag, exist. For a real XPCS experiment in which the intensity in
a Region-of-Interest (ROI) is analyzed this will lead to a mixture of scattering of
different intrinsic (), which originate from the transmission and reflection channel
which probe different intrinsic () respectively. These different intrinsic ) and their
length scales may result in different correlation times, which will be present in a
single ROI. When analyzing such contribution mixing, the correlation function shape
will be altered in comparison to an experiment in which only a single scattering
channel is present, such as in a transmission XPCS experiment.

I already identified detector regions in which the impact of refraction is pronounced
and non-linear, but want to investigate further how (). behaves in the transmission
channel Tc and reflection channel Re. Therefore, I calculated (with focus on the
GI region) the absolute of intrinsic @), against detector ¢, for both Tc and Re for
incident angles of ©; = 0.22° and ©; = 0.30°. The result is depicted in Figure 6.3.
The plot shows the absolute of the intrinsic (), as a function of detector ¢, for Tc
(full lines) and Rc (dashed lines). Calculations for an incident angle of ©; = 0.22° are
shown in brown, for an incident angle of ©; = 0.30° in blue. The black dotted lines
at |@,| = 0 mark the minimal values of |@Q,| and their affiliated detector ¢, positions.
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Figure 6.3: Plot of the absolute |@,| against ¢, for the transmission channel Tc
(full lines) and reflection channel Re (dashed lines) within the GI region above the
respective Yoneda positions for incident angles of ©; = 0.22° (brown lines) and
©; = 0.30° (blue lines). The black dotted vertical lines mark the reversal point of
decrease in absolute |Q,| to increase in absolute |@.|, which coincidences with the
respective specular g, positions for incident angles ©; of 0.22° and 0.30°.

From the plot it can be observed that for both incident angles |Q,| is increasing
continuously as a function of ¢, in the transmission channel Tc, while for the reflection
channel Re a reduction down to |@Q,| = 0 is seen with ¢,, followed by an increase in
|Q.| for higher ¢,. The minimum values of |@Q.| = 0 are reached for the respective
expected specular beam positions in ¢,. According to Zhang et al. 2019%° these
competing trends of intrinsic |@Q),| between the Yoneda region and the specular beam
position can be used to analyze the scaling behaviour of the characteristic decay
time 79 as a function of ¢ (see Eq. 2.21) in GI-XPCS experiments. They propose
to analyze 7y as a function of ¢, in flat regions of 7y as a function of ¢,, because in
these regions the full dynamics of 7y are governed solely by ¢,.. The reason for this
simplified analysis along ¢, is that such a mixing of correlation curves associated
with countervailing |@,| along ¢, occurs, that the extracted 7y stays constant. They
applied their approach to measure the viscosity of confined Polyethyleneglycol in
pores via Marker-XPCS of gold nanoparticles. While measurements of this system
showed scaling of 7y as a function of ¢ attributed to classical diffusion ({r?) oc t)
of the gold nanoparticles for GT-XPCS measurements, the scaling behaviour was
in contrast reduced in GI-XPCS measurements, despite extracting the scaling in
flat regions of 79 as a function of ¢,. They further mention that in comparison to
the GT-XPCS correlation curves the calculated GI-XPCS correlation curves are
best described with a stretched exponential function, while a single exponential is
sufficient to extract correlation times from GT-XPCS experiments.

Due to these still existing systematic differences between dynamics in GI and
GT, despite the approach of Zhang et al., I propose another necessary consideration
to identify valid detector ¢, regions with less distorted correlation curves in GI. I
propose that also the dominance of the respective scattering channels (Tc and Rc)
need consideration. To identify how the amount of scattering from the transmission
and reflection channel changes as a function of ¢, their respective Fresnel coefficients
within the DWBA will be analyzed in the next subsection.
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6.1.2 Fresnel Calculations for Reflectivities and Transmissivities
in MAPbI3; Thin Films

To describe the intensity distribution on a detector the simplified DWBA was
introduced in Section 2.3 (Eq. 2.14) and reasons were given why the simplified
DWBA is a good approximation to describe Methylammonium Lead Iodide thin
films with its disperse grain size distribution. As shown, the simplified DWBA
approximates the intensity I; at the detector for a particular ¢, with the following
sum of four terms:

Ia(q=) =IT ()T (g) | F(+Qa1)* + | T (0i) Rlog) PIF (—Qu2) "+

|R(O‘i)T(af)|2|F(+Q22)|2 + |R(ai)R(af)|2|F(—Qz1)|2 (6.2)

Herein ()1 and Q.o follows the definition of the intrinsic () space given in Section
2.3. The terms T'(o;) & T'(ay) and R(cy) & R(oy) are the Fresnel transmissivities
and Fresnel reflectivities, depending on the incident angles o; and exit angles ay.
Due to their dependence on the incident and exit angles the Fresnel coefficients are
varying as a function of ¢,. Furthermore, I; depends on the the form factor scattering
contribution F'(Q) at different £@),; and £@Q),». For a polydisperse system, such as
Methylammonium Lead Iodide grains in a thin film with a wide distribution of sizes
and forms, the form factor terms are known to decay steadily. Also, such polydisperse
systems do not show any distinct features or oscillations along @).;/» and are known
to not decay as fast as simple form factors (e.g. spheres: F(Q) o< Q~%), but decay
significantly slower.?®® Therefore, the Fresnel coefficients are a good approximation
to quantify the intensity from each simplified DWBA term on the detector for a
polydisperse system of Methylammonium Lead Iodide grains.

To calculate the Fresnel coefficients the multilayer matrix formalism approach
based on Rauscher et al.'®* and Renaud et al.3%* is used, which is considered the
standard method for thin films showing only weak contrast within the thin film. For
material systems, which cannot be approximated with the uniform-film approximation
used here, other methods need to be considered, such as DWBA variants including
multi-layered or graded profiles for thin films.'%3 3% These are for example applied
to describe embedded nanostructures in thin films or to describe nanoparticles
distributed in an island-like fashion.!%

In the approach by Rauscher et al.'®* and Renaud et al.3** the coefficients are
calculated for a layered system, in which the influence of a single interface to
the impinging wave vector ky is considered. From the resulting z-components
of the impinging wave vector, single layer reflectivities and transmissivities are
deduced. To include the influence of underlying layers, phase interference dependent
on layer heights and interface roughness is added to the Fresnel calculations. I
implemented this approach to calculate the Fresnel coefficients of a two slab system
of Methylammonium Lead Iodide with an incident X-ray energy of 9.65keV (800 nm
height, 10nm, roughness, ©, = 0.163°) on a flat silicon substrate (0. = 0.186°)
with an incident angle of ©; = 0.22° and ©; = 0.30°. To determine the resulting
dominant scattering contribution of the simplified DWBA, I weighted the prefactors
of the resulting four DWBA terms against each other and plotted the results against
detector ¢, for an incident angle 0.22° and an incident angle ©; = 0.30°. The result
is shown in Figure 6.4 for a ¢, range of —0.005 A" t00.061A7"
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The graph shows the GTSAXS region around ¢. = 0 below the empty gap. The
empty gap arises from inaccessible scattering regions resulting from total reflection
of scattering below the substrates critical angle (lower ¢, limit) and the sample
horizon (higher ¢, limit) (see also Figure 2.7 in Section 2.3). For GTSAXS only
the two DWBA terms dependent on |T'(«;)T(ay)|* and |R(a;)T (crp)|? are present,
with the prefactor |T'(c;)T(af)|? becoming more dominant with increasing incident
angle. The prefactor |T'(c;)T (cry)]? is related to direct scattering described within the
Born Approximation (BA),3%® which is used to describe scattering in a transmission
geometry. Consequently, with larger incident angles (here: ©; = 0.30°) the intensity
on the detector approaches the same origin as in a transmission geometry, indicating
that GT-XPCS signal will have the same origin as in transmission XPCS for an
increased incident angle. This does not hold true for small incident angles, like
©; = 0.22°, where the reflection term related to |R(a;)T (ary)|? still contributes in the
GT detector region. In contrast, the GISAXS detector region is seen above the empty
gap and shows that above the sample horizon and below the Yoneda region'*® (orange
line) scattering is dominated by DWBA prefactors |T'(c;)T (ars)* and |T'(a;) R(aryp)|*
Within the Yoneda region all terms are present, but above this region the contribution
of the term |T'(a;)R(ary)|? is reduced with increasing ¢,. For the material system
tested here and for ¢, values of 0.045 A~ for ©; = 0.22° and 0.055 A~! for ©, = 0.30°,
the contributions related to |R(«a;)R(ay)|* and |R(c;)T(af)|? vanish. The weights
of the prefactors return their incident angle dependent GTSAXS equivalents, with
the BA term (with prefactor |T'(a;)T(as)|*) becoming dominant for larger incident
angles like ©; = 0.30°. This meets the expectation by Lazzari et al.'®3 that for high
incident and exit angles the BA prefactor becomes dominant in GI geometry.
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Figure 6.4: Plot of the normalized prefactor fraction of Fresnel coefficients used
for intensity calculations in the simplified DWBA for the incident angles ©; = 0.22°
(0,/0.=1.35) and ©; = 0.30° (0,/0. = 1.84) as a function of ¢,. The reflectivities
and transmissivities are calculated for a two-slab system of 800 nm thick MAPbI3
placed on a silicon substrate with varying exit angles ©;. The Yoneda and specular
positions are marked in orange (Yoneda) and red (specular), respectively.
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Combining the information from DWBA prefactors (reflection effects, Figure 6.4)
and from nonlinear reciprocal space vector projection (refraction effects, Figure 6.2)
allows me to conclude the following points for a comparison of transmission XPCS
and XPCS results in grazing incidence geometries.

Firstly: Figure 6.4 shows that for large incident angles (0©; = 0.30°) the scattering
in the GT region and high ¢, GI region is dominated by the BA term and hence
approaches the dominant scattering terms of transmission XPCS. While for smaller
incident angles scattering contributions from both transmission Tc and reflection
channels Rc are mixed on the detector, possibly influencing the shapes of extracted
correlation functions. The dominance of BA related scattering does not imply that
e.g. correlation times are identical, because on the one hand the absolute ¢ value
given by ¢ = /¢? + ¢? generally differs in GTSAXS where ¢, = 0 and GISAXS where
¢ > 0. On the other hand even if the absolute ¢ values for GTSAXS and GISAXS
are the same, the origin in reciprocal space is different, as the respective ¢. and g,
values differ. As such different dynamics may be probed. The same correlation times
are only expected for isotropic dynamics at the same ¢ value, even if the respective
q. and g, values differ. However, I theorize that for a heterogenuous system with no
dominating characteristic length scales, no changes to the nature of the underlying
dynamics over the combined ¢ ranges are to be expected. As a result, the dynamics
are isotropic and the scaling behavior of correlation times 7 as a function of ¢ will
be comparable for GT- and GI-XPCS.

Secondly: Figure 6.2 shows that refraction alters the projection of intrinsic )
onto the detector. For higher incident angles the discrepancy between intrinsic ()
and detector ¢ is globally reduced for Tc but will still lead to the examination of
a different intrinsic ) in transmission XPCS than in GT- and GI-XPCS and to
associated changes in the correlation functions when compared to the same detector
q in a transmission XPCS experiment. Calculating the influence of refraction allows
us to conclude, which detector ¢ values in transmission XPCS and GT-and GI-XPCS
are comparable. For the calculated ¢, in GI up to 0.06 A~ the difference in Ag, is not
yet minimized or as low as in GT-XPCS measured at ¢, = 0. For ¢, below 0.06 A~!
and when Tc and Rc channels contribute to the detected signal, different intrinsic
(2. values contribute to the recorded intensity within an analyzed ROI in GI-XPCS,
influencing the shape of an extracted One-Time correlation function (1TCF) in
comparison to GT-XPCS and resulting in expected differences in parameters like
exponents and correlation times. This contribution mixing can only be suppressed if
solely one of the scattering channels Tc or Re is contributing.
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6.2 Simultaneous GT-GI-XPCS Measurements on
MAPDbDI; Thin Films

To test the theoretic considerations on the origin of detected intensities and their
impact on measured dynamics in GT- and GI-XPCS shown in chapter 6.1 simulta-
neous GI-GT-XPCS measurements on a MAPDbI; thin film were conducted at the
Coherent Hard X-ray (CHX) scattering beamline at NSLS-II; NY (see Section 3.1.2
for the measurement procedure and Section 3.2 for sample preparation).

In order to quantify the expected influence of reflections and refraction, the change
in the extracted dynamics is first calculated as a function of ¢,. To extract dynamics
along ¢, the ROIs shown in Figure 8.18BD in the Appendix are used. I applied a
single quadratic ROI size of 0.003 A inthe GT region, starting at ¢, = —0.0015 A
and ¢, = 0.0035 A" to catch the unperturbed GT dynamics at g, = 0. For the GI
scattering the same ROI size and starting ¢, is chosen as for GT, but with a starting
q. = 0.018 A" for measurements under an angle of incidence of ©; = 0.22° and ¢, =
0.027 A" for measurements under ©; = 0.30°. The starting ¢, used is necessary to
avoid signals from the direct beam within the chosen ROIs, which could result in
mixing of homodyne and heterodyne detection schemes.?*® Such detection scheme
mixing due to mixing of direct beam intensities and scattered intensities within the
same ROI is known to lead to altered forms of the calculated correlation functions.
To avoid a detection scheme mixing I calculate the upper limit of where to expect this
phenomenon to occur, based on the work of Gutt et al.?%Y. The reciprocal length scale
in the Fresnel limit up to which homo- and heterodyne mixing occurs is given by ks,
with k2 = /\2L7ra (with A being the wavelength and L, the aperture-sample distance)
and s being a measure of the aperture size. In the given measurement geometry with
an approximated aperture size of 10 pm and an aperture-sample distance of 1m this

would lead to an upper limit of ¢ space of 0.0005 Afl, seven times smaller than the
lower ¢ limit applied for the ROI in Figure 8.18 in the Appendix.

To extract the dynamic information from the chosen ROIs in Figure 8.18 the
approach described in Section 3.1.2 is used. In this method the dynamical information
from a XPCS measurement is extracted by fitting of One-Time Correlation Functions
(ITCFs) calculated from Two-Time Correlation Functions (2TCFs) with a stretched
exponential.!% To enhance statistics for steady-state dynamics, extracted 1TCFs
are averaged over a range of deterioration times ¢, where the extracted 1TCFs are
invariant. For the data sets shown in this section 1TCFs are averaged over 20 frames,
corresponding to 4s of administered beam. To ensure a full decay of 1TCFs, the
1TCFs are averaged around a chosen deterioration time ¢ = 50s. Figure 8.19 in the
Appendix shows the thus averaged 1TCF extracted from Figure 8.18BD and their
respective Kohlrausch-Williams-Watts (KWW) stretched exponential fits. Figure
6.5 depicts the corresponding correlation times 75 and the (KWW) exponents ~y
extracted from the ROIs shown in Figure 8.18BD and the 1TCF in Figure 8.19.

Figure 6.5A shows a jump in correlation times 79 when moving from the GT region
(¢. =~ 0.0 A_l) to the GI region (¢, > 0.018 A_l), with higher values of 7y for the
lower incident angle of ©; = 0.22°. The dependence of 7y on ¢, above the GT region
is related to the fact that different length scales are probed, resulting in different
correlation times present. For intermediate regions of ¢, (g. < respective Yoneda!4®)
flat regions arise (dotted lines in black).
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Figure 6.5: (A) Graph of correlation times 7y as a function of ¢, and (B) KWW
exponent v as a function of ¢, extracted from a slot-die coated MAPbI3 thin film
in a simultaneous GI-GT-XPCS experiment for two incident angles of ©; = 0.22°
(brown) and ©; = 0.30° (blue) at ¢. = 0.0035 A", Error bars are given in gray
and are smaller than the marker size. The incident angle-dependent Yoneda regions
are marked in the respective colors. Flat regions identified after Zhang et al.*® are
marked as black dotted lines.

Zhang et al.® attribute these flat regions in ¢, to mixing of scattering signals from

the transmission channel Tc and reflection channel Re originating from different
intrinsic ,. The overlapping contributions of Tc and Rc scattering signal vary in
between the Yoneda region and the specular beam position and roughly cancel each
other out due to opposing intrinsic ), trends, resulting in flat ¢, regions (see Figure
6.3). Within the flat regions most of the scaling of 7 as a function of ¢ is governed
by the scaling of 7y as a function of ¢, and hence can be used to analyze the present
dynamics in the sample according to Zhang et al.*".

Figure 6.5B shows the KWW exponent v as a function of ¢.. In the GT region at
q. ~ 0.0 A v values around 1.5 to 1.7 are observed for the applied incident angles.
In the GI region 7 increases with increasing ¢,, from 1.5 up to 2.0 in the GI region
(g, > 0.018 A_l) for ©;, = 0.30° and an increase from 1.2 up to 1.7 is obtained for
0; = 0.22°. Due to the chosen measurement approach of simultaneous GI-GT-XPCS
measurements, the probed underlying physical behaviour is expected to be identical
in GI and GT geometry. Nevertheless, I observe significant differences between ~gr
= 1.7(6; =0.22°, ¢. ~ 0.0A7") in GT and 75 = 1.2 (©; = 0.22°, ¢. = 0.018 A7)
in GI within the same measurement. It is known that -, which is a descriptor of
the sample dynamics, can vary as a function of ¢. But, the dependence of v to
q does not explain the sharp jump between y5r and v5;. Without characteristic
length scales within the sample, v should vary slowly as a function of ¢.2*® Sharp
jumps would only be expected when characteristic length scales are crossed e.g.
during structural rearrangements,?#® 366 but in a heterogeneous system of multi-sized
crystalline grains no such length scale is dominant. Consequently, the sharp change
in v between GI and GT regions of ¢, is attributed to the influence of refraction
and multiple reflection and scattering combinations, altering the shape of analyzed
1TCFs. However, the GI data for ©; = 0.22° for ¢, > 0.05 A" veach the value of
vor- This is in line with the expectations based on the prefactor fractions from
Figure 6.4, which show that for high ¢, values, the prefactor fractions from the
GT region are reached. Although for an incident angle ©; = 0.22° these are not
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Figure 6.6: The graphs show fit results from the 1TCFs and the resulting comparison
of the scaling behavior of the average value of the characteristic decay time 7y as
a function of ¢, between (A) data extracted from the GT region (extracted near

q. = 0.0 Afl) , as well as (B) surface and (C) bulk sensitive ¢, regions for GI data
(for comparison reasons located below and above the respective Yoneda regions).
According to Zhang et al.*® dynamics in the examined GI regions are solely represented
by their ¢, scaling. Error bars are given in gray and are smaller than the marker
size. For an incident angle of 0.22° (brown), scattering stems in all subfigures from
Re and Te scattering contributions. For an incident angle of 0.30° (blue) subfigures
A and C are dominated by scattering from Tc scattering, while contributions from
Tc and Rc are present in subfigure B (see Figure 6.4). Numbers above each dashed
line mark the slopes of a linear fit in the log-log graph.

dominated by Tc alone as for ©; = 0.30° (possibly explaining the difference between
Yor of ©; = 0.22° and ©; = 0.30°), comparable prefactor fractions are nevertheless
achieved. In contrast, comparable v are not achieved for high ¢, for ©; = 0.30°. 1
expect that comparable values could be reached for ¢, > 0.06 A_l, since possibly
the influence of the difference between intrinsic ), and detector ¢, is not yet linear
enough (see Figure 6.2). To further analyze the impact of reflection and refraction,
the scaling behaviour of 7y as a function of ¢, is shown for various ¢, for incident
angles of ©; = 0.22° and ©; = 0.30°. The ¢, at which 7y is examined are chosen as
such that the used ¢, are within the flat regions of 7 as a function of ¢, identified
via the approach of Zhang et al.? (see black dashed lines Figure 6.5) and at ¢. =~ 0.
The ROIs used to calculate the necessary 1TCFs to extract correlation times are
shown in Figure 8.18AC and the extracted 1TCFs and their respective stretched
exponential fits are shown in Figure 8.20 in the Appendix. The scaling analysis of
the extracted 7y as a function of ¢, are shown in Figure 6.6.

The graph depicting the scaling behaviour for the 3 different ¢, regions shows
that the scaling behaviour of 7y as a function of g, varies depending on the incident
angle and measurement geometry. This is related to the probed dynamics, which the
beam induces within the sample. As the beam impinges on the sample ionization
and destruction processes of the MAPDbI; thin film are probed. These ionization
and destruction processes might be surface-mediated. Hence, analyzed ¢, regions
related to bulk sensitive measurement conditions (g, around 0, Figure 6.6A or large
incident angle and large exit angles/high ¢., 6.6C) might show a weaker dependence
as a function of ¢,. In contrast, the more surface-sensitive condition of ©; = 0.22° at
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intermediate ¢, (below the Yoneda region, Figure 6.6B) might examine the destruction
mechanism on the sample surface leading to a stronger scaling as a function of ¢,.

As discussed in Section 6.1 the scaling behavior for the decay time 7y as a function
of ¢ at an incident angle of 0.30° should show comparable scaling dynamics in the GT-
SAXS region and in the GISAXS region with large exit angles, here at ¢, > 0.055 A
This results from the fact that the scattering signal in large exit angle detector re-
gions stems from only one DWBA scattering contribution (|7'(c;)T ()| F(+Q:1)]?,
related to BA scattering). To test if the expected behaviour can be reproduced,
the scaling of 7y as a function of ¢, from the GT data points in Figure 6.6A is
projected to g via g = 1/q? + q2. The projected GT data points and their respective
scaling are then compared to the GI data points from Figure 6.5. The result of
this comparison is shown in Figure 6.7, in which the GT scaling is visualized by a
dashed line. Furthermore, to compare the GT scaling to the GI data points, the GT
scaling is shifted as a guide-to-the-eye (dashed-dotted line). The graph shows that
the scaling behavior of 75 in GT converges with the high ¢ data points (equivalent to
high ¢.) in GI for ©; = 0.30°, but not for ©; = 0.22°. Therefore, the plot indicates
that the larger the angle of incidence is, the lower the ¢ for which comparable 7
scaling as a function of ¢ is reached. This is in accordance with the dominance of the
BA term. Consequently, the deviation of the 7y scaling behavior for lower ¢ of GI
data points in Figure 6.7 can be attributed to the additional DWBA terms resulting
in mixing of scattering from the transmission channel Tc and the reflection channel
Rec scattering, in addition to the respective non-linear refraction changes.
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Figure 6.7: The graph shows fit results from 1TCFs and the relevant comparison
of correlation times 7y as a function of ¢ for extrapolated GT data (circles, taken
from GT data points along ¢, in Figure 6.6A) and GI data (triangles, taken from GI
data points along ¢, in Figure 6.5) for (A) ©; = 0.22° (brown) and (B) 0.30° (blue).
Error bars are given in gray and are smaller than the marker size. Numbers above
dashed lines mark the slopes of a linear fit in the shown log-log graph for GT data.
The correlation time 79 behaviour is extrapolated from GT data to high ¢ values via
the scaling exponent (linear slope). The solid lines are variations to the extrapolated
7o by £+ 20 % to take into account uncertainties, influencing the refraction within
the thin film and altering nominal ¢, for the GI data (after Zhang et al.’). The
dashed-dotted lines are a guide-to-the-eye with the same slope as the dashed lines.

The overarching goal of the simultaneous GI-GT-XPCS measurements and the
calculations on refraction and reflection effects is to demonstrate that several regions
on the detector can be used to extract comparable dynamics to bulk sensitive
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transmission XPCS measurements, while other regions have varying intensities due
to refraction and reflection effects. Based on the results from Sections 6.1 and 6.2
the most comparable data to transmission XPCS is extracted from the GT detector
region, when using large incident angles. Figure 6.2 shows that in the GT region for an
incident angle of 0.30° an offset of correlation times 7y in comparison to transmission
XPCS occurs. This offset seems to stem from the refraction effect at the thin film
surface, resulting in a projection of intrinsic @) to detector ¢q. Furthermore, Figure
6.4 shows that for the same GT region with an incident angle of 0.30° the dominant
scattering term is |T'(c;)T (ap)[*|F(+Q.1)[%, related to BA scattering. Consequently,
I do not expect a systematic effect on the stretching exponent v as a result from
the combination of reflection and refraction effects. Further, Figure 6.7 showed that
the scaling behaviour for 7y as a function of ¢ within the GT region is recovered by
GI measurements, when applying high incident angles and high ¢, regions, as such
measurement, conditions result in dominant scattering by the BA term.
Furthermore, Figure 6.3 showed that in between the direct beam and the specular
beam position the intrinsic (), from the transmission channel Tc and the reflection
channel Re have opposing trends (opposite sign) with increasing detector ¢,. From
the plot two relevant points are extracted: I) based on Eq. (6.1)c Q. g1 1. shows a
continuous increase with ¢, II) based on Eq. (6.1)d Q. 1 re is decreasing from the
Yoneda position up to the specular beam position and increasing above the specular
beam position. With these calculations the trend of countervailing ¢, for Tc and Rc
proposed by Zhang et al.* is supported. But contrary to their work, which implied
that one should be able to extract the dominant dynamics within the thin film within
these regions solely from the scaling of 7y as a function of g, Figure 6.5 shows that
this is not the case and still scaling of 7y as a function of ¢, exists. However, the
scaling of 7y as a function of ¢, might show unexpected trends. As a consequence,
the calculations on the absolute of @), as a function of ¢, imply that the region to
extract meaningful XPCS signals is even further restricted.

In addition, the respective prefactors of the scattering channels Tc and Re need to
be considered to identify ¢, ranges in which Tc and Rc prefactors are approximately
equal. This allows detector ranges of ¢, to be identified in which the intrinsic @),
are of the same order of magnitude and have opposite signs. The combination of
Figure 6.3, indicating that the relevant ¢, region must be located below the specular
beam position, and Figure 6.4, showing that Tc and Rc prefactors are approximately
equal at the Yoneda position, leads to the expectation that flat regions of 75 within
the Yoneda regions appear. But Figure 6.5 shows that this is not the case for our
data set. Consequently, the flat ¢, regions identified earlier are false-positives and
related to the effect of distortions in GI geometry, which strongly influences the
XPCS analysis shown in Figure 6.6B, especially for an intermediate incident angle of
0.22°. For an incident angle of 0.22° Figure 6.6B shows a slope of -1.2 in the double
logarithmic presentation of 7y as a function of ¢.. However, the GT data at ©; =
0.30°, closest to a transmission XPCS measurement by the DWBA prefactors, shows
a much-reduced slope of -0.07. Such strong deviations of reflection and refraction
effects on the correlation times, while probing a comparable dynamic process, makes
scaling analysis of correlation times in GI-XPCS data error-prone. Consequently,
errors in scaling analysis can be avoided by analyzing Fresnel coefficients and calculate
the influence of refraction in GI to identify which ¢, regions are suitable for XPCS
analysis.
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6.3 Additional Geometrical Effects in GI-XPCS

So far in this chapter I have only examined the influence of the DWBA prefactors
and the influence of refraction at material interfaces. But other effects might change
the 1TCF shape and therefore extracted correlation times in GI-XPCS experiments.

Setup-related q mixing: One group of such effects is related to the measurement
geometry and its setup parameters, leading to ¢ mixing in the analysis. The first
case of overlap of various ¢ values stems from the finite size of a single detector pixel.
[.e. a certain ¢ range is projected together into one pixel, while only the central ¢
value of the pixel is considered for the analysis. To quantify this pixel size related
q mixing, the difference Aq, = ¢.1-¢.» is calculated for detector ¢/, based on the
given pixel size of 75 pm for an Eiger X 4M at a wavelength A = 1.285A and an
incident angle of 0.30°. The results are depicted in Figure 6.8A and show that the
pixel size related effect is approximately constant over the detector within the small
angle range of the experiment. Compared to the Ag, values related to refraction in
Figure 6.2 the values related to pixel size are up to 3 orders of magnitude smaller
and therefore negligible.

Another setup parameter resulting in ¢ mixing is related to the sample size and
the beam footprint projected on it, leading to a range of effective sample-detector
distances (SDD). Due to the range in SDDs, with scattering from the upstream
sample edge and downstream sample edge reaching different detector pixels, different
¢, values are mixed within one detector pixel. The difference in Agq. is dependent
on the exit angle and therefore changes over the detector as a function of ¢.. The
difference in Ag, as a function of ¢, due to sample size is shown in Figure 6.8B,
calculated for a pixel size of 751m, a wavelength A\ = 1.285 A, an incident angle of
0.30° and a sample size of 1 cm at a SDD of 13 m. The shift by changes in the SDD
through the elongated beam footprint is in most regions of the detector smaller than
the effect from mixing of ¢, within a single pixel and as such 3 orders of magnitude
smaller compared to the Agq. values related to refraction in Figure 6.2.

A bigger geometrical effect is related to the finite size of the ROIs used for analysis. In
the present analysis I applied quadratic ROIs with a length of 0.003 Afl, introducing
¢ mixing with Ag, = 0.003 A" on the detector (see Figure 6.8C). Compared to
the difference between the Agq. values seen for the reflection channel Rc and the
transmission channel Tc in Figure 6.2, this constant value is still more than one order
of magnitude smaller. But if bigger ROIs are chosen, especially if the ROIs are in
the highly non-linear region related to the materials critical angle near the Yoneda
region, the ¢ mixing due to ROI size, could result in alterations of extracted 1TCFs.
The effect can be limited by choosing smaller ROIs along ¢, but hereby the usable
photon counts are directly proportional to the ROI size used to calculate 1TCFs.
This can limit the reliability of extracted 1TCFs, which bigger ROIs along ¢, can
compensate for, but introducing a lower resolution along the horizontal direction.
For this reason, an optimum combination of illumination duration and ROI size must
be found for experiments, depending on the sensitivity of the sample to X-rays, even
if this requires complex measurements and analysis approaches.
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Figure 6.8: The Graph shows a comparison for ¢ mixing as the shift given by
Aq. = ¢.1—q.2 (two positions on the detector) for different cases for a fixed incident
angle of 0.30°. (A) Difference Ag, as a function of ¢, introduced by single pixel size
(Eiger 4M). (B) Difference Ag, as a function of ¢, from the change of SDD at 13 m
given by the elongated footprint on a finite sample (1 cm) in GI-geometry projected
to an Eiger 4M. (C) Difference Ag, as a function of ¢, given by finite ROI size
necessary to evaluate the experiments of the study with sufficient photon statistics.

Homo- and heterodyning: Another effect which may result in altered 1TCF shape
was introduced by Gutt et al.3¢”. Gutt et al. showed that the wave vector spread
dq/q related to the coherent properties of the used X-ray beam can have substantial
influence on the shape of calculated correlation functions in XPCS experiments. They
showed that the contrast factor S might diminish with increasing wave vector spread
and if heterodyne mixing occurs, i.e. the occurrence of both first- and second-order
correlation functions in the intensity autocorrelation function, might be observed.
This is referred to as a detection scheme shift, e.g. from homodyne detection (i.e.
correlation of scattered intensity with scattered intensity) to heterodyne detection (i.e.
correlation of scattered intensity with e.g. the intensity of the direct beam).360: 367, 368
The Siegert relation states that between these detection schemes the same dynamics
result in correlation times differing by a factor of two.3%® Depending on the system,
such a detection scheme shift, introducing heterodyne mixing, is not necessarily
obvious. Gutt et al. showed that for a system of overdamped capillary waves, e.g. on
a polymer film a continuous detection scheme shift induces a decrease in extracted
correlation times 7.2%7 For the overlap region these are not differing by the expected
factor of two. Instead a sum of exponential functions is seen in the transition
regime, which shows a stretched exponential behaviour. Consequently, a decrease in
correlation times and stretched exponential behaviour may be misinterpreted as a
change of the present dynamics, but is in contrast the same dynamics measured within
another detection scheme or within the transition region of between a homodyne and
a heterodyne detection scheme. Furthermore, the wave vector spread depends on the
incident angle ©; and exit angle © due to the projection of coherence length and the
projection of the beam size. While Gutt et al. introduced the necessary calculations
on wave vector spread for a point detector their results can be generalized to a 2D
detector, in which each pixel works as a point detector, with the pixel size working
at the equivalent aperture size for a point detector.
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Gutt et al.3%" showed that the wave vector spread can be calculated as follows:
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With g, being the wave vector spread along the beam, d¢, perpendicular to
the beam, =, , being the projected transversal coherence length, ., being the
projected beam size and Aa the measure of the incident aperture size. Further, L,
is the aperture-sample distance, L; the sample-detector distance and ky = 27/ the
wave number of the incident wavelength. The non-projected coherence length is
calculated as = = 2ks with an aperture-sample distance L, of 1m, a wavelength

2D
X of 1.285 A and source size D of 10 pm. Further, the following values were used

within the calculations: Aa = 10pm, L, = 13m, non-projected beam size > =
10 pm. While for ©; incident angles of 0.22° and 0.30° are considered. The exit angle
Oy ranges between 0.0° and 0.68°, taken from the observable angle range at 13 m
sample-detector distance for an Eiger X 4M.

The calculated dq./q. as a function of ¢, are shown in Figure 6.9. The plot shows
that with increasing ¢, the values of wave vector spread decreases. Further, no wave
vector spread above 0.01 is observed. While the wave vector spread dq, depends
directly on the incident and exit angles, dg,. assumes a single value. Thus only
the maximum value at the lowest ¢, value in our experiments needs consideration.
The wave vector spread d¢,/q. at ¢. = 0.0035 A7 45 0.0395. As such, the wave
vector spread along ¢, will dominate the overall wave vector spread. Furthermore,
Gutt et al.3¢” approximated from simulated correlation functions that changes of the
detection scheme from homo- to heterodyne are only expected for values above 0.2.
As the values along ¢. and ¢, are significantly lower than the identified limit of 0.2
by Gutt et al.?%7 no heterodyne mixing is expected to be presented in the presented
experiments.

Another possibility resulting in heterodyne detection was considered in Section
6.2, when it was calculated if overlap of Fourier components should be expected
at the lowest analyzed ¢ values. The calculations based on Gutt et al.? showed
that no overlap of Fourier components should be expected and consequently a shift
to a heterodyne detection scheme (i.e. heterodyne mixing) is not expected within
the chosen ROIs. To verify the calculation-based expectations a direct approach to
check the experimental data for heterodyne mixing is applied. This can be done
by analyzing the contrast factor g extracted from the 1TCFs as a function of g,.
Skihaluridze et al.?% showed that a detection scheme shift from homo- to heterodyne
detection is accompanied by a jump in contrast §. This is related to the nature
of heterodyne mixing, which is modulated with a strong elastic signal (direct or
reflected beam), while in homodyne mixing the signal is modulated with itself, a
weaker quasi-elastic signal. To demonstrate that no sharp jumps in contrast occur
the contrast factors § of the data points presented in Figure 6.6 are shown in Figure
6.10. No sharp jumps are present in Figure 6.10 and only gradual change in contrast,
i.e. for the GT region, are observed. Consequently, no change from a homo- to a
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Figure 6.9: The Figure shows the influence of the incident angle to the wave vector
spread 0q,/q.. (A) Wave vector spread dq,/q, as a function of ¢, starting from the
¢. value of the horizon for an incident angle of ©; = 0.22°. (B) wave vector spread
0q./q. as a function of ¢, starting from the ¢, value of the horizon for an incident

angle of ©; = 0.30°. Both graphs end at a ¢, of 0.059 A marking the upper limit
of the detector used within the experiments shown within the Section 6.2. For the
calculation of dq./q, see Eq. (6.3).

heterodyne detection scheme is present within the chosen regions of interest (ROIs)
used for data analysis. Since the selected ROIs are far enough away from specular
reflected X-rays and/or the direct beam the data acquisition take places solely within
a homodyne detection scheme.
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Figure 6.10: The Figure shows the contrast factor g as a function of ¢, for the
data points shown in Figure 6.6. (A) Contrast factor for data points extracted in
GT (extracted near ¢, = 0) and in (B) surface and (C) bulk sensitive ¢, regions for
GI data (for comparison reasons located below and above the respective Yoneda
regions).

After the well-known effects of partial coherence, resolution and detection scheme
mixing are now considered and their influence on the presented experimental data
excluded, the distortions to the expected dynamics must be related to the geometrical
effects presented in Section 6.1. Hence, suitable regions of analysis can be identified
with the presented approach, relying on the calculation of refraction and reflection
contributions. But both the reflection contributions and refraction effects alter the
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projection of intrinsic scattering on the 2D detector and depend on material properties.
The refraction influence can be calculated with knowledge of the critical angle ©..
of the material, which can be measured in GISAXS experiments or calculated from
the materials refractive index.'#” The material dependent Fresnel reflectivities and
transmissivities are not as easy to estimate or measure. But if uniform films are
used for experiments, meaning that the scattering contrast from structures within
the film is significantly smaller than the scattering contrast between the thin film
and the ambient atmosphere, these Fresnel coefficients are well approximated by the
average film thickness, density and roughness.!6 246 In this case a two-slab approach
for Fresnel coefficient calculations can be applied.'®! Based on this, the most suitable
q. regions for analysis can be determined for a wide range of material systems.

6.4 Generalized Approach to GI-XPCS

To exemplify that the presented approach, on the calculation of reflection and
refraction effects, can be generalized it is applied to two different materials (perovskite,
polymer) and for a variety of material parameters/experimental conditions (film
thickness, incident angle, X-ray energy). This also represents how material-sensitive
the presented approach is and that no easy rule-of-thumb should be derived from
the selection of calculations presented here.

In a first example the material parameters for the material MAPbI3 that was
analyzed earlier are varied. By varying material and experimental conditions, such as
the film thickness and the X-ray energy trends in the prefactor faction of the DWBA
terms can be identified. Figure 6.11 shows a comparison of the prefactor fraction
of the DWBA terms as a function of ¢, for film thicknesses of (A,C) 800 nm and
(B,D) 20nm. Furthermore, two different energies are used in the calculations: (A,B)
9.65keV (A = 1.285 A, comparable to the X-ray energies used for the simultaneous
CGT-GI-XPCS measurements) and (C,D) of 13.5keV (X = 0.918 A). In Figure 6.4 the
incident angle ©; was presented in absolute units, but since the material critical angle
0. is energy-dependent it is now presented as a multiple of ©; to ensure comparability
between the two presented X-ray energies. For the calculations critical angles O,
of ©.(MAPDI3, 9.65keV) = 0.163° and ©. (MAPbDI;, 13.5keV) = 0.135° are used,
calculated based on Henke et al.'*". For the calculations presented in this Section of
the thesis no roughness to the thin films is included. This should have no influence
on the validity of the results, as all Fresnel coefficients are multiplied within the
applied matrix formalism calculations by the same decreasing exponential function.3™
Therefore, the exclusion of roughness effects does not change the introduced prefactor
fraction presentation due to its inherent weighting.

The figure shows that for the tested material thicknesses and X-ray energies
already at an incident angle of ©; = 1.50, the BA scattering term becomes dominant.
Furthermore, it also shows how sensitive the calculations are towards the exact X-ray
energies used. Comparing the top row (X-ray energy = 9.65keV) and bottom row
(X-ray energy = 13.5keV) the plot further indicates that for a higher X-ray energy
already at a small incident angle of ©; = 1.10, the BA scattering terms become
quickly dominant for ¢, above the specular peak position (> 0.04 A_l). Further,
at the Yoneda position not all DWBA scattering terms are equally present as they
are for the lower X-ray energy. As the dominant terms at the Yoneda positions
stem solely from the transmission channel Tc for the higher X-ray energy, ¢ mixing
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Figure 6.11: Material dependent Fresnel coefficient analysis used for intensity
calculations in the simplified DWBA for incident angles ©;, = 1.1 6., 1.5 6, and 2.0
0. as a function of ¢, for MAPI3. The reflectivities and transmissivities are calculated
for a two-slab system of (A,C) 800 nm thick MAPbI3 and (B,D) 20 nm thick MAPbI;
placed on a silicon substrate with varying exit angles ©f, which are converted to g..
Calculations are for X-ray energies of (A,B) of 9.65keV (A = 1.285A) and (C,D) of
13.5keV (A = 0.918 A). The Yoneda and specular positions are marked in orange
(Yoneda) and red (specular), respectively. At 13.5keV and ©; = 2.0 O, the specular
position is located above of the calculated ¢, range.

will be reduced compared to the lower X-ray energy. Consequently, the results of a
scaling analysis as presented in Figure 6.7 would differ. This is explained by the fact
that the influence of Agq, is reduced as only a weak scattering contribution from the
reflection channel Rc is expected over the whole detector. In contrast to the change
of DWBA term dominance with X-ray energy, the change with material thickness
is less significant. The change of thickness from 800 nm to 20 nm mainly plays a
role for the prefactor fractions around the Yoneda region but does not significantly
influence for which ¢, the BA term or the Tc dominate.

To further apply the presented approach for a different material system Figure 6.12
presents comparable calculations for a polymeric thin film of Poly-(3-hexylthiophen-
2,5-diyl) (P3HT). Figure 6.12 shows a comparison of the prefactor fraction of the
DWBA terms as a function of g, for film thicknesses of (A,C) 200 nm and (B,D) 20 nm.
Furthermore, two different energies are used in the calculations: (A,B) 9.65keV (A
= 1.285A) and (C,D) of 13.5keV (A = 0.918 A). To have comparable incident angle
ratios to Figure 6.12 and between X-ray energies the chosen incident angles ©; are
again presented as multiples of ©.. For the calculations the used critical angles
©. are O.(P3HT, 9.65keV) = 0.132° and ©.(P3HTj3, 13.5keV) = 0.095°, calculated
according to Henke et al.'47. Compared to MAPbI; presented in Figure 6.11, the
critical angles are lower due to the lower electron density of the material.
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Figure 6.12: Material dependent Fresnel coefficient analysis used for intensity
calculations in the simplified DWBA for incident angles ©;, = 1.1 6., 1.5 ©, and 2.0
0. as a function of ¢, for PSHT. The reflectivities and transmissivities are calculated
for a two-slab system of (A,C) 200nm and (B,D) 20nm thick P3HT placed on a
silicon substrate with varying exit angles ©, which are converted to g,. Calculations
are carried out for X-ray energies of (A,B) of 9.65keV (A = 1.285 A) and (C,D) of
13.5keV (A = 0.918 A). The Yoneda and specular positions are marked in orange
(Yoneda) and red (specular), respectively.

The figure depicts that for the chosen P3HT thicknesses and X-ray energies an
incident angle of ©; = 1.50.. is not sufficient for the BA scattering term to become
dominant. Only with an incident angle of at least ©; = 20, the BA scattering
term becomes dominant for all analyzed film thicknesses and X-ray energies above
their respective specular peak positions. To follow the change in X-ray energies the
Figures 6.12A and C and 6.12B and D are compared. The plots indicate that for
P3HT the influence of X-ray energies is mainly located around the Yoneda regions,
where different ripple-like oscillations along ¢, emerge for different X-ray energies.
No strong differences in the present scattering terms along ¢, with changing X-ray
energies are observed. As such, the influence of changing X-ray energy appears to be
smaller compared to Figure 6.11 for MAPDbI3, as no vanishing of Re-related scattering
can be determined for the low incident angles at 13.5keV for P3HT. Furthermore, the
influence of the layer thickness again shows less significant influences, when compared
to the changes seen in Figure 6.11 for MAPDbI;. Following the change in thickness in
the Figures 6.12A and B and 6.12C and D, the change of thickness from 200 nm to
20 nm mainly plays a role for the prefactor fractions around the Yoneda region but
does not significantly influence for which ¢, the BA term or the Tc dominate.
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Comparing the results of both MAPbI3 and P3HT the necessary incident angle
for the BA scattering term to dominate above the specular peak position is different.
For MAPDI3 an incident angle of 1.5 ©. is sufficient for the BA scattering term to
be dominant around the specular beam position, while for P3HT an incident angle
of 2.0 ©, is necessary. Furthermore, while for the low electron density material
(P3HT) no strong dependence of the Fresnel parameters as a function of X-ray
energy is observed, this changed for the high electron density material (MAPbDI;).
This further shows that due to the complexity of the relationship between material
parameters and X-ray energy no simple rule-of-thumb can be established. The reason
for this change with X-ray energies could be related to X-ray absorption edges of
the calculated materials, which alter reflectivity and transmissivity calculations by
changes in the absorption coefficient 5.'4” For MAPbI3 no absorption edge is located
near 9.65keV, but the Pb(L-III) absorption edge (E = 13.035keV 17) is near the
energy of 13.5keV and might relate to the strong influence of X-ray energies seen
for MAPbI3. Consequently, one should calculate the dominant scattering terms for
specific experiments to identify the lowest angle at which the BA term dominates.
This allows for maximization of the overall scattering intensity that decays with
increasing incident angle.

104



6.5 Summary and Discussion

6.5 Summary and Discussion

In the current chapter of the thesis, Fresnel reflectivity and transmittivity calculations
are discussed to reveal the dominant scattering terms in GI scattering experiments
as a function of the incident and exit angle. The Fresnel coefficient calculations
are carried out within the framework of the simplified DWBA for bulk sensitive
GT and GI scattering, captured on a large 2D detector. The Fresnel coefficient
calculations are combined with the calculation of ¢ space distortions due to refraction
at material interfaces, which occur for scattering within the grazing incidence geome-
try. The combination allows me to propose how reflection and refraction leads to
mixed intensity signals over a detector, originating from different intrinsic reciprocal
vectors and from different scattering terms of the simplified DWBA. The mixed
intensity signals alter observed dynamics examined by GI- and GT-XPCS, in contrast
to transmission XPCS. By using the combined Fresnel coefficient and refraction
calculations ¢, regions along the detector could be identified, which should be less
distorted in comparison to distortion free transmission XPCS. These expectations
on distortion-free and/or distortion-reduced ¢, regions are examined by a study
of simultaneously taken measurements of GT- and GI-XPCS. The simultaneous
measurements allow me to identify regions along ¢, and angle of incidence ©; from
the measurements, which show comparable scattering origin in GI and GT geometry,
resulting in comparable extracted dynamics to the non-distorted dynamics from
transmission XPCS measurements. Further, the regions in ¢, identified within the
simultaneous measurements are in accordance with the expectations from the Fres-
nel coefficient and refraction calculations. The section concludes with calculations
identifying the influence of material parameters (film composition and film thickness)
and experimental conditions (incident angle and X-ray energy).

The generalized calculations indicate that due to the complexity of the relationship
between material parameters and X-ray energy no simple rule-of-thumb can be
established to capture the expected behaviour of dominant scattering terms when
changing the material composition/film thickness. While Figures 6.11 and 6.12
suggest that for incident angles ©; = 20, BA scattering dominance is quickly achieved,
the larger incident angles will result in generally reduced scattering intensities
captured on the detector at the high ¢, values that are necessary. As XPCS in general,
and bulk-sensitive GI-XPCS especially is a method sensitive to the photon statistics,
this reduced photons at higher incident angles might result in experiments under non-
ideal measurement conditions. Consequently, I suggest that for optimizing the photon
statistics an as-low-as-possible incident angle is applied to achieve bulk-sensitive
GI-XPCS measurements. To achieve these low incident angles the presented approach
based on reflection and refraction effects allows me to identify at which incident
angles the BA scattering term dominates scattering on the detector. Furthermore,
distortion-reduced ¢, values can be identified prior to the experiment. This allows
the user in real experiments to not only achieve less distorted correlation functions
from bulk-sensitive GI-XPCS measurements, but also to optimize the experimental
conditions beforehand, saving the valuable commodity of beam time’.
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7 Identifying Differences in

Calculated XPCS and GI-XPCS
Experiments

As shown in chapter 6 the quantification of dynamics with GI-XPCS measurements
is challenging. The chapter showed that distortions of the extracted dynamics are
related to the overlap of scattering channels within the detected 2D scattering data
and refractions of the scattering X-rays taking place at film interfaces, leading to a
shift between the intrinsic and detector reciprocal space. The chapter furthermore
showed that by calculating Fresnel coefficients, distortion reduced detector regions
can be identified, in which comparable dynamics to GT-XPCS can be extracted.
The GT-XPCS derived dynamics are extracted from scattering which contains fewer
reflection contributions and are mainly dominated by scattering described within in
the Born Approximation (BA).!61 246 However, extra reflection contributions are still
present within the 2D scattering patterns and as such the extracted decorrelation
frequencies are expected to be distorted.*®> ! Furthermore, the influence of refraction
effects is also present both in GT- and GI-XPCS measurements. These refraction
effects stem from refraction at thin film or substrate interfaces, which alter the true
scattering angles in the film as they emerge from the thin film. This refraction
at interfaces results in a non-linear difference between the intrinsic and detector
reciprocal space, which may lead to an overlap of the different reflection contributions
on the detector as shown in the previous chapter. As only experimental data from
two angles of incidence for GI and GT-XPCS experiments could be discussed in the
previous chapter, a different approach will now be used to quantify the influence of
refraction effects and reflection contributions in GI-XPCS experiments.

To quantify the influence refraction and reflection effect have on extracted dynamics
from GI-XPCS data a computational approach to model XPCS and GI-XPCS
from molecular dynamics (MD) simulations was derived, as no readily available
software/and or python package for such calculations exists to my knowledge and
accordingly literature is scarce. In earlier studies, which focus on the modeling of
thin film growth processes, the relevant auto-correlation functions for extraction of
dynamic properties are calculated from the height-height structure factor.3™ 37 From
the height-height structure factors the expected coherent X-ray scattering data is
calculated by applying the Distorted Wave Born approximation (DWBA) by following
the approach of Sinha and Rauscher.!6% 246 In these studies the height-height structure
factors were calculated for self-affine surfaces in linear (Kuramoto-Sivashinsky3" 374)
and non-linear (Kardar-Parisi-Zhang®”®) growth models. Although the authors could
not conclude that the calculated GISAXS intensities are simply proportional to
the height-height structure factor, still their respective simulations showed that the
intensity auto-correlation functions yield accurate estimates of the surface growth
scaling exponents with exceptions at low wavenumbers. Unfortunately, this approach
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can only be applied if one is interested in surface growth and therefore in surface-
sensitive GI-XPCS at shallow incident angles. Another approach was developed by
Mohanty et al..3"® In this work a computational approach to model XPCS from MD
simulations was developed, based on two calculations methods.

I) A direct method in which the SAXS intensities are calculated at each reciprocal
space vector separately.

IT) Calculating the SAXS pattern from the atomic density and its Fourier trans-
formation, in which all reciprocal space vectors are calculated at once.

The authors could show that their simulated speckle pattern reproduces the known
properties and relations of experimental liquid transmission XPCS measurements
with both calculation approaches.

As the work by Mohanty et al.3"® showed the validity of calculating transmission
XPCS 2D data based on MD simulations to extract dynamical properties, within
this chapter a comparable approach is derived to calculate GI-XPCS 2D data from
MD simulations. The derived approach of calculating GI-XPCS 2D data from real
space particle trajectories simulated by MD will be used to quantify the impact of
refraction effects and reflection contributions. In contrast to previous studies, the
approach presented here not only focuses on modelling surface-sensitive GI-XPCS
but also allows for modelling of arbitrary structural factors in bulk materials via MD
simulations.

The chapter will start with MD simulations of real space particle trajectories with
known dynamics and their quantification in section 7.1.1. The particle trajectories
are simulated within LAMMPS?*2 und quantified based on the calculated Mean-
Square-Displacement. Based on the time-resolved real space particle positions a
similar approach to Mohanty et al.>"® is implemented in section 7.1.2, which calculates
the transmission 2D scattering pattern from a discrete Fourier transformation of
the real space particle positions. The transmission XPCS 2D intensity pattern
are used to calculate 1- and 2TCFs. The extracted dynamics from the reciprocal
space correlation functions show good comparability to the extracted real space MD
dynamics, validating the computational approach taken for transmission XPCS. In a
next step the same time resolved particle positions are used to calculate GI-XPCS
2D intensity pattern based on the simplified Distorted wave Born Approximation
(sDWBA)62 246 i section 7.1.3. The necessary Fresnel coefficients are calculated
according to Lazzari and Rauscher.!%% 246 Again 1- and 2TCFs are calculated from
the GI-XPCS 2D intensity pattern and their respective dynamics are extracted.
The dynamics extracted from the calculated GI-XPCS 2D data show significant
deviations from the transmission derived dynamics. In section 7.2 refraction effect
corrections are integrated in the SDWBA calculations, so that the reciprocal vectors
are calculated within the intrinsic ) space, in which the extracted GI-XPCS dynamics
are in good agreement with the transmission XPCS ones. The chapter concludes in
section 7.3 with a summary of the results, a comparison to the results derived in
chapter 6 and gives an outlook on how a reconstructive approach based on the work
of Liu & Yager!®! could be applied for real GI-XPCS experiments.
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Towards Quantification of
Perovskite Dynamics by
GI-XPCS (Chapter 6 & 7)

Figure 7.1: Schematic overview of thesis showing the topic of the following chapter:
Chapter 7 focuses on a computational approach to calculate XPCS and GI-XPCS 2D
scattering pattern from MD simulations to further quantify the impact of refraction
and reflection effects introduced in Chapter 6. By a comparison of extracted dynamics
between the simulated trajectories and the transmission and grazing incidence
scattering pattern the main origin of distortions can be identified.

7.1 Calculation of XPCS and GI-XPCS based on MD
Simulations

In this section the dynamics of the motion of a model particle system is extracted,
either directly from the simulated particle trajectories, or from calculated XPCS
and GI-XPCS 2D data, derived from the simulated particle trajectories. Hereby,
the analysis directly from the MD trajectories works as a baseline for subsequent
comparisons. The calculation of transmission XPCS 2D data allows me to extract
how the real space dynamics from MD are translated to reciprocal space. For the
extracted transmission XPCS 2D data the detector and intrinsic () space are the
same, as no refraction effects need to be included for SAXS. After the baseline for
reciprocal space dynamics is established the distorted dynamics from calculated
GI-XPCS is analyzed. By varying the incident angles within the calculations of
GI-XPCS 2D data the influence of refraction effects and reflection contributions
(Fresnel coefficients) can be varied. As the calculated GI-XPCS 2D data is based on
the same initial MD real space trajectories and the refraction and reflection effects
are varied, their influence to the extracted dynamics, i.e. the influence to the scaling
of decorrelation frequency with reciprocal vector ¢ and the influence to extracted
particle velocities, can be quantified.

7.1.1 Undistorted Dynamics in MD Simulations

To further analyze the effect of the applied scattering geometry in XPCS and GI-
XPCS experiments first a dynamical system of particles is simulated via Lammps,
a MD simulator.?*? For this a well-understood model system of a liquid-like melt
of uniformly sized particles is chosen, in which the particle dynamics in physical
systems can range from sub-diffusive to diffusive to super-diffusive and ballistic
motion.?”" 38 The particle interaction will be taken into account via a Lennard-
Jones (LJ) potential, as literature showed that various melts can be described
well within a LJ potential 243245 The particles start their trajectories from a fcc-
structure and equilibrate thermally from the initial fcc occupation. To ensure that the
simulated particles and their trajectories show non-divergent equilibrium dynamics,
and therefore homogeneous dynamics, a fixed temperature is set for the simulation.
The simulation is done in reduced units so that the results, such as travelled distances
within extracted particle trajectories, particle sizes, run times, as well as the box
size can be rescaled for the calculations of the XPCS and GIXPCS 2D data. The
technical details of the MD simulation is presented in section 3.3.
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Figure 7.2: (A) LJ-reduced temperature as a function of timestep At and (B)
LJ-reduced Mean-Square-Displacement (MSD) (r?) as a function of timestep At
calculated from particle trajectories (see Section 3.3 for MD model parameters).

To establish a baseline of the simulated dynamics, the trajectories of the simulated
particle motions are analyzed and the quality of the simulation ensured. One measure
to ensure that the simulated particle motion is not divergent over the simulation is
to track the LJ-reduced temperature of the particle ensemble.?4? Figure 7.2A shows
the LJ-reduced temperature as a function of the number of simulated timesteps
At (4000 At correspond to a simulation time of 4 7). The graph shows that the
ensemble keeps its temperature of about 6 K* and the maximum divergence from
the simulation temperature is below 0.01 %. This maximum divergence is close to
the start of the simulation when the particles are still equilibrating from their initial
crystalline fcc structure. As such, when analyzing calculated scattering pattern
from the initial crystalline starting structure it must be ensured that no homo- and
heterodyne mixing is present due to overlapping intensity signals.3%°

To further ensure that the ensemble of the simulated particle trajectories is
valid, the simulations described in Section 3.3 are repeated on a longer time scale
(doubled to 87), while keeping all other parameters presented in section 3.3 the
same. Additionally, the potential, kinetic and total energy of the particle ensemble
is extracted from the MD simulation. The results are presented in Figure 8.21 in the
Appendix. The figure depicts that the reduced temperature in the second half of the
longer simulation is stable and shows comparable statistics. Considering the potential
and kinetic energy of the particle ensemble, it can be seen that stable values for the
mean value and the standard deviation are also present in the first and second half of
the simulation. Furthermore, the kinetic energy of the particle ensemble is about 4
orders of magnitude greater compared to its potential energy, which implies that the
system is characterized primarily by ballistic motion. Combining the potential and
kinetic energy into the total energy of the simulated particle ensemble it is apparent
that also the total energy is non-divergent and that the mean value and standard
deviation are stable within the first and second half of the MD simulation.

Extracted from the shorter simulation described in section 3.3 Figure 7.2B shows
the Mean-Square-Displacement (MSD) (r?) with timestep AT calculated from the
simulated particle ensemble. The non-linear increase with timesteps At further
supports that no simple diffusive motion is present within the simulated particle
ensemble, but a super-diffusive or even ballistic motion.*¥! To quantify which kind of
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Figure 7.3: Mean-Square-Displacement (MSD) (r?) as a function of time t scaled
from LJ-reduced units (see Figure 7.2B) on a double logarithmic scale. The scaled
MSD was modelled with Eq. 7.1 to extract the slope and its scaling exponent.

dynamics are present, the MSD is fitted with an exponential function as follows:
(r®y = m* 2 (7.1)

in where the MSD (r?) is described by a slope m and a scaling exponent a.
Depending on the scaling exponent it can be determined whether a ballistic motion
(o &~ 2) or a super-diffusive motion (1 < a < 2) is present.®®! As the XPCS
simulations in the following subsections are calculated with a real space geometry,
i.e. on a detector placed several meters from the simulated scattering centers, the
LJ-reduced units are scaled accordingly to real space units. For this each time step is
multiplied by 48.88fs and each o by 196 A. The results of the scaled MSD and time
are shown in Figure 7.3 on a double logarithmic scale. A fit of the MSD results in a
scaling exponent o = 1.994 + 0.001. As such the simulated motion is best described
by a model of ballistic motion.

Based on this type of motion one can extract the velocity v of particle motion
from the MSD (r?). For this Metzler et al.® showed that the MSD is described in
the case of ballistic motion by the following equation:

(r*(t)) = (v-1)? (7.2)

Based on the slope m derived from the fit shown in Figure 7.3 the velocity can be
calculated by taking the square root of m. Resulting in a value of the MD-derived
velocity of vyp = (17.64 £ 0.59) A /ns.

To further ensure the validity of the presented MD simulations the MD derived
velocities and their scaling exponent « are calculated also for the longer MD simulation
with a duration of 87. The results are presented in Figure 8.22 in the Appendix
and show that within a fit for the first half of the duration the results presented in
Figure 7.3 and the following analysis based on Metzler et al.?3! are recreated. Slight
deviations occur for the second half of the simulation. While the scaling exponent,
as a measure of the particle motion, stays the same, the derived velocity changes
slightly to a higher vy;p = (18.6 & 0.8) A /ns. As expected, a fit over the whole time
range results in an intermediate velocity with a slightly higher error, covering both
derived values within the error margin. As no significant differences from the first
and second half of the simulation occur the dynamics are ensured to be non-divergent.
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This is also the case on longer time scales, ensuring that homogeneous equilibrium
dynamics are simulated. Going forward the velocity vyp = (17.64 £ 0.59) A /ns,
calculated from the particle ensemble on the short time scale of 47, acts as a baseline
for further comparisons between MD simulations and the extracted dynamics from
calculated XPCS scattering pattern, as the 47 MD simulations trajectories will be
used to calculate 2D scattering patterns.

7.1.2 Undistorted Dynamics by Calculated Transmission XPCS

After the baseline of the simulated dynamics is established and the validity of
homogeneous dynamics ensured, the simulated particle positions in time are projected
to detector reciprocal space ¢ via the approach described in subsection 3.3. Figure
7.4 shows an example of a calculated 2D scattering pattern of a single timestep of
the particle ensemble. The square detector on which the scattering is projected
spans a reciprocal space of up to 0.064 A along ¢, and up to 0.032 A along ¢yy.
The colored regions mark ROIs used for the calculation of 1- and 2TCFs. With 17
ring-like regions, starting at ¢ = 0.016 A" and a Aq = 0.003 A" the majority of
calculated scattering on the detector is used to extract dynamics from the change
in the calculated scattering pattern over time. The gaps in the marked ROIs along
the ¢, and g,, axis are located around square shaped intensity fluctuations. These
fluctuations are a result of the simulated box and can be interpreted as direct beam
scattering from the box edges, similar in appearance to the streak seen in a GISAXS
experiment along the ¢, axis. Consequently, to avoid heterodyning within 1- and
2TCF calculations these areas must be avoided.3%°

As mentioned in subsection 7.1.1 initially the particle ensemble equilibrates from
a fcc structure, resulting in the highest deviations from the given temperature. As
such, the first 300 timesteps will be discarded, to exclude the initial equilibration
phase. This equilibration phase was expressed in Figure 7.2A as a flat line in the
beginning, followed by the maximum deviation from the simulation temperature. To
check if the exclusion of the first 300 timesteps is sufficient to avoid heterogeneities in
the extracted dynamics 2TCFs are calculated. The 2TCFs from the ROIs in Figure
7.4 are calculated for a time scale ranging from 300 to 4000 At and are shown in
Figure 7.5.

The figure shows that for the exemplarily chosen ROIs the 2T CFs show one central
diagonal line, whose width narrows from Subfigure A (q = (0.0160 4 0.0015) A_l)

to Subfigure C (q = (0.0550 & 0.0015) A_l). The narrowing indicates that with
increasing q, meaning a lower real space distance, the time for the local structure
to decorrelate shrinks. Furthermore, the 2TCFs in A,B and C show no avalanche-
like behaviour, i.e. disruptions along the diagonal direction. This is indicative of
homogeneous dynamics over the whole analyzed timescale. Consequently, the absence
of dynamic heterogeneities allows me to calculate 1TCFs by averaging these over the
whole simulated timespan, enhancing the available statistics of the resulting 1TCFs
92(7).

The results of the calculated 1TCFs go(7) with time 7 (7 equals number of timesteps
multiplied with 48.88 fs) for the ROIs presented in Figure 7.4 is shown in Figure 7.6A.
The go(7) are colored in accordance with the color of the ROIs shown earlier, which
the go(7) were calculated from. All calculated go(7) decorrelate from a value around
2 to a baseline of 1, with increasing plateau times around 2 (later decorrelation)
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Figure 7.4: Simulated 2D detector image of BA scattering from the MD simulated
particle ensemble for a single timestep. The detector image is overlaid with ring-like
ROIs located around the direct beam. The marked ROIs are used for the calculation
of 2- and 1TCFs. Gaps in the ROIs are necessary to avoid direct beam scattering,
which results in heterodyning.
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Figure 7.5: 2TCFs calculated for ROIs shown in Figure 7.4 located at
(A) q = (0.0160£0.0015)A"", (B) q = (0.0240 £0.0015)A™" and (C) q =
(0.0550 4+ 0.0015) A", The central line without significant narrowing or widening

("avalanches’) over the simulated timesteps indicates that no dynamical heterogeneities
are present.

with decreasing ¢ values. The go(7) were fitted with a stretched exponential function
(Eq. 2.21 in Section 2.3) to extract the decorrelation frequency I's, the stretching
exponent -, the contrast factor 5 and the offset g... The fits to go(7) are shown as
dashed lines in their respective color.

Based on the parameters derived from the fit the go(7) are normalized by sub-
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Figure 7.6: (A) 1TCF g¢o(7) with time 7 calculated for ROIs shown in Figure 7.4.
The dashed-lines are stretched-exponential fits (Eq. 2.21) to the data. Colors are
chosen in accordance with Figure 7.4. (B) Normalized 1TCF go(7) with time 7,
based on the base and contrast 5 values derived from the fits in A. (C) Decorrelation
frequency I's (black) and stretching exponent «y (blue) with reciprocal vector g. (D)
Contrast factor 8 (black) and offset g, value (blue) with reciprocal vector ¢. Error
bars are given in the respective colors and are smaller than the marker size.

traction of g, and rescaled based on the contrast factor 3, so that the maximum
values are set to 1 and decorrelate to 0. The normalized ¢o(7) with 7 are shown in
Figure 7.6B. The normalized go(7) are commonly used to ease the visualization of
changes in the decorrelation frequencies I'y with ¢ and are especially applied when
significant changes in 3 are observed.?®” In the present case no such sharps jumps in
[ are observed. Still, the normalized ¢»(7) allow a better visualization of the clear
trend of increasing decorrelation frequency I'y with increasing ¢. This is shown in
more detail in Figure 7.6C, which shows the decorrelation frequency I'y (black) and
stretching exponent v (blue) as a function of g. One sees that for the whole range
of ¢ an increasing decorrelation frequency is observed. This indicates that simple
homogeneous dynamics are observed and no altering effects, e.g. deGennes-narrowing
382 i present within the simulated dynamics and ¢ range. Further, the figure shows
the stretching exponent 7 (blue), which stays slightly above 2 over the whole ¢ range,
with an exception in the first two data points. As the respective 1TCFs have the
lowest decorrelation frequency, this deviation might be attributed to the absence of a
full decay, altering the necessary stretching exponent to fit such a decay. Further fit
parameters are presented in Figure 7.6D, showing the contrast factor 5 (black) and
the offset go (blue). The contrast factor S reaches values around 1. This indicates
that for the present simulated experiment full coherence is present. For a physical
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Figure 7.7: Decorrelation Frequency I'y as a function of reciprocal vector g on a
double logarithmic scale. The data points were modelled based on Eq. 7.1 (black
dashed line) to extract the slope and its scaling exponent.

experiment of e.g. overlapping coherence volumes or partial coherent beams, only
values below 1 are observed.?¢! Furthermore, the stable 3 value indicates that no
heterodyning due to direct beam-related scattering is included in the chosen ROIs,
which would result in jumps of 8 and often in values >>1.3% Analyzing the offset
Jso also shows values close to 1. This behaviour is indicative of a full decay of the
1TCFs, showing that no secondary dynamics on longer time-scales, outside of the
calculated one, are to be expected.

To finish the analysis of the simulated transmission XPCS measurements the
behaviour of the decorrelation frequency I'y as a function of ¢ is further analyzed.
Figure 7.7 shows I'; as a function of ¢ on a double logarithmic scale. The decorrelation
frequency is fitted to Eq. 7.1 (dashed line) to analyze the scaling of I'; as a function
of g, resulting in a line. The resulting scaling exponent o = 1.00+ 0.01, as indicated
within the Figure. This linear relation of decorrelation frequency I'y and reciprocal
vector ¢ indicates that in the calculated XPCS experiment no diffusive, but ballistic
motion is extracted as well. This ballistic motion corresponds to the MD results
obtained from real space trajectories in section 7.1.1. Furthermore, from the slope
m, a comparable velocity to v can be extracted. As this velocity is extracted from
the transmission XPCS experiment it will be called v;. After including a factor of
27 to project the reciprocal space vector to real space, the slope m translates to
a velocity of v, = (19.27 4 0.84) A /ns. Compared to the velocity vyp calculated
based on the MSD of simulated real space trajectories, v; deviates by 8.4 %. This
small discrepancy between the velocities derived from the MD simulation (v p)
and the calculated time resolved transmission 2D scattering patterns (v;) shows
that the reciprocal space transmission XPCS calculations are valid and able to
reproduce the real space dynamics seen from the MD trajectories. Furthermore,
with the extracted velocity from the transmission XPCS calculations a measure for
a systematic deviation between the real and reciprocal space is established. This
shows that a change in the extraction method is accompanied by a deviation, in the
presented case of less than 10 %.
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7.1.3 Distorted Dynamics by Calculated GI-XPCS

After the dynamics of the particle ensemble are quantified by extraction from the
simulated particle trajectories and by calculated transmission XPCS, their method
dependent deviations are used for the subsequent comparison to calculated GI-XPCS.
As described in subsection 3.3 the simulated particle positions from MD are projected
to detector reciprocal space ¢ via calculations within the sDWBA.162 163, 246 Fop
incident angles ©; = 0.19°, 0.22°, 0.30°, 0.40°, 0.50° and 0.60° are chosen. These
incident angles are equivalent to ©; = 1.05, 1.22, 1.67, 2.22, 2.78 and 3.33 ©.. Figure
7.8 shows an example of a calculated 2D scattering pattern of a single timestep of the
particle ensemble for ©; = 0.22°. The direct beam is located outside the scattering
pattern and the lower detector edge around ¢, = 0.02 A" coincides with the sample
horizon. The point of highest intensity at ¢, = 0 and ¢. = 0.039 A7 is the specular
peak position. Scattering streaks to and from this position are related to the box
shape of the simulated particle ensemble and can be interpreted as direct beam
scattering from the box edges. A line of enhanced intensity below the specular peak
is visible at ¢, = 0.0354 Afl, which is created by the intensity amplification when the
exit angle corresponds to the critical angle (Yoneda).!%® The colored regions mark
square-like ROIs used for the calculation of 1- and 2TCFs. The ROI shape is adjusted
in comparison to the calculations in Subsection 7.1.2 as the reciprocal vector ¢ is not
isotropic anymore and g, and ¢, must be distinguished. To analyze the accessable
detector g range 20 ROIs are placed starting at the lower detector boundary at ¢,
—0.0215A7" and ¢y = 0.015 A™'. Each ROI has a width of Ag. = 0.003A™" and

Agzy = 0.01 A™". The width along ¢, is chosen in accordance with the ROI width
from the transmission XPCS measurements and the width along ¢, is chosen to
gather a sufficient number of pixels, so that the calculated 1- and 2TCFs are not
dominated by the photon statistics.?*” Moreover, the width and position along g,
are chosen so that no direct beam scattering from the central high intensity streak
is used for the correlation calculations. This ensures that no heterodyning takes
place and that the calculations are solely within a homodyne detection scheme.3%°
Furthermore, for a single ROI located at the height of the specular beam position a
high intensity streak is crossing into the chosen ROIs. For this ROI it will be later
checked whether heterodyning occurs. In this case the results from the ROI will be
discarded for further scaling analysis to ensure that a single homodyne detection
scheme is applied.3¢®

As established in subsection 7.1.2 the first 300 timesteps are discarded for the
calculation of correlation functions, to exclude the initial equilibration phase of
the particle ensemble. To check how the changed measurement geometry changes
the extracted dynamics, a selection of 2TCFs calculated from the ROIs in Fig-
ure 7.8 are presented in Figure 7.9. The shown 2TCFs are located at differ-
ent ¢, (A: ¢, = (0.0215+£0.0015) A_l, B: ¢. = (0.0425 £ 0.0015) A_l, C:q. =
(0.0635 £ 0.0015) Afl), depicting decreasing real space distances. In accordance
with Figure 7.5 this leads to smaller outlines of the presented 2TCFs. But in contrast
to the transmission 2TCFs the GI 2TCFs don’t appear as smooth. The GI 2TCFs
show narrowing and/or widening over the simulated time steps. This doesn’t lead
to complete decorrelations (“avalanches’), which would lead to a checker board-like
pattern in the 2TCFs.383 Still, the narrowing/widening of the 2TCFs indicates that
despite the homogeneous nature of the dynamics, as established from the simulated
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Figure 7.8: Simulated 2D detector image of DWBA scattering in the grazing
incidence geometry (©; = 0.22°) from the MD simulated particle ensemble for a
single timestep. The detector image is overlaid with square-like ROIs located above
the direct beam. The marked ROIs are used for the calculation of 2- and 1TCFs.
The ROIs are moved to their respective ¢, position to avoid direct beam scattering,
which results in heterodyning.

MD trajectories and the respective calculations from transmission XPCS, the same
dynamics appear more heterogeneous when calculated in grazing incidence geometry.
However, since no complete decorrelations take place, 1TCFs can be calculated as
before, by averaging over the whole simulated timespan of timesteps At. By taking
the average the available statistics of the resulting 1TCFs go(7) are enhanced and
the approach to extract dynamics is kept comparable to section 7.1.2.

The results for the calculated 1TCFs go(7) as a function of time 7 (7 equals number
of timesteps multiplied with 48.88 fs) for the ROIs presented in Figure 7.8 are shown
in Figure 7.10A. The g(7) are colored in accordance with the earlier shown color of
the ROIs, which the go(7) were calculated from. Most calculated go(7) decorrelate
from a value around 2 to a baseline of 1, with earlier decorrelation times for increasing
q values. A single 1TCF deviates from the trend and shows a decrease from 2.25 to
1.4. This 1TCF correlates to the ROI catching direct beam scattering. All go(7) were
fitted with a stretched exponential function (Eq. 2.21) to extract the decorrelation
frequency [y, the stretching exponent v, the contrast factor S and an offset g.,. The
fits to go(7) are shown as dashed lines in their respective color.

Based on the parameters extracted from the fit, the go(7) are normalized by
subtraction of g, and rescaled based on the contrast factor /3, so that the maximum
value is set to 1 and the function decorrelates to 0. The normalized g»(7) as a function
of 7 are shown in Figure 7.10B. Figure 7.10C shows the decorrelation frequency I',
(black) and stretching exponent 7 (blue) as a function of q (¢ = ,/q¢? + ¢2,). For the
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Figure 7.9: 2TCFs calculated for ROIs shown in Figure 7.8 located at
Goy = (0.0154£0.005)A7" and (A) ¢ = (0.0215+0.0015)A7", (B) ¢
(0.0425 +0.0015) A" and (C) ¢. = (0.0635 + 0.0015) A", The outline of the cen-
tral line shows narrowing and/or widening for A and B, but no full decorrelations
(’avalanches’) over the simulated timesteps. This behaviour indicates that the present
dynamics appear to be not completely homogeneous.
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Figure 7.10: (A) 1TCF go(7) as a function of time 7 calculated for ROIs shown in
Figure 7.8. The dashed-lines are stretched-exponential fits (Eq. 2.21) to the data.
Colors are chosen in accordance with Figure 7.8. (B) Normalized 1TCF go(7) as a
function of time 7, based on the offset ¢,, and contrast § values derived from the
fits in A. (C) Decorrelation frequency I'y (black) and stretching exponent 7 (blue)
as a function of reciprocal vector ¢. (D) Contrast factor 5 (black) and the offset
Joo (blue) as a function of reciprocal vector g. Error bars are given in the respective
colors and are smaller than the marker size.
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7.1 Calculation of XPCS and GI-XPCS based on MD Simulations
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Figure 7.11: Decorrelation Frequency I'y as a function of reciprocal vector ¢ on a
double logarithmic scale for incident angles ©; of (A) 0.19°, (B) 0.22°, (C) 0.30°,
(D) 0.40°, (E) 0.50° and (F) 0.60°. The data points are modelled based on Eq. 7.1

(black dashed line) to extract the slope and the respective scaling exponent.

whole range of ¢ an increasing decorrelation frequency I'y is observed. In contrast
to the 2T CFs showing slightly heterogeneous dynamics this behaviour of I'y as a
function of ¢ indicates simple homogeneous dynamics and again no altering effects are
visible. Such altering effects, e.g. deGennes-narrowing®?, i.e. a significant decrease
in 'y around a single ¢ value, which corresponds to a maximum of the structure
factor S(q), are not present within the simulated dynamics and ¢ range. Further,
the figure shows the stretching exponent ~ (blue), which remains above 2 over the
whole ¢ range. This matches with the results derived earlier from the transmission
XPCS simulations.

Figure 7.10D shows the extracted contrast factor 5 (black) and the offset g, (blue).
The contrast factor 3 reaches values of around 1. This indicates that for the present
simulated experiment full coherence is present. Furthermore, the stable [ value
indicates that no heterodyning due to direct beam-related scattering is included in
the chosen ROIs, which would result in jumps of 3 and in values >1.3%° Analyzing
the offset g, shows that in most cases g, reaches values close to 1. This behaviour
is indicative of a full decay of the 1TCFs, showing that no secondary dynamics on
longer time scales, outside of the calculated one, are expected.?8*

But for a single 1TCF at approximately ¢ = 0.04 A" o full decorrelation is
observed. The ROI at ¢ = 0.04 A7 covers the specular peak reflection line located
at ¢, = 0.039 Afl, associated with scattering due to the finite size of the simulated
box in the MD simulation. Further, the corresponding I'y value also shows a dip.
In combination with the decay starting from 2.25 this indicates, that heterodyning
and /or secondary dynamics on longer time scales may be present 3% 3% despite the
fact that no jump in the contrast factor is observed, which might be related to
the direct scattering from the finite box size. Consequently, for the further scaling
analysis of I'y with ¢ this data point will be excluded.
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Figure 7.12: (A) Scaling exponent « and (B) velocity vgr as a function of the
incident angle ©; extracted via Eq. 7.1 from the decorrelation frequency scaling
shown in Figure 7.11. Error bars are shown in black. The values shown at ©; = 0.0°
are derived from transmission XPCS calculations.

To compare the dynamics derived from GI calculations, comparable scaling analysis
of I'y as a function of ¢ is performed as in Figure 7.7 depicted. Since GI-XPCS 2D
data for ©; ranging from 0.19° to 0.60° were calculated, also the scaling analysis is
performed for the whole range of incident angles. The decorrelation frequencies are
extracted via the approach shown for an incident angle ©; = 0.22° in Figures 7.8
to 7.10. As shown in the example analysis, outliers associated with box scattering
around the specular peak position are sorted out based on go(7) values, contrast
factor 8 and g, values. Figure 7.11 shows the resulting I'; as a function of ¢ on
a double-logarithmic scale for ©; ranging from (A) 0.19° to (F) 0.60°. The angle
dependent decorrelation frequencies are fitted to Eq. 7.1 (dashed-line) to analyze
the scaling of I'y as a function of ¢, resulting in a line.

Figure 7.12 shows the results for the scaling analysis, with (A) the exponent o and
(B) the velocities derived from the slope. As a reference the scaling exponent and
velocity derived from the transmission XPCS simulations is shown at 0° incidence.
Following the scaling exponent « for all simulations in GI geometry the « values
deviate from the expected value of 1, which indicates ballistic motion. Instead
values between 1.07 £ 0.05 and 1.18 £ 0.03 are observed. Such scaling exponent
would indicate dynamics attributed to hyperdiffusive behaviour,*! despite the earlier
established dynamics of ballistic motion. Further, following the calculated velocities
ver these also deviate from the expected values, ranging from (22.62 4 3.14) A /ns
up to (28.90 +2.51) A/ns. These deviations correspond to differences from the MD
simulation velocity vyrp of 28.2% to 63.8 %, well above the difference of 8.4 % seen
for the transmission XPCS result.

As the scaling analysis seems to severely overestimate velocities and scaling
exponents derived from GI-XPCS simulations, the need arises to check where the
deviations originate from.
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7.2 Origin of Deviations between XPCS and GI-XPCS
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Figure 7.13: Difference between detector ¢, and intrinsic @, (Aq, = ¢. — Q.)
originating from the refraction at interfaces vs detector ¢, for incident angles of 0.19°
to 0.60° for the Transmission channel Tc.

7.2 Origin of Deviations between XPCS and
GI-XPCS

As introduced in section 6.1 the intrinsically reciprocal vector (), under which
scattering takes place in a thin film in grazing incidence geometry, is not linearly
projected to detector reciprocal space g. This occurs because the magnitude of the
change in the refracted component ¢, depends on the material critical angle (see Eq.
6.1). The difference between intrinsic @) and detector ¢ can therefore be quantified
by calculation of Ag, = ¢, — Q., resulting in two shifts, dependent on the respective
scattering channel Rc and Tc. To approximate in which ¢, region the strongest
deviations are expected, I calculated in Figure 7.13 Agq, as a function of ¢, for the
Transmission channel Tc (the more dominant scattering channel, especially for higher
incident angles) for the calculated incident angles of 0.19° to 0.60°. The plot shows
that for each angle the highest deviations occur around the Yoneda region. At this
position the exit angle equals the materials critical angle, resulting in pronounced
non-linearities when refraction occurs. Furthermore, the plot shows that at higher ¢,
the difference Aq. becomes nearly constant. Interestingly this constant value seems
to be nearly the same when the incident angle is sufficiently above the critical angle
O, of the material.

Transferring the influence of the non-linearities in Ag, to the scaling analysis seen
in Figure 7.11 for each incident angle, several extracted decorrelation frequencies
at lower ¢ values are expected to be underestimated in contrast to their respective
counterparts at higher ¢g. Consequently, the underestimation in I'y alters the fit,
resulting in skewed velocities and scaling exponents. However, despite knowing the
difference in Agq, a correction for this shift is not easy to establish, but the simulations
offer the possibility to directly include refraction of scattering vectors to calculate
the scattering in its intrinsic reciprocal () space, which was introduced in Chapter 6,
Eq. 6.1.

To transition the GI-XPCS 2D data calculations from detector reciprocal space ¢
to the intrinsic reciprocal space (), under which scattering takes place within the
sample, the refraction of scattering at interfaces has to be included. To include this
refraction effects the calculation of the g, vector under which scattering takes place

121



7 Identifying Differences in Calculated XPCS and GI-XPCS Ezxperiments

1073
= A B C
= M
—
~ OM g
175}
L ©,=0.19° ©,=022°
1075
1073
— D E F
%) .
- . -
v ]
L 0,=0.40" ©,=0.50" ] ©,=0.60"
10_5 T T T
1072 107! 1072 107! 1072 107!
QA QA QA

Figure 7.14: Decorrelation Frequency I'y as a function of reciprocal intrinsic vector
() on a double logarithmic scale for incident angles ©; of (A) 0.19°, (B) 0.22°, (C)
0.30°, (D) 0.40°, (E) 0.50° and (F') 0.60°. The data points were modelled based on
Eq. 7.1 (black dashed line) to extract the slope and the respective scaling exponent.

was altered from its classical calculation given in Eq. 2.12 to the formula given in Eq.
6.1. This equation includes refraction at interfaces, which depend on the material’s
critical angle ©,, for both the Transmission and Reflection channel necessary to
describe scattering events within the sDWBA. With this alteration of the reciprocal
space vectors calculations of ¢, the calculations of GI-XPCS 2D data analyzed in
section 7.1.3 are repeated. The calculated GI-SAXS images are analyzed with the
same approach as introduced in the Figures 7.8 through 7.10. Furthermore, the
same incident angle range of 0.19° to 0.60° is calculated and the respective dynamics
extracted. The extracted decorrelation frequencies I'y as a function of the intrinsic
reciprocal vector () are presented in Figure 7.14. The black dashed lines are scaling
fits based on Eq. 7.1. In comparison to Figure 7.11, which was calculated within the
detector reciprocal space ¢, the progression of I'y as a function of intrinsic reciprocal
space () appears smoother, without ’bumps’, which were seen for several ©; in Figure
7.11 (e.g. 0.19° and 0.40° within the first half of the analyzed detector ¢ range).
To quantify these observed changes in appearance, the results of the scaling fit are
presented in Figure 7.15 on the same y-axis ranges as in Figure 7.12.

Following the exponent o in Figure 7.15A the scaling exponents extracted from
the intrinsic ) projections are not continuously overestimated as before. Instead
the extracted values for o are now close to the expected value of 1. The maximum
difference is seen for ©; = 0.40°, which has a value of a = (0.94 £ 0.03).

Similar behaviour is seen for the extracted velocities vgrg. Instead of continuously
overestimating the velocity the extracted velocities vgrg are now located close
to the expected value of the transmission XPCS calculations v;. The calculated
velocities ranging from vgrg = (16.46 + 1.27) A /ns up to (20.66 & 1.55) A /ns. Thus,
some of the calculated velocities, taking into account the associated errors, are now
coinciding with the velocity of v, = (19.27 + 0.84) A /ns derived from the transmission
simulations.
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Figure 7.15: (A) Scaling exponent v and (B) velocity v; as a function of the incident
angle ©; extracted via Eq. 7.1 from the decorrelation frequency scaling shown in
Figure 7.14. FError bars are shown in black. The values shown at ©; = 0.0° are
derived from transmission XPCS calculations.

The reduced differences in extracted velocities vgg in comparison to the reference
values show that by switching to intrinsic () space the simulations can be improved.
Furthermore, the reduction also indicates that refraction effects are a major contrib-
utor to the differences seen for the scaling analysis, i.e. the scaling exponent and the
extracted velocities. In addition, both scaling analyses in Figure 7.12 depending on
q and in 7.15 depending on () show correlations between o and vgr(g), in which the
positions of the data points respective to the reference are mirrored between a and
UG1(Q)-

To investigate the cross-dependencies of scaling exponent and velocity, the fits seen
in Figure 7.14 were repeated with a global fit model. The global fit model is based on
Eq 7.1, but all ['y as a function of () data sets for all incident angles from ©; = 0.19° to
0.60° are optimized in parallel to derive a single value for the scaling exponent and the
velocity each. The fit is presented in Figure 8.23A in Appendix section 8. With this
approach cross dependencies leading to over- and underestimation of fit parameters,
based on their respective incident angle ©; are eliminated. The fit results in a scaling
exponent of a = (0.99 +0.01)and a velocity varg = (18.72+0.47) A/ns. This
equals a difference in velocities between transmission and globally fitted intrinsic GI
calculations of about 2.9 %, but both velocities are comparable within the calculated
uncertainties. This means that by applying a global fit, the differences between the
velocities derived from the transmission and grazing incidence calculations can be
further reduced. To ensure that the global fit for the scaling of I'y as a function
of () does not alter the general characteristics of the derived results I applied the
same approach for a combined data set of 'y as a function of detector q. Thus I
check whether the general behaviour of overestimating velocities vgy is captured
when the data set is globally fitted. The resulting fit is presented in Figure 8.23B in
Appendix section 8. The fit results in a scaling exponent of & = (1.09 +0.01) and a
velocity vgr = (24.02 £ 0.88) A /ns. Both values are still significantly overestimated
compared to the expected values derived from the transmission calculations, as such
reproducing the overestimation seen in section 7.1.3. This shows that the global fit
approach does not change the general characteristics of the extracted dynamics, but
minimizes variances in the extracted data.
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7.3 Summary and Discussion

Combining the results from this chapter of the thesis indicates several points for the
extracted dynamics from XPCS and GI-XPCS calculations: I) The dynamics ex-
tracted from the implemented transmission XPCS calculations are in good agreement
with the dynamics from the underlying MD simulations. II) The extracted dynamics
from the GI-XPCS calculations in detector reciprocal space ¢ show deviations from
the transmission XPCS calculations and the underlying MD simulations, overestimat-
ing the expected velocity and scaling exponent, moreover obfuscating the underlying
ballistic motion. III) When moving within the GI-XPCS calculations from detector
reciprocal space ¢ to intrinsic reciprocal space @), by including refraction effects, the
deviations in the extracted velocity and scaling exponent are significantly reduced.
IV) Applying a global fit to extract the GI-XPCS dynamics over all simulated grazing
incident angles further equalizes the extracted GI dynamics with its transmission
reference. From these four points, several conclusions can be derived and applied to
real experiments.

The points (II) and (III) indicate that the observed deviations in extracted
dynamics from GI-XPCS calculations can be explained in large parts by refraction
effects. As the refraction effects are highly non-linear in their projection on the
detector reciprocal space ¢ along the z-direction (see Figure 7.13) this indicates for
real GI-XPCS experiments that the ROIs in highly distorted ¢. regions should not
be included in the analysis. This agrees with the results of the scaling analysis in
chapter 6 (Figure 6.7), which also showed that the deviations of decorrelation times
extracted from grazing incidence XPCS decrease with increasing ¢, and that the
highest deviations are visible for intermediate ¢, values around the Yoneda region.
Unfortunately, these distorted ¢, regions around the Yoneda have increased photon
statistics in real experiments. While ¢, regions above the specular peak position,
which have a near-linear dependence between intrinsic and detector reciprocal space,
often cannot be evaluated due to the lack of a sufficient number of photons or need
elaborate strategies to reduce beam damage within the examined sample to increase
the number of scattered photons. This complicates data analysis in real experiments,
as ¢, regions cannot be easily excluded. Furthermore, point (IV) indicates that
even after including refraction effects within the simulations a dependence on the
incident angle ©; is seen, as concluded from the incident angle-dependent cross-
dependencies between fit parameters o and vgrg). One possible reason for this
dependency is related to the Fresnel coefficient calculations shown in Chapter 6. The
calculations showed for different material systems, that especially for low incident
angles intermediate ¢, regions and even the reciprocal space above the specular
peak position are dominated by a superposition of the different SDWBA scattering
terms, while in contrast for higher incident angles above the specular peak position
scattering from BA scattering dominates. This angle-dependent behaviour is seen
for both the detector and intrinsic reciprocal space vector scaling analysis, in which
particularly for the ¢ regions below the specular peak position at low incident angles
deviations from the linear behaviour are observed. As already shown in points (II)
and (III), point (IV) also shows that for bulk-sensitive GI-XPCS experiments the
qualitative analysis of ¢, regions that are distorted by several scattering terms.
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7.8 Summary and Discussion

However, if a back calculation can be carried out to generate an undistorted
scattering signal, ¢, regions dominated by several scattering terms can be analyzed,
which has the advantage that high signal intensities are often recorded in these
regions. One method to receive undistorted data from GISAXS measurements was
presented by Liu & Yager,'%! in which a method was derived to recover an estimate
of the true undistorted scattering pattern, based on fitting experimental GISAXS
images at multiple incident angles. The undistorted image derived by Liu & Yager
is equivalent to the calculated SAXS images in intrinsic reciprocal space ). As
such it is expected to also lead to a significant reduction in dynamical distortions,
when used for a XPCS reconstruction. Unfortunately, the 2D data reconstruction
method is computation-intensive and dependent on the measurement of several
incident angles, to disentangle the scattering channels Tc and Rc. Furthermore, until
now the reconstruction method was only applied for well-ordered, static samples.
Especially for XPCS measurements in which the structure factor is changing with
time, several reconstructions would be necessary, further increasing the necessary
computation time. Also, the measurements at several incident angles would need
a good reproducibility in time, so that the same changes in structure factor occur
at the same time for all measured incident angles. In addition, coherent effects
will likely play another role. For example the speckle size needs to be optimized to
overlap with the pixel size, to allow for the method to converge in a high-quality
reconstruction of the undistorted coherent-scattering and to not split speckles over
different detector regions.

However, the advantages of Liu & Yager’s method are speculations. So far, no
GI-XPCS measurements have been reconstructed in this way in intrinsic reciprocal
@ space, because the low photon number and the often limited reproducibility in
GI-XPCS measurements makes 2D data reconstruction difficult. Nevertheless, if a
dynamic measurement system can be found which offers sufficient photon statistics
and is reproducible, this offers the possibility to verify the simulations carried out in
this section of the thesis and the proposed effect of reproduced transmission XPCS
dynamics can be verified. Furthermore, the analysis on the translation of ballistic
motion in a particle melt from transmission to GI-XPCS presented here is of interest
for various material systems as ballistic motion, together with diffusive motion,
is a cornerstone of the dynamics in condensed matter systems. For example, the
ballistic particle motion analyzed here governs phenomena such as active motion by
thermophoretic forces®® or the merging of interfaces during spinodal decomposition
in colloidal particle emulsions.!®% 8! The analyses carried out in this chapter thus
make it possible to understand some of the fundamental dynamics that are relevant in
many condensed matter systems. Consequently, a follow-up project should investigate
whether the results extracted here also retain their validity for diffusive motion.
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8 Conclusion and Outlook

The work presented in this thesis shows I) that the optoelectronic properties of
organic hybrid lead halide perovskites depend strongly on its structure on a broad
range of length scales. The thesis further shows II) that the interplay of structures
over a wide range of length scales influences the corresponding structural kinetics
over the whole length scale range. In addition, the thesis presented IIT) how coherent
scattering methods can be applied to measure the dynamics of structural changes in
organic hybrid lead halide perovskite thin films.

From the work in Chapter 4 I can conclude that systematic differences in organic
hybrid lead halide perovskite processing routes can be extracted from optoelectronic
properties tracked during the processing. By monitoring both the absorption and
photoluminescence in-situ during the structure formation process, I could show that
a systematic variation in the kinetics of the thin film formation exist and that this
variation determines the final film structure. I applied the optoelectronic in-situ
approach to compare the film formation during spin and slot-die coating for one-step
processing of an organic hybrid lead halide perovskite from solution. Thus, I carried
out pioneering work in elucidating the evolution of the optoelectronic properties
of organic hybrid lead halide perovskites for two major solution-based processing
methods that are currently used in lab and fab. The work further demonstrated that
the evolving microscopic and macroscopic perovskite and pre-cursor solvate structures
cannot be resolved by a single optical property and that the interdependency of
optical properties must be taken into account to follow the processing routes. For
example, the initial increase in OD can only be attributed to the formation of
pre-cursor solvate structures by the simultaneous measurement of an increase of the
scattering LED and an absence of the photoluminescence. However, other effects
such as quantum confinement effects and changes in the wet film thickness must also
be taken into consideration to fully characterize the recorded optical spectra and
attribute the observed spectral features to structural changes within the forming
thin films.

The work in Chapter 5 revealed that imidazolium-based ionic liquids lead to
enhanced halide migration, when added in a mixture of two different dry-processed
organic hybrid lead halide perovskite powders. These ionic liquids are commonly
applied to hinder halide migration and enhance the phase-segregation stability of
solid solutions of mixed halide perovskites under illumination, but result in an
opposing effect when added to a mixture of two organic hybrid lead halide perovskite
powders. The accelerated halide migration was investigated by applying different in-
situ methods to study the structural rearrangements during thermally induced halide
mixing. [ used XRD to study the kinetics of halide transport and combined it with PL
and NMR measurements from cooperation partners to evaluate the halide transport on
different length scales, from the single nuclei environment up to mesoscopic perovskite
grains. The combined measurements demonstrated that the addition of imidazolium-
based ionic liquids result in halide-specific increases of the halide migration rates
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8 Conclusion and Outlook

and activation energies for halide transport, equilibrating both. This equilibration in
migration rates and activation energies may be a cornerstone of the phase-segregation
stability under illumination reported earlier, when fully mixed solid solutions are
examined. This is also supported by current theories of segregation, which assume
a difference in the activation energies of halide transport and the resulting halide
migration rates. Thus my presented work is a step towards understanding the
underlying stability mechanism of mixed halide perovskite materials, necessary for
the next-generation tandem solar cells.

The work in the Chapters 6 and 7 demonstrated that bulk-sensitive measurements
are necessary to further elucidate dynamical processes in organic hybrid lead halide
perovskite thin films. The method of GI-XPCS was introduced and I was able to
quantify dynamics in thin films, which are prone to misinterpretation of calculated
correlation functions. By simultaneous measurements of XPCS in a grazing incidence
transmission and grazing incidence geometry, I identified reciprocal space vectors
and their respective detector regions with strongly reduced distortions, by combining
refractivity with Fresnel coefficient calculations. The distortions were further quanti-
fied by MD simulations and subsequent scattering calculations, revealing the origin of
the observed distortions. At the same time, the effect of the distortions in GI-XPCS
measurements for the fundamental class of the ballistic motion was quantified. With
these works I demonstrated that while the interpretation of GI-XPCS for lead halide
perovskites thin films is challenging, with the appropriate care during analysis a
good measure of undistorted dynamics can be extracted.

Overall, with the work in the present thesis [ have contributed to answering relevant
scientific questions on the kinetics and dynamics of structural formation processes
of organic hybrid lead halide perovskites and identified potential approaches for
addressing these questions. The work demonstrated that the identified approaches
can be used to elucidate processes such as thin film formation from solution for
different processing routes or halide transport in phase-segregated organic hybrid
lead halide perovskites. Based on the presented results, I suggest that future studies
further focus on in-situ measurements. As organic hybrid lead halide perovskites are
highly dynamical, especially their defect chemistry, in-situ investigations will help
to address some of the most urgent questions about dynamical processes. For the
different presented projects within my thesis I suggest different follow-up projects to
address still-open questions.

For example, the work in Chapter 4 can be expanded to explore the still unresolved
role of lead solvate states in precursor solutions during thin film formation. These
lead solvate states often form before or concurrently with precursor solvate structures,
but their exact role for the final morphology and how the various concentration
dependent species form dynamically during processing are poorly investigated. To
expand knowledge on such lead solvate states, the measurement approach which
was demonstrated within the thesis, needs to be altered. This can be achieved by
extending the spectral range in the in-situ absorption measurements to the UV-
range, i.e. the spectral range in which the lead solvates absorb. With such changes
the simultaneous approach of photoluminescence, scattering and absorption can
resolve lead solvate states and their dependency on dynamically evolving precursor
concentrations, derived from wet film thicknesses. By tackling these initially forming
lead solvate states, one of the outstanding challenges of processing of organic hybrid
lead halide perovskites from solution can be addressed.
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Furthermore, based on the results in Chapter 5 I suggest that future studies address
the non-equilibrium conditions in halide migration rates and activation energies and
identify the underlying mechanism of phase-segregation and halide mixing. While it
is already well known that halide migration depends on grain sizes and is mainly
surface-mediated for small grain sizes (order of magnitude of 1 pm) and bulk-mediated
for bigger grain sizes, the underlying process leading to the size-dependent mediation
change is not understood. I propose that by further analyzing mixed halide lead
perovskite systems with in-situ methods on different length scales this knowledge gap
can be bridged. This requires identification of suitable phase formation models from
which the underlying length scale dependent halide migration and the connected
structural formation mechanism can be derived. Possible models describing the halide
migration and the connected structural reformation may be e.g. a Johnson-Mehl-
Avrami phase transformation, Boltzmann-Matano plane interdiffusion of halides
or non-linear recrystallization at connected grain boundaries of differing halide
perovskite species. A fundamental understanding of the underlying mechanisms of
halide migration is a prerequisite for tackling the still occurring stability problems in
solar cells of mixed halide lead perovskites and paving their way for commercialisation.

Moreover, I propose to further apply the GI-XPCS method introduced in Chapters
6 and 7 as an effective means of measuring a wide range of in-situ processes without
the distortions that occur without careful data analysis. As the presented approach
is bulk-sensitive and can be applied for thin film measurements the opportunity
arises to apply it for measurements of depth-dependent processes. Of interest to the
lead halide perovskite community are further measurements of processes such as the
ionization of perovskite thin films for X-ray detector applications, the characterization
of degradation processes in the thin film bulk or to further follow the halide migration
in mixed halide perovskites. Here both processes such as thermally induced halide
migration or halide migration due to externally applied electrical fields are still of
interest. In regards to this a setup for GI-XPCS measurements at beamline 11-ID
at the NSLS-II is currently under preparation. For this I devised an atmospherical
chamber with X-ray-permeable Kapton windows, which is presented in Figure 8.1.
Within the atmospherical chamber a thin film sample can be mounted, on which
external electrical fields up to field strengths of & 2.5keV can be applied. The
mount for the external electrical field application is devised so that a reciprocal
space vector up to 1.4 A along the surface normal can be measured, allowing
for simultaneous GI-XPCS and GI-WAXS measurements. The atmosphere in the
chamber can be switched from pure nitrogen or dry air towards adjustable degrees
of solvent atmospheres, due to a combination of adjustable mass flow meters and
an integrated gas washing bottle. Furthermore, the thin film substrate holder is
heatable up to 180°C and coolable down to —15°C under RT due to a Peltier
element and a water cooling system placed below the copper substrate holder. The
copper substrate holder is connected to the chamber via a magnetic suspension
system via four arms, which each have a thermal decoupling element made of quartz
glass between the suspension arm and the chamber. This mount has the distinct
advantage that during heating the thermal expansion of the copper substrate holder
is directed away from the sample placed on the substrate holder, as such adjustments
to the measurement height of a GI-XPCS experiments are not necessary during e.g.
heating cycles. The quartz glass elements further serve as a decoupling element
between electrical charges between the chamber casing and the substrate holder. The
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proportions of the chamber are devised to allow for simultaneous photoluminescence
measurements of the thin films. The combination of photoluminescence with GI-
XPCS will allow the simultaneous measurement and observation of optoelectronic
and structural properties and may directly allow linking kinetic properties extractable
from the photoluminescence and GI-WAXS (e.g. phase transformation rates or halide
migration rates) to the dynamical properties of the examined samples. With the
plethora of external stimuli, which can be applied in the athmospherical chamber,
such a simultaneous measurement approach between GI-XPCS, photoluminescence
and GI-WAXS, will be a valuable tool to further study the kinetic and dynamic
phenomena covered within the thesis.

Figure 8.1: 3D rendering of the atmospherical chamber described in Chapter 8.
The highlighted features and possible application areas are described within the text.
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A. List of Abbreviations

1TCF One-time correlation function

2TCF Two-time correlation function

BMIMBF, | 1-butyl-3-methyl-imidazolium tetrafluoroborate
BMIMPF¢ | 1-butyl-3-methyl-imidazolium hexafluorophosphate
CB conduction band

CBM conduction band minimum

CCD charged coupled device

DFT discrete Fourier-transformation

DI deionized

DMF dimetyhlformamide

FWHM full width half maximum

GIWAXS | grazing incidence wide angle X-ray scattering
GISAXS grazin incidence small angle X-ray scattering

GI-XPCS | grazing incidence X-ray photon correlation spectroscopy

GIXS grazing incidence X-ray scattering

GTSAXS | grazing incidence transmission small angle X-ray scattering
GT-XPCS | grazing incidence transmission X-ray photon correlation spectroscopy

HOIP hybrid organic-inorganic perovskite
IL ionic liquid

KWW Kohlrausch-Williams-Watts
LED light-emitting diode

LJ Lennard-Jones

MABr methylammonium bromide
MAI methylammonium iodide
MAPDBr; | methylammonium lead bromide
MAPDI; methylammonium lead iodide
MD molecular dynamics

MHP metal halide perovskite

MSD mean square displacement
NMR nuclear magnetic resonance
NQR nuclear quadrupole resonance
NVE micro-canonical ensembe

OD optical density

OM optical microscopy

P3HT Poly(3-hexylthiophen-2,5-diyl)
Pbl, Lead(II) Iodide

PbBr, Lead(II) bromide

PL Photoluminescence

PLQE Photoluminescence quantum efficiency
ROI region of interest

131



SDD
(s) DWBA
SEM
TER
THF
UV-Vis
VB
VBM
XPCS
XRD
ALO)
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sample-detector distance

(simplified) distorted wave Born approximation
scanning electron microscopy

total external reflection
Tetrahydrofuran

ultraviolet-visible

valence band

valence band maximum

X-ray photon correlation spectroscopy
X-ray diffraction

Zirconium(IV) oxide



B. Appendix

Full intensity heat maps of the in-situ optical data for
Chapter 4
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Figure 8.2: 2D intensity maps of the in-situ photoluminescence spectra (PL, left),
the in-situ scattered room light spectra (middle) and the in-situ optical density (OD,
right) measured during one-step slot-die coating from DMF of MAPDI; thin films
for air-knife pressures between 0.5 bar to 2.0 bar.
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Figure 8.3: 2D intensity maps of the in-situ photoluminescence spectra (PL, left),
the in-situ scattered LED light spectra (middle) and the in-situ optical density (OD,
right) measured during one-step spin coating from DMF of MAPDI3 thin films for
spin speeds from 500 to 800 rpm.
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Figure 8.4: 2D intensity maps of the in-situ photoluminescence spectra (PL, left),
the in-situ scattered LED light spectra (middle) and the in-situ optical density (OD,
right) measured during one-step spin coating from DMF of MAPDbI; thin films for
spin speeds from 1000 to 1600 rpm.
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Time evolution of the extracted optical parameters of
the in-situ optical data for Chapter 4
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Figure 8.5: A-D: Time evolution of different optical parameters for slot-die coating
MAPbDI; from DMF at air-knife pressures ranging from 0.5 bar to 4 bar. A: PL peak
position, the grey shaded area indicates the spectral range where the PL intensity is
above 1/e of the peak intensity. B: Integrated intensity Iscater Of the scattered light.
C: OD at 1.8eV. D: AOD, difference in the OD at 1.8eV and at 1.575€V.
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Figure 8.6: A-D: Time evolution of different optical parameters for spin coating
MAPDI; from DMF at spin speeds ranging from 500 to 2000 rpm. A: PL peak
position, the grey shaded area indicates the spectral range where the PL intensity is
above 1/e of the peak intensity. B: Integrated intensity Iscater Of the scattered light.
C: OD at 1.8eV. D: AOD, difference in the OD at 1.8eV and at 1.575€V.
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Figure 8.7: Time evolution of the thickness d of the solution layer extracted from
the energetical distance AF of adjacent maxima in the white light interference
modulations for one-step spincoating of MAPbs from DMF at 500 to 2000 rpm. The
plot shows that depending on the spin speed the first discernible thickness ranges
from approximately 5pm to 10 pum and the final thickness from approximately 1pm
to 4 pm.
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Overview: Reflected Optical and Scanning Electron
Microscopy images of spin and slot-die coated films
used in Chapter 4

Figure 8.8: Microscopy images (20x) of MAPbDI3 thin films processed via one-step
slot-die coating (top) from DMF with air-knife pressures of 0.5 bar and 4.0 bar and
via spin coating (bottom) with spin speeds of 500 and 2000 rpm. The comparison
shows that both in spin and slot-die coating faster drying kinetics lead to a more
homogenously covered film with overall smaller needle-like structures.
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1300 rpm 1000 rpm

Figure 8.9: Microscopy images (100x) of MAPDbI; thin films processed via one-step
spin coating from DMF with spin speeds varyying between 2000 rpm and 500 rpm
(see labels). From off-focal plane imaging and off-focus depictions it is evident that
with decreasing rpm the height variations and therefore film roughness of the film
increase.
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Figure 8.10: Scanning electron microscopy (SEM) images of MAPDI3 thin films
processed from DMF via one-step spin coating at 2000 rpm (left column) and
dropcasting at an air-knife pressure of 0bar (right column). The magnification
increases from top to bottom: from (A,B) 100x, (C,D) 500x and (E,F) 25.000x.
The last row shows that the surface structures of the needles varies between the
two processing methods. The solely evaporation dried film (dropcasting) consists of
highly crystalline structures with smoother surfaces, while in the case of spin coating
the surface appears rougher, indicating a high number of small crystalline grains and
their respective grain boundaries.
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Exemplary Fitting of time-resolved XRD
diffractograms in Chapter 5
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Figure 8.11: A-E) Temporal evolution of 1D XRD diffractograms for the cubic
(200) MAPbI; and MAPbBr3 peak positions for 1:1 MAPbI3:MAPbBr; showing the
initial and final fit based on Eq. 5.2 for halide mixing at 90 °C under BMIMBF4
addition. The retention time at 90 °C is indicated within the labels and R?-values of
model and data are given as subtitles. F) R?-values as a function of frame number.
Fach frame is equivalent to one measurement as seen in A-E and took 3.5 min to
record.
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Figure 8.12: (A,C) Exemplary fitting procedure of a pXRD diffractogramm of
a BMIMBF, containing sample processed at 90°C. The fit is based on (A) 13,
respectively (C) 7 equidistantly spaced Gaussians of fixed width. (B,D) Evolution of
the coefficient of determination R? with frame number for the full mixing experiment
fitted with (B) 13 or (D) 7 equidistant Gaussians. The dashed black line marks R?
for frame number 200, shown in A,C.
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XRD diffractograms of thermally induced halide
mixing at 75°C and 60 °C in Chapter 5
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Figure 8.13: Temporal evolution of XRD diffractograms as 2D maps for the cubic
(200) MAPbI3 and MAPbBr3 peak positions for 1:1 MAPbI;:MAPbBr; mixtures
(A,C) without (labelled Ref) and (B,D) with BMIMBEF, (labelled IL) for halide
mixing at (A,B) 75°C and (C,D) 60°C. The color indicates the signal intensities of
evolving equivalent phases of differently mixed MAPbDI3 Br, signals.
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Figure 8.14: Initial, intermediate and final XRD diffractograms for the cubic (200)
MAPDI3 and MAPbBr3 peak positions for 1:1 MAPbI3:MAPbBr; mixtures (A,C)
without (labelled Ref) and (B,D) with BMIMBF, (labelled IL) for halide mixing at
(A,B) 75°C and (C,D) 60°C extracted from Figure 8.13 for the times indicated in
the subfigures. The intensities were normalized to the maximum intensity seen in
Figure 8.13.
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Extraction of halide kinetics during thermally induced
halide mixing from pure parent phase intensity decays
in Chapter 5
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Figure 8.15: Biexponential fit of the following form: I(t) = A; - exp(—t - k1) +
Ay - exp(—t - ko) + offset, applied to the normalized intensity decays of MAPbBr;
phase in physical mixtures of MAPbI3:MAPDbBr3 mixtures synthesized without (Ref,
left column) and with BMIMPF, (IL, right column) for mixing experiments at
temperatures of 90°C (top), 75°C (middle) and 60°C (bottom). The biexponential
fit is marked as a black dashed line. Linear data points in time are resampled to a
logarithmic time scale (see Section 5.4).
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Figure 8.16: Biexponential fit of the following form: I(t) = A; - exp(—t - k1) +
Ay - exp(—t - ko) + offset, applied to the normalized intensity decays of MAPbBr;
phase in physical mixtures of MAPbI3:MAPDbBr3 mixtures synthesized without (Ref,
left column) and with BMIMPF, (IL, right column) for mixing experiments at
temperatures of 90°C (top), 75°C (middle) and 60°C (bottom). The biexponential
fit is marked as a black dashed line. Linear data points in time are resampled to a
logarithmic time scale (see Section 5.4).
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Ionic Liquid

T (°C) Ay Ay |k (min™!) | kg (min~!') | offset
90 0.949 | 0.113 1.96e-2 2.76e-3 0.017
75 0.900 | 0.100 5.80e-3 1.33e-3 0.011
60 0.944 | 0.000 1.37e-3 — 0.063
Reference
T (°C) Ay Ay |k (min™') | kg (min~?') | offset
90 0.929 | 0.088 6.18e-3 6.18e-3 0.014
75 0.552 | 0.378 1.56e-3 1.56e-3 0.057
60 0.616 | 0.003 7.52e-4 — 0.199

Table 8.1: Extracted fit parameters of a biexponential fit of the following form:

I(t) = Aj-exp(—t-k1)+ Ag-exp(—t-ko)+offset, applied to the normalized
intensity decays of MAPbI3 phase from Figure 8.16.

Ionic Liquid

T (°C) Ay Ay |k (min™!) | kg (min~!) | offset
90 0.999 | 0.064 1.82e-2 4.61e-3 0.005
75 0.983 | 0.000 4.97e-3 3.00e-3 0.002
60 0.974 | 0.000 1.20e-3 1.14e-4 0.000
Reference
T (°C) Ay Ay |k (min™!) | kg (min~?) | offset
90 0.740 | 0.200 3.57e-3 2.76e-4 0.019
75 0.661 | 0.114 1.33e-3 1.46e-4 0.202
60 0.432 | 0.000 8.74e-4 2.64e-4 0.297

Table 8.2: Extracted fit parameters of a biexponential fit of the following form:

I(t) = Ay-exp(—t-k1)+ Ay-exp(—t-kq)+offset, applied to the normalized

intensity decays of MAPbBr3 phase from Figure 8.15.
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Characterization of MAPbI; and MAPbBr; parent
powders synthesized with BMIMPFg in Chapter 5
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Figure 8.17: Precharacterization of MAPbI; (left column) and MAPbBr; phases
(right column) synthesized with BMIMPFg. (A,B) SEM images of the neat parent
powders. (C) ™Br and (D) *'T NQR spectra of MAPbI;:MAPbBr; mixtures recorded
prior to mixing experiments. 21 NQR spectra were recorded for the equatorial
lodine atoms in the tetragonal MAPbDI; phase at RT due to limitations of the probe
to tune to higher frequencies. (E,F) Normalized PL spectra (blue) of parent powders.
The fit region (orange), the exponential Urbach fit (red dotted-line) and the extracted
Urbach-energy Ey are labelled within the normalized spectra. (G) Normalized pXRD
patterns of MAPbI3:MAPDbBr; mixtures at RT prior to mixing experiments.
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Simultaneous GT-GI-XPCS measurements of MAPDbI;
thin films presented in Chapter 6
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Figure 8.18: The graphic shows averaged intensity pattern of simultaneous GI-GT-
XPCS measurements of a MAPbI3 thin film. The colored and numbered regions
mark the Regions-of-Interest (ROIs) used within the manuscript for the calculation
of 2TCFs. Subgraphs A and B show intensity pattern taken at an angle of incidence
of ©®; = 0.22°. Subgraphs C and D show intensity pattern taken at an angle of
incidence of ©; = 0.30°. The ROI labelled "1’ in subgraph B was not used within
the thesis to calculate 1TCFs, as the low number of photons introduced significant
erTors.
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Figure 8.20: The graphs depict normalized 1TCFs and their respective stretched
exponential fits extracted from Figure 8.18AC. The top row (ABC) shows the
extracted 1TCFs from the ROIs presented in Figure 8.18A for an incident angle of
©; = 0.22° along ¢, while the bottom row (DEF) shows the extracted 1TCFs from
the ROIs presented in Figure 8.18C for an incident angle of ©; = 0.30° along q,.
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Statistical analysis of MD simulations presented in

Chapter 7
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Figure 8.21: The graphic shows the LJ reduced temperature and the LJ reduced
potential, kinetic and total energy (top to bottom) as a function of timesteps At (blue
line) calculated from particle trajectories (see Section 3.3 for MD model parameters)
for a doubled time duration of the MD simulation. The gray vertical lines indicate
the halfway time of the simulation. Each graph has the mean value (mean) and
standard deviation (std) for the first 4000 timesteps AT and second 4000 time steps
AT labelled. The derived mean and std values are well comparable within the first
and second half of the MD simulation, indicating that the MD simulation is not
diverging with time and that the total energy is conserved.
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Figure 8.22: Mean-Square-Displacement (MSD) (r?) (blue line) vs time t scaled
from LJ reduced units on a double logarithmic scale. The scaled MSD was modelled
with Eq. 7.1 (red dashed line) to extract the slope m and its scaling exponent « for
different parts of the simulated trajectories. From top to bottom the fit regions cover
the whole time range presented in Figure 8.21, the first half and the second half.
The derived values for o and the velocities vy p calculated from m are labelled in
each subfigure. All three fits show ballistic motion with comparable velocities within
the calculated errors.
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Global Fitting of simulated GI-XPCS experiments
presented in Chapter 7
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Figure 8.23: The graphic shows the combined data of extracted decorrelation fre-
quencies for (A) refraction-corrected calculated GI-XPCS and (B) classical calculated
GI-XPCS and their respective fit. The combined data includes the angles of incidence
from 0.19° to 0.60° used in section 7.2 and 7.1.3. The fit results are presented in

section 7.2.
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