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Zusammenfassung

In den letzten Jahren sind mobile Arbeitskonzepte immer mehr auf dem Vor-
marsch. Diese sind im Allgemeinen sehr gut für Wissensarbeiter geeignet,
die typischerweise nur einen Computer und eine Internetverbindung benöti-
gen, um ihre Arbeit zu erledigen. Verschiedene Orte können jedoch gewisse
Nachteile mit sich bringen, wie zum Beispiel, dass auf kleineren, portablen
Geräten gearbeitet werden muss. Im Rahmen dieser Arbeit habe ich in einer
Reihe von Studien untersucht wie die Virtuelle Realität (VR) für die Wis-
sensarbeit genutzt werden kann, um solche Probleme zu lösen. Diese Studien
haben gezeigt, dass Tätigkeiten, bei denen mehrere Ebenen mit Informatio-
nen neu angeordnet werden sollen, von einer dreidimensionalen Darstellung
in VR profitieren und, dass der große virtuelle Anzeigeraum in VR die Suche
nach einem präattentive Objekt beschleunigen kann. Des Weiteren stellt
diese Arbeit multimodale Interaktionstechniken im Kontext der Wissensar-
beit vor, die Touchscreens mit Eye-Tracking und einem räumlich getrackten
Stift kombinieren and daher auch an beengten Orten genutzt werden kön-
nen. Diese Interaktionstechniken wurden von den Probanden als brauch-
bar, nützlich und angenehm empfunden. Zusätzlich hat eine Studie gezeigt,
dass die Kombination aus Blicksteuerung und Toucheingabe bei der Interak-
tion mit mehreren virtuellen Bildschirmen besser abschneidet als eine reine
Toucheingabe. Eine Untersuchung zur Nutzung von VR zum Arbeiten über
einen längeren Zeitraum, zeigte, dass dies zu schlechteren Bewertungen bei
den meisten Messungen, wie zum Beispiel zur Simulatorkrankheit, zur Ar-
beitsbelastung oder zur visuellen Ermüdung, im Vergleich zu einem ähn-
lichen physischen Arbeitsplatz führt. Einige Beobachtungen weisen jedoch
auch auf Akkommodationseffekte hin. Zusätzlich zeigte eine weitere Studie,
dass sich Nutzer während dem Arbeiten an einem öffentlichen Ort mit VR
weniger sicher fühlen als mit einem Augmented Reality Gerät oder einem
Laptop, da sie ihre Umgebung weniger bewusst wahrnehmen. Insgesamt
zeigen diese Ergebnisse, dass es praktikabel ist VR für die mobile Wissensar-
beit zu nutzen, es aber immer noch Nachteile gibt, welche die Vorteile über-
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wiegen könnten, besonders bei der Langzeitnutzung oder bei der Nutzung in
der Öffentlichkeit. Während einige Nachteile nur mit verbesserter Hardware
überwunden werden können, könnten andere durch sorgfältig entwickelte An-
wendungen, Geräte oder Richtlinien zum Nutzen von VR verringert werden,
mit dem Ziel Wissensarbeiter bestmöglich zu unterstützen.



Abstract

In recent years, mobile work concepts have been on the rise which are gen-
erally well-suited for knowledge workers, who typically only need some kind
of computer and an internet connection. However, different locations could
have certain drawbacks such as the need to work on smaller portable devices.
In the scope of this thesis, I explored in a series of studies how virtual reality
(VR) could be used as a tool for knowledge work to overcome such problems.
The studies showed that tasks involving layers of information that need to
be reordered can benefit from the three-dimensional visualization in VR and
that the large virtual display space in VR can reduce the search time for
preattentive targets. Moreover, this thesis presents multimodal interaction
techniques in the context of knowledge worker tasks that combine touch-
screens with eye-tracking and a spatially tracked pen and, therefore, can
be used even in confined spaces. These techniques were found usable, use-
ful and enjoyable by participants. In addition, a performance study showed
that combining eye-gaze and touch outperforms a touch-only interface when
interacting with multiple virtual displays. However, studying the use of VR
for work for extended periods of time showed that it leads to worse ratings
for most measures, such as simulator sickness, task load, or visual fatigue,
compared to a similar physical setup. Yet, some observations also suggested
accommodation effects. In addition, another study indicated that when work-
ing in VR, users feel less safe in a public environment than with an augmented
reality device or a laptop because they are less aware of their surroundings.
Overall, these results show that it is feasible to use VR for mobile knowledge
work, but there are still drawbacks, especially for long-term use or use in
public scenarios, that could outweigh the benefits. While some drawbacks
can only be overcome with improved hardware, others could be reduced by
carefully designing applications, devices, and guidelines for using VR, with
the goal of supporting knowledge workers in the best possible way.
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1 Chapter 1. Introduction

Chapter 1

Introduction

In recent years, more flexible and mobile work concepts are gaining popu-
larity, fueled also by the COVID-19 pandemic which required more people,
many of them knowledge workers, to work from home instead of offices [4].
The term "knowledge worker" was first used by Peter Drucker in 1959 [29]
and is used throughout this thesis to describe workers whose main resource
is their knowledge and who typically do not need access to special equipment
other than computers and an internet connection. Even though they typi-
cally work in offices, they can work from different places as long as they have
access to a computer, which can also be portable. This flexibility in choosing
the workplace can have several benefits, such as taking care of family mem-
bers, saving time on commutes, or using time spent in public transportation
productively [9].

However, there can also be certain limitations when working outside the of-
fice. The available hardware can be limited, such that the workers need
to use laptops, tablets, or even phones instead of large screens or a multi-
monitor setup. Furthermore, input modalities might be limited to smaller
keyboards, touch keyboards on tablets, or a touchpad instead of an exter-
nal mouse. Such limitations could potentially impact productivity. Also, in
spaces not designed for work, there could be distractions from the environ-
ment such as noise, or from other people, for example, other passengers on
public transportation [76].

With new virtual reality (VR) devices being launched in recent years, many
of them being affordable to the general population, a technology becomes
available that could potentially change knowledge work and help to over-
come certain limitations of mobile work. The majority of work presented
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in this thesis was done using VR devices. However, many findings are po-
tentially transferable to other extended reality devices. Extended reality
(XR) covers all immersive experiences ranging from VR to augmented real-
ity (AR), including anything in between these two on the reality-virtuality
continuum [74]. In AR, the real, physical environment is augmented with
virtual content, while virtual reality VR provides a purely virtual experience
even though true virtual reality that stimulates all senses with virtual content
is currently not achievable, as mentioned by Skarbez et al. [101]. Therefore,
with VR I refer to systems that mainly show virtual content even though
parts of the physical environment could be included by recording them with
cameras attached to the device. This means, with VR I mainly refer to the
device, which can totally block out all visuals from the physical world.

XR has already been discussed as a tool for knowledge work for quite some
time [89, 92]. This means, XR and specifically VR, could transform any
environment into an office in which the user could potentially be more pro-
ductive. For example, Ruvimova et al. [94] have shown that VR can be used
to suppress visual and audio distractions to increase performance. However,
VR can not just shield the user from distractions, but it could also further
optimize the work environment, even beyond the limitations of a physical
environment. These optimizations could reduce stress [5, 108], increase pro-
ductivity [27], or extend or replace the physical space with virtual elements
that could support the work tasks. For example, VR, or XR in general, can
extend a small mobile screen with one or multiple large virtual screens [82]
or totally replace physical screens as visualized in Figure 1.1 a). Also, the
ergonomics of a workplace could be improved, as there are no limitations
on how to position screens or other objects [64]. Such virtual work envi-
ronments could provide a consistent work setting regardless of the physical
environment, but also be adapted easily to varying requirements.

VR also opens up new possibilities on how to display and interact with infor-
mation. Instead of the traditional two-dimensional (2D) display, it provides
a large three-dimensional (3D) space that can display information in 3D as
visualized in Figure 1.1 b). This has, for example, been used by Einsfeld et
al. [32] and Dengel et al. [25], who have visualized documents and semantic
relations between documents on a stereoscopic monitor. This opens up new
possibilities on how to display, interact and work with information when the
whole three-dimensional space around the user is available. For example, it
is possible to actually view 3D models in a three-dimensional environment
and interact with them, or arrange 2D information on planes at arbitrary
positions in the 3D space.
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Figure 1.1: (a) The large display space in VR can, for example, show
multiple windows. This image depicts the view in the VR app "Immersed"
[53]. (b) The 3D display in VR can be used to display information in 3D,
such as the different layers containing various shapes as displayed here (see
also Chapter 5 [14]).

In addition, VR has the potential to connect workers from remote places
and immerse them in a shared virtual environment, which is already possible
using applications such as Mozilla Hubs [52] or Meta Horizon Workrooms
[51]. This means colleagues can meet in a virtual space while working from
remote locations. In such virtual spaces, users could potentially interact
more naturally than through traditional technologies such as phones or video-
conferencing systems. Employing VR instead of traveling for meetings could
also be more environmentally friendly [83] and could potentially reduce travel
costs.

When talking about VR using a head-worn display, as I do in this work, it
also offers the benefit of increased privacy. As the display is generally only
visible to the user, there are no problems in viewing sensitive data in the
presence of other people [41]. In addition, it provides further possibilities to
enhance security as shown by Schneider et al. [96], who changed the layout
of a physical keyboard through VR so that bystanders can not monitor typed
characters to gain the true password. Also, a row of applications already exist
that show how VR can support certain tasks in areas such as data analytics,
programming or creative tasks [121, 33, 27, 77]. In addition, VR has also
been used in industry for several years [12].
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Finally, VR also supports further interaction possibilities beyond what is
currently commonly used by knowledge workers. This includes techniques
such as eye-tracking [49, 86], hand-tracking and gestures [2], or spatially
tracked devices [37]. These techniques can of course also be combined with
traditional ones, including touchscreens, keyboards, and mice. For example,
Surale et al. [105] used a tablet to interact with objects in VR and Schnei-
der et al. [96] showed how VR can be used to enhance the capabilities of
a physical keyboard. Similarly, AR HWDs can be combined with a smart-
watch, as shown by Grubert et al. [40], with a smartphone to enlarge it’s
display space, as presented by Normand et al. [78], or to enhance each other
bidirectionally, as shown by Zhu et al. [120]. Figure 1.2 visualizes how a pen
(a), a touchscreen (a), a keyboard (b) and hand gestures (c) can be included
into VR.

Yet, there are also challenges to overcome before VR can become a widely-
spread tool for knowledge work. First, there are open questions such as how
to properly transfer and display current 2D information in a 3D space. This
will also require new interaction concepts to efficiently interact with the large
three-dimensional display space. Many current interaction techniques for VR
are based on in-air interactions with gestures or controllers, which might not
be suitable for knowledge workers, as they can cause fatigue [47], lack social
acceptability, or there might not be enough space to execute them in certain
settings [65]. This also touches on a second aspect about how users might feel
when using VR for work in public spaces such as public transportation, how
other passengers would react, and how the VR-user can be aware of safety-
relevant events happening in the physical world [65]. Also, even though VR
devices, and also other XR devices, have evolved significantly in the recent
years, there are of course still issues with the hardware, such as their weight,
limited resolution, narrow field of view, and fixed focal distance [41]. The
effects of using such devices, especially for longer periods of time, which
would be necessary to do serious work, are not well explored.
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Figure 1.2: (a) The pen on the right is spatially tracked and displayed in
VR, as seen left, and used to manipulate virtual objects (see also Chapter 5
[14]). (b) A keyboard and hands can be tracked by the XR device (in this
case a Quest 2 [71]) and displayed in the virtual environment. (c) A hand is
tracked by the device (Quest 2 [71]) and displayed in VR and can be used
to perform gestures.
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1.1 Research Questions
Reviewing the existing literature has provided me with an understanding of
how knowledge work might benefit from VR, or more generally XR, and which
aspects of this research area are still not well explored. A broad overview
of this literature can be found in Chapter 3 [17]. Considering the potential
benefits that VR could have for mobile knowledge work and the shortage
of literature that is investigating them, this thesis aims at exploring them
more closely. This is an important step to gain insights that can inform the
design of VR applications that are capable of effectively supporting mobile
knowledge work. Also, reviewing the literature showed that ecologically valid
studies on the use of current VR devices for knowledge work are very scarce,
especially regarding long-term usage. It is crucial to also explore this and
uncover possible issues to develop guidelines that can support the design of
new systems and provide recommendations for a responsible use of VR for
knowledge work.

Therefore, I defined several research questions that are described in detail in
the following subsections and can be grouped into two categories. First, I
examine how mobile knowledge work can be facilitated using VR, and second,
I evaluate how the use of VR devices in realistic use-cases affects knowledge
workers.

1.1.1 Facilitating Mobile Knowledge Work Using VR

As described above, prior work suggests several advantages of using VR or
XR for mobile knowledge work, such as a larger display space [64, 82], the
possibility to visualize information in 3D [32, 25], new interaction modalities,
including eye-tracking [49] and spatial interactions [2, 37], and the opportu-
nity to personalize and optimize the virtual work environment beyond what
is physically possible [94]. However, for the purpose of facilitating knowl-
edge work through the use of VR, the potential benefits of the larger screen
space and the three-dimensional display should be examined in the context
of knowledge worker tasks. This is important to gain a good understanding
of how and to what extend they can support knowledge work and to pro-
vide examples of how they can be effectively utilized. Similarly, as will be
described in Chapter 3 [17], it is essential to find good interaction techniques
to efficiently interact with the large 3D space, especially in a mobile context
in which only a restricted input space is available.
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What are the advantages of a large 3D display for knowledge
work in VR? (Chapter 9.1.1)

(a) What are the benefits of viewing layers of information in 3D
compared to showing them in 2D, one at a time? (Chapter 4
[18])

(b) What are the benefits of visualizing layered information in 3D
compared to state-of-the-art 2D visualizations? (Chapter 5 [14])

(c) Can the extended display space in VR help users find targets
faster? (Chapter 5 [14])

Are multimodal techniques that combine VR and established
devices feasible for interacting with large 3D spaces? (Chap-
ter 9.1.2)

(a) Does touch combined with gaze have benefits over touch-only
when interacting across multiple screens? (Chapter 4 [18])

(b) Are applications that use the large 3D display of VR and multi-
modal interaction feasible? (Chapter 4 [18])

(c) Are multimodal techniques feasible that combine eye-tracking, a
spatially tracked pen, touch, and information displayed in a large
3D space? (Chapter 5 [14])

Therefore, in a first step, this thesis looks at the advantages of a large 3D
display space in VR in the context of mobile knowledge work. Such displays
have two major properties. First, they provide a large display space that
covers every direction in which users could look, as if they are looking at
the surface of a sphere placed around their head. Second, they enable the
presentation of three-dimensional information, which increases the display
space from the surface of the previously mentioned sphere to an infinite
three-dimensional room around the users. This provides the opportunity to
display information at different depth levels.

Even though VR provides us with the possibility to display three-dimensional
data, the prototypes presented in this thesis mainly focus on displaying two-
dimensional data in a 3D space. I chose to do so to support familiar concepts,
as current knowledge work is done in 2D and I want to maintain compatibility
with existing applications and devices. Still, layers of 2D information can be
presented to the users at different depth levels in 3D, which allows them to
see multiple layers at once, although they might partially occlude each other.
Therefore, one of the research questions addressed in Chapter 4 [18] is about
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evaluating the benefits of viewing layers of information in 3D compared to a
2D visualization, which means only showing one information layer at a time.

As the objective is to facilitate knowledge work through VR beyond what is
possible with currently use mobile devices, it is also important to compare
VR with current baseline systems. Therefore, one of the studies presented
in Chapter 5 [14] compares state-of-the-art 2D visualization techniques with
a 3D visualization of layered information in the context of authoring presen-
tations. Authoring presentations was chosen as an example application that
is commonly used by knowledge workers [90].

Independent of the capability to display information in 3D, VR also provides
a very large display space which can be used to display much more infor-
mation than on a physical mobile screen. This can potentially provide users
with a better overview of their data and allow them to identify relevant in-
formation faster. To quantify this potential benefit, Chapter 5 [14] presents
a study to explore the advantages of an increased display space in VR and
specifically if it can help users find targets faster.

As will also be discussed in Chapter 3 [17], it is not trivial how to efficiently
interact with the large 3D space in VR, given that the input space is generally
much smaller. In addition, common interaction techniques for VR, such as
gestures and controllers, might not be well suited for knowledge work because
they can lead to fatigue [47], certain environments could lack the necessary
space, and the gesture could lack social acceptability [65]. Therefore, the
prototypes presented in this thesis focus on established devices that can be
used in confined spaces, require little physical effort, and are socially accept-
able. As these requirements are fulfilled by tablets, they were used in the
studies described in Chapter 4 [18] and 5 [14]. However, the relatively small
size of the tablet screen intensifies the problem of how to efficiently map the
small input space to the large output space provided by VR. Also, it is not
trivial how to support three-dimensional interactions on a 2D tablet screen.
That is why I decided to design multimodal techniques that combine touch
input with other techniques offered by VR that do not require much space or
induce high fatigue. This includes techniques such as eye-tracking and spa-
tially tracked pens that can be used to interact three-dimensionally, as their
movement can not only be tracked on the screen but also in the air above it.
In addition, multimodal techniques have reported to be beneficial, as they
provide a higher flexibility to choose a modality depending on users needs
and situations [111]. Therefore, I am exploring if multimodal techniques that
combine VR with established devices, that can be used in confined spaces and
are already socially accepted, are feasible for interacting with large 3D spaces.
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I have already mentioned that interacting with this large screen-space while
only using a small input area can be challenging. While a touchscreen can
provide very accurate input, there is no trivial solution for how it can be used
to efficiently switch between areas of information on a large screen. Eye-
gaze-tracking on the other hand, which is implemented in many current VR
devices, complements the touchscreen. It is less accurate but very efficient
to switch between areas of information on large screen spaces because users
simply need to look at the area of interest. The combination of touch and
gaze has already been explored outside of VR or XR [85, 84] and shown
to provide benefits, such as less physical effort. Therefore, Chapter 4 [18]
presents a study that examines if combining touch and gaze input has benefits
over touch-only when interacting across multiple screens.

To provide more concrete examples of how such interaction concepts could
benefit knowledge work, Chapter 4 [18] also explores the feasibility of several
knowledge worker applications that use the large 3D display and multimodal
interaction. To provide a more sophisticated example of how knowledge work
in VR could look like, Chapter 5 [14] presents a prototype for presentation
authoring, representing a common knowledge worker task [90], and evaluates
the feasibility of multimodal techniques that combine eye-tracking, a spatially
tracked pen, touch, and information displayed in a large 3D space.

1.1.2 Effects of Current VR Devices on
Knowledge Workers in Realistic Use-Cases

As described in the previous subsection, I have explored how knowledge work
can be supported through VR by developing prototypes using current VR
devices and additional technologies such as an Optitrack tracking system [81]
for robust tracking of hands and devices such as tablets or pens. However,
these prototypes are very expensive and are only feasible in a lab-based envi-
ronment due to the external tracking devices. Current off-the-shelf devices,
which often are portable and could therefore be used anywhere, might not
provide all of these functionalities at the necessary level of precision. For
example, Schneider et al. [95] found that finger-tracking accuracy greatly
varies between devices. Therefore, the question remains if working in VR
with currently available devices is feasible and how using such devices would
affect knowledge workers in more realistic scenarios. This is a very important
question, as it indicates the feasibility of current devices as a serious tool for
knowledge workers and it can uncover issues that should be considered when
designing the next generation of devices.
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How do knowledge workers respond to prolonged use of VR?
(a) What are the psychological and physiological effects of working in

VR for one week compared to a standard physical setup? (Chap-
ter 6 [16], Chapter 9.2.1)

(b) How does participants’ behavior differ between VR and a physical
environment during long-term use of VR for work? (Chapter 7
[13], Chapter 9.2.1)

(c) How do behavioral patterns evolve over time when working in VR
for extended periods of time? (Chapter 7 [13], Chapter 9.2.1)

What are the implications on users and bystanders when us-
ing XR for work in public?

• How do bystanders react when seeing an XR user in public com-
pared to a laptop user? (Chapter 8 [15], Chapter 9.2.2)

• How does using XR or a laptop affect users when working in
public? (Chapter 8 [15], Chapter 9.2.2)

Prior work in the area of VR for knowledge work has mostly examined only
relatively short usage times, such as was also done in Chapter 4 [18] and 5 [14].
In addition, current literature on the prolonged use of VR is very scarce as
also indicated in Chapter 3 [17]. So far, the longest systematic study by Guo
et al. [42, 43] lasted 8 hours and otherwise there have only been anecdotal
reports [20, 56] or a 24 hour self-experiment [104]. Therefore, this thesis
reports on the, so far, longest systematic study in VR, lasting five days, which
examined how knowledge workers respond to prolonged use of a VR device. In
a first step, Chapter 6 [16] looks at the psychological and physiological effects
of working in VR for one workweek compared to a standard physical setup,
by closely monitoring participants, mainly through repeated questionnaires.
Therefore, this article mainly reports on participants’ subjective feedback.
In a next step, Chapter 7 [13] reports on a video analysis to evaluate how
participants’ behavior differed between VR and the physical environment and
how behavioral patterns evolved over time when working in VR for extended
periods of time.

Even though studying the user behavior during a full week provides valuable
insights, they are still gained in a lab-based study. As mentioned before,
VR could be especially useful for mobile knowledge workers which often in-
cludes scenarios in public places. Therefore, it is important to explore the
effects of using VR in public. As AR devices offer similar benefits as VR
while providing the possibility to see the real surroundings and all people
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and objects in it, they might lead to significantly different experiences in a
public setting, which can also involve social interactions, than VR devices.
Therefore, the last study considered both AR and VR to identify what the
implications on users and bystanders are when using XR for work in public.
Several studies have explored bystanders’ reactions by showing participants
videos of XR users [87, 98], while others actually evaluated XR prototypes
in public such as on the street [62] or in a cafe [110]. However, this has not
yet been explored in the context of knowledge work and also there has not
been a comparison between different XR devices and an already commonly
used device, such as a laptop, in public places. This, however, is important
to evaluate if XR is a feasible choice as a mobile tool for knowledge work.
Therefore, Chapter 8 [15] investigates how bystanders react when seeing an
XR user in public compared to a laptop user and also, how XR or a laptop
affects the user when working in public.

1.2 Contributions
This thesis explores the field of VR for knowledge work in two directions that
are also reflected by the structure of the research questions. After providing
an overview of current literature in the area of VR for knowledge work and
exploring how VR and multimodal interaction techniques can benefit knowl-
edge work, this thesis investigates the effects on users when working with
current VR devices in realistic use-cases.

First, this thesis contributes towards a better understanding of how mobile
knowledge work can be facilitated through VR, by implementing several pro-
totypes (Chapter 4 [18], Chapter 5 [14]). Chapters 4 [18] and 5 [14] show that
the three-dimensional representation in VR, for example, when reordering
layered information, can be advantageous and outperforms current state-of-
the-art two-dimensional methods with regard to task completion time and
usability. In addition, Chapter 5 [14] shows that the large virtual display
space provided by VR can support search tasks by making them faster if the
target is visually distinct from other information. In addition, both Chap-
ters 4 [18] and 5 [14] show that users can benefit from multimodal interaction
techniques that combine standard input modalities, such as touch, with new
modalities provided by VR, such as eye-tracking or spatially tracked pens.
Specifically, Chapter 4 [18] of this thesis contributes six diverse applications,
such as a map navigation or window manager, and a novel input technique to
efficiently interact across multiple screens by combining touch and eye-gaze.
This technique proves to be faster, has a higher usability and leads to a lower
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task load and simulator sickness than a touch-only technique. In addition,
Chapter 5 [14] contributes four techniques in the context of presentation
authoring, including techniques for object manipulation and for creating an-
imations, that illustrate how such techniques could be employed in future
applications and show that participants find them useful and enjoyable.

Second, this thesis reports on the effects on users when working in VR, both
for extended usage times (Chapter 6 [16], Chapter 7 [13]) as well as in public
environments (Chapter 8 [15]). Most studies are only conducted for short
periods of time and, so far, reports on long-term effects have been scarce
in VR research. Therefore, the study described in Chapter 6 [16] provides
new unique insights into how VR affects the users and how users react and
cope with using the device for prolonged times. These findings show that for
subjective measures, such as usability, frustration, or wellbeing, VR performs
worse than a comparable physical setup. Observations from analyzing the
videos obtained in this long-term study show that the behavior of participants
changes over time such that they adjust the headset less at the end of the week
and also take fewer but longer breaks. In addition, the videos showed that
even though participants mostly kept the HWD on while interacting with the
physical world by performing actions such as drinking, talking, or using the
phone, they performed some of these actions less frequently than they did in
the physical setup. This indicates that wearing VR HWDs makes participants
deviate from their usual behavior. These combined findings can be used
as a baseline for subsequent research in this area and I hope that it also
encourages other researchers to conduct studies over longer periods of time.
These insights can also inform the design of more ergonomic and comfortable
HWDs and software that actively supports the users wellbeing. Additionally,
a majority of VR and XR studies is conducted in closed lab environments.
However, it is important to also assess systems in the environments in which
they are envisioned to support users, which in this case includes public spaces,
even though XR devices are still not very common in public. Therefore,
Chapter 8 [15] of this thesis contains the results of a study that was conducted
in a public cafeteria, which confirms that using XR devices in public spaces
still makes users stand out. In addition, the results indicate that participants
feel safer when working with an AR instead of a VR device because they are
more aware of their physical surroundings. These findings can motivate the
design of better systems that help users feel safe while using XR in public.

Overall, this thesis proposes concrete examples of how VR can be used to
support mobile knowledge work and presents several prototypes that show
how applications for knowledge work in VR can look like. In addition, this
thesis provides evaluations of currently available HWDs in realistic use-cases,
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which show that at this stage long-term use could be problematic and there
are still challenges when using XR in public. Viewed at together, these results
provide an overview of benefits and challenges of using VR for mobile knowl-
edge work which can contribute to the design of new systems and guidelines
on how to efficiently use VR as a tool for knowledge work.

1.3 Thesis Outline
The thesis is structured as follows. Chapter 2 describes the methodology
used for this research, which includes the design and implementation of the
prototypes as well as the evaluation procedures and data analysis.

Chapter 3 [17] contains an article describing a thorough literature review of
the area of VR, and also XR, for knowledge work.

The following Chapters 4 to 8 include the research articles that address dif-
ferent aspects of the previously mentioned research questions. Chapter 4 [18]
evaluates the benefits of multimodal interaction and 3D visualization of lay-
ered information. Similarly, Chapter 5 [14] also addresses these topics, but in
a more practical aspect, by presenting techniques for authoring presentations
in VR.

Then, Chapter 6 [16] describes a study in which participants were using VR
for work for a whole workweek (40 hours) and the effects of this extended
use compared to a physical work environment. Chapter 7 [13] builds onto
that by analyzing videos, recorded in the previous study, to gain a more
nuanced understanding of how users behave during such a prolonged use
of VR. Finally, Chapter 8 [15] reports on a study that was conducted in a
public space by comparing different XR devices and a standard laptop and
their effects on users and bystanders.

Then, the results of the previous chapters are discussed jointly in Chapter 9
and a final conclusion is presented in Chapter 10.
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Chapter 2

Methodology

This chapter gives an overview of the methodology used in this thesis and
the six articles included in Chapters 3 to 8. As the nature of these articles
varies, different methodology was used which is specified in the following.

2.1 Literature Review
I conducted thorough, yet not strictly formal and complete literature reviews
for all articles included in this thesis. Relevant literature was identified by
using different combinations of search terms in multiple digital libraries, such
as IEEE Explore, Google Scholar, and ACM Digital Library. This search
was not limited to certain conferences, journals, or years of publication. In
addition, I also included relevant papers that were referenced in other papers.
These were then summarized to present the current research status in a
certain area and to identify how my work can tie in with prior research.

A particularly extensive literature review was conducted for the article pre-
sented in Chapter 3 [17]. For this article papers were found to be relevant,
if they met the criteria of including some kind of XR technology and are
connected to the field of knowledge work. All identified papers were then
clustered with respect to their main topics to summarize the current state of
research and possible challenges.

2.2 Design and Prototyping
The prototypes that are described in the articles presented in Chapters 4
[18] and 5 [14] were designed to address some of the previously mentioned
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research questions. The design and implementation of these prototypes was
an iterative process with formative evaluations [50] that involved repeated
informal, internal testing and improvement to optimize certain parameters.
Such parameters were, for example, the control-to-display gain for switching
screens in Chapter 4 [18] or the amount of rotation for the occlusion handling
technique in Chapter 5 [14]. I generally developed and implemented novel
techniques. In addition, I usually also re-implemented existing or state-of-
the-art techniques, for example, the standard PowerPoint reordering tech-
nique in Chapter 5 [14]. In a next step, these techniques could then be
compared against each other.

The process for the articles of Chapters 6 [16] and 8 [15] differed from the
previously described approach, as I used off-the-shelf hardware and software,
and therefore, no implementation was needed. However, preparing the user
study still involved an iterative process of internal testing and adjusting dif-
ferent options in hard- and software to set up the experiment. This included,
for example, deciding on the type of HMD or selecting software that provides
all features necessary for the study.

2.3 Evaluation
Except for Chapter 3 [17], all articles report on a summative evaluation of
the proposed prototype or system. The general process for that is explained
in the following.

2.3.1 Study Design

All prototypes in Chapters 4 [18] and 5 [14] and the setups described in
Chapters 6 [16] and 8 [15] were evaluated in user studies. I always decided to
do a within-subjects design. This helped me to control and lower the risk of
individual differences between participants, which could lead to errors. In ad-
dition, it also enabled participants to compare or even rank their experiences
in the different conditions. To avoid order-effects, which can be a problem
in within-subjects designs, I counterbalanced the order of the conditions as
far as possible, commonly using Latin squares.

Most studies were conducted in a lab in Germany, but due to Covid re-
strictions, parts of the study in Chapter 4 [18] were conducted in a home
in the US. Due to difficulties in finding a large enough number of partici-
pants for the very long study presented in Chapter 6 [16], six participants
were recruited in other labs in the UK (2) and Slovenia (4). Only the last
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study, described in Chapter 8 [15], was conducted outside of the lab, namely
in a university cafeteria, as the objective was to study the implications of
using XR in public. For Chapter 7 [13], I analyzed video data previously
collected in the study of Chapter 6 [16], and therefore, no additional study
was conducted.

2.3.2 Procedure

All studies generally started with the participant filling out a consent form
and a demographic questionnaire, including questions about age and gender
as well as their experience with study-relevant devices such as VR-HWDs or
touchscreens. Participants were also reminded that they can quit the study
at any time or take breaks whenever they need to.

For the studies that include performance evaluations (puzzle task and content
transfer task of Chapter 4 [18] and search task and reordering task of Chapter
5 [14]), the following sequence was repeated for all conditions. First, the
technique was explained and participants had some time to test it and get
familiar before they started the actual test in which their performance was
recorded. Then, they answered some questionnaires before continuing with
the next condition. The study described in Chapter 8 [15] followed the same
principle, but due to the length of one condition, they were distributed to
three different days. The process was also slightly different for the study
described in Chapter 6 [16], as one condition lasted a whole week. Therefore,
questionnaires were answered in regular intervals throughout the week.

The articles of Chapters 4 [18] and 5 [14] additionally report on usability stud-
ies in which participants were walked through the functionalities of the proto-
types and could explore them without completing certain tasks or recording
any performance measures, similar to other prior work [23]. Afterwards, par-
ticipants were then answering some questionnaires about their experiences
with the prototype.

After finishing all conditions, participants were usually asked to rate the
conditions and a short semi-structured interview [1] was conducted to gain
more insights into how participants experienced the techniques. Participants
were usually compensated with a gift card or, if they were employees of the
university, could participate during paid worktime.

For the article presented in Chapter 7 [13], I did not run a user study but
analyzed the videos previously recorded in the study of Chapter 6 [16]. The
participant’s behavior in the videos was annotated through a process of open
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and axial coding [117]. Finally, this resulted in quantitative data that could
be analyzed as described in the following.

2.4 Data Analysis
Through the user studies, I generally collected both quantitative and quali-
tative data. The process of analyzing this data is described in the following.

2.4.1 Quantitative

If applicable, I collected different objective measures, such as task comple-
tion time, errors, accuracy, or heart rate. In addition, a range of subjective
measures was obtained through questionnaires. Commonly used question-
naires were the system usability questionnaire (SUS) [19], NASA Task Load
Index (NASA TLX) [44], and simulator sickness questionnaire (SSQ) [55].
Yet, also other questionnaires were used as needed in the specific study, such
as questionnaires to measure flow [93], presence [97], anxiety [122], visual fa-
tigue [46], and positive and negative affect [115]. To gain insights into certain
aspects that are not covered by any established questionnaires, I also added
individual questions myself, often inspired by related prior work.

As all studies involved either more than two conditions or multiple inde-
pendent variables, I generally used a repeated measures analysis of variance
(RM-ANOVA) to statistically analyze the data. Non-normal data was gen-
erally log-transformed before running RM-ANOVA and for multiple com-
parisons in post hoc tests, I used t-tests with Bonferroni adjustments. For
subjective data from questionnaires and for data that could not be normal-
ized through log-transformation, I used aligned-rank-transform (ART) [118]
before appying RM-ANOVA. For this kind of data, I then used the Wilcoxon
signed-rank test in post hoc comparisons, also with Bonferroni adjustments.
More detailed descriptions of the statistical methods that were used can be
found in the respective chapters.

2.4.2 Qualitative

At the end of each study, I typically conducted a short semi-structured inter-
view [1]. I asked participants some predefined questions, usually about their
preferences, what they liked or disliked, or if they had any suggestions on
how to improve the systems. However, I would also react to the participants’
answers to get more detailed statements or ask about certain observations
made during the study.
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Following an inductive approach [107], answers were then coded and clustered
into groups of similar statements to present an overview of the most common
responses for each question. Certain answers that were very representative
of a group of statements or that I found particularly interesting or surprising
were also directly cited in the papers. These answers were then generally
also used to explain the results of the quantitative measures.





21
Chapter 3. Extended Reality for Knowledge Work in Everyday

Environments

Chapter 3

Extended Reality for Knowledge
Work in Everyday Environments

Summary
This first article presents an overview of current research on the topic of
extended reality for knowledge work. It contains a literature review, including
papers that are related to the field of knowledge work and extended reality.
More specifically, these papers contain the keywords "virtual reality" and
"augmented reality" in combination with work-related keywords, such as
"knowledge work", "text entry", "collaboration", "office environment" and
"long-term use". After collecting relevant papers, they were grouped into
several categories representing important research areas in this field. This
included interaction techniques that allow users to interact with 2D content
in three-dimensional space, but also text-entry techniques, as text entry is an
important part of knowledge work. The article also describes how extended
reality can support collaboration between both collocated and remote workers
and also how virtual environments can help to manage stress and increase
productivity. In addition, current research on the long-term use of XR devices
is reviewed and also specific applications that can support knowledge work.
However, there are still many open questions in all these areas which need
to be addressed in future work. Some key aspects are examined closely in
the following chapters of this thesis, such as the feasibility of combining
traditional devices with virtual reality, how to support specific knowledge
worker tasks, using the authoring of presentations as an example, and finally,
quantifying the effects of using virtual reality for extended periods or in public
spaces.
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Contribution Statement
The approach for the literature review presented in this article was discussed
and agreed upon by all authors. The literature review, identifying relevant
papers in the specified area, was mainly conducted by Verena Biener with
some additions by all other authors. The classification of the papers and the
structure of the article was proposed by Verena Biener and discussed and
finalized by all authors. Figures were created by Verena Biener with Jens
Grubert and Per Ola Kristensson providing some image-material. Verena
Biener drafted the initial version of the article and rewriting was done by all
authors.

Article [17]
Verena Biener, Eyal Ofek, Michel Pahud, Per Ola Kristensson, Jens Grubert.
Extended Reality for Knowledge Work in Everyday Environments. In: Sime-
one, A., Weyers, B., Bialkova, S., Lindeman, R.W. (eds) Everyday Virtual
and Augmented Reality. Human–Computer Interaction Series. Springer,
Cham. 2023. https://doi.org/10.1007/978-3-031-05804-2\_2

Reproduced with permission from Springer Nature.
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Chapter 4

Breaking the Screen: Interaction
Across Touchscreen Boundaries in
Virtual Reality for Mobile
Knowledge Workers

Summary
As mentioned earlier, Virtual Reality can provide a large, three-dimensional
display space that knowledge workers could benefit from. This can be specif-
ically helpful in mobile contexts, where it is not possible for users to have
their ideal work-setup with them. Therefore, this article describes a system
in which the user can use a tablet, which is a standard portable device, and
use it to interact with information displayed through a VR HWD. Using
the small surface of the tablet to interact with the large display space in
VR opened up the question of how to efficiently map the input to the vir-
tual screen. Therefore, a multimodal technique combining eye-gaze-tracking
with touch input was compared to a touch-only technique in a user study.
The results showed that the multimodal technique outperforms the touch-
only technique. A second study also confirmed that users can benefit from
the three-dimensional display, as compared to a two-dimensional, when han-
dling information on multiple layers. Finally, the article also presents a set
of example applications that combine the touch-input with VR for specific
knowledge worker tasks such as a window manager, code version control or
a parallel coordinates plot. In another user study, they were presented to
participants who generally found them easy to use, useful, and enjoyable.
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Overall, this article showed that the combination of VR and a tablet is feasi-
ble and through the small form factor could be useful for mobile knowledge
workers, especially in constrained spaces such as public transportation.

Contribution Statement
Per Ola Kristensson, Eyal Ofek, Michel Pahud and Jens Grubert worked
out the design space. Verena Biener was mainly responsible for the design
and implementation of the content transfer task and Daniel Schneider for
the puzzle task respectively. Both tasks were repeatedly discussed with each
other and Per Ola Kristensson, Eyal Ofek, Michel Pahud and Jens Grubert.
The user studies for both tasks were conducted by Verena Biener, Daniel
Schneider and Eyal Ofek. The statistical analysis for both tasks as well as
the corresponding figures was mainly contributed by Verena Biener. The six
applications described in the article were designed by Per Ola Kristensson,
Eyal Ofek, Michel Pahud and Jens Grubert and implemented and evaluated
in a user study by by Daniel Schneider, Travis Gesslein, Alexander Otte and
Bastian Kuth. The first draft of the article was written by Verena Biener.
and Jens Grubert and it was then rewritten by all authors.

Article [18]
© 2020 IEEE. Reprinted, with permission, from Verena Biener, Daniel
Schneider, Travis Gesslein, Alexander Otte, Bastian Kuth, Per Ola Kris-
tensson, Eyal Ofek, Michel Pahud & Jens Grubert. Breaking the Screen:
Interaction Across Touchscreen Boundaries in Virtual Reality for Mobile
Knowledge Workers. In IEEE Transactions of Visualization and Computer
Graphics (TVCG), vol. 26, no. 12, Dec. 2020, pp. 3490-3502. https:
//doi.org/10.1109/TVCG.2020.3023567.

In reference to IEEE copyrighted material which is used with permission in
this thesis, the IEEE does not endorse any of Coburg University’s and Uni-
versity of Bayreuth’s products or services. Internal or personal use of this ma-
terial is permitted. If interested in reprinting/republishing IEEE copyrighted
material for advertising or promotional purposes or for creating new collec-
tive works for resale or redistribution, please go to http://www.ieee.org/
publications_standards/publications/rights/rights_link.html to
learn how to obtain a License from RightsLink. If applicable, University
Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
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Fig. 1. Mobile knowledge worker applications using a touchscreen in VR implemented in this paper. a: map navigation, b: window
manager, c: code version control, d: presentation editor, e-f: medical imaging, g-h: information visualization.

Abstract— Virtual Reality (VR) has the potential to transform knowledge work. One advantage of VR knowledge work is that it allows
extending 2D displays into the third dimension, enabling new operations, such as selecting overlapping objects or displaying additional
layers of information. On the other hand, mobile knowledge workers often work on established mobile devices, such as tablets, limiting
interaction with those devices to a small input space. This challenge of a constrained input space is intensified in situations when VR
knowledge work is situated in cramped environments, such as airplanes and touchdown spaces.
In this paper, we investigate the feasibility of interacting jointly between an immersive VR head-mounted display and a tablet within the
context of knowledge work. Specifically, we 1) design, implement and study how to interact with information that reaches beyond a
single physical touchscreen in VR; 2) design and evaluate a set of interaction concepts; and 3) build example applications and gather
user feedback on those applications.

Index Terms—virtual reality, knowledge work, mobile office, window management, eye tracking, multimodal interaction

1 INTRODUCTION

Recent progress in virtual reality (VR) technology makes it possible to
provide knowledge workers with a portable virtual office. This office
can provide many potential advantages for mobile work, such as 1)
providing a well-illuminated, private environment with wide display
areas regardless of the physical surroundings; 2) enabling a virtual
recreation of a consistent spatial workspace; and 3) relieving the user
of physical limitations, using large and even distant displays while the
user is remaining seated and the hands are resting on a table [39, 81].

The vision of a spatial user interface supporting knowledge work has
been investigated for many years (e.g. [92, 94]). However, the recent
emergence of consumer VR headsets now make it feasible to explore
the design of deployable user interface solutions.

*contact author: jens.grubert@hs-coburg.de

Manuscript received xx xxx. 201x; accepted xx xxx. 201x. Date of Publication
xx xxx. 201x; date of current version xx xxx. 201x. For information on
obtaining reprints of this article, please send e-mail to: reprints@ieee.org.
Digital Object Identifier: xx.xxxx/TVCG.201x.xxxxxxx

However, while VR is promising for mobile office work it also
brings its own additional challenges. For example, mobile workers
often work in front of touchscreens, such as tablets or laptops. Within
this work, we propose to extend the limited output and input space of
such configurations by utilizing VR head-mounted displays (HMDs).
Specifically, recent HMDs with inside out camera-based sensing allow
for pose tracking of the user’s head and hands. Through access to
HMDs cameras, spatial tracking of further objects, such as screens or
keyboards become feasible.

Given these opportunities, this paper explores how to leverage the
large display area and additional three-dimensional display volume
around the user afforded by an HMD while using established capacitive
touch interfaces provided with tablets and some laptops.

This paper addresses this scenario with the following contributions.
First, we explore and evaluate how to spatially arrange and manipulate
information within the joint interaction space of HMD-tablet interaction.
Second, we design, implement and evaluate six applications (window
manager, code version control, parallel coordinates exploration, map
navigation, volumetric image viewer, and a virtual PowerPoint), see
Figure 1.
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2 RELATED WORK

The work in this paper is underpinned by the following research areas:
1) mixed reality (MR) for knowledge work; 2) information windows in
spatial environments; and 3) spatial interaction.

2.1 Mixed Reality for Knowledge Work
Recent prior work has begun exploring how to support knowledge
work using MR [39, 44, 81, 96]. Early work investigated the use of
projection systems to extend physical office environments for inter-
action with physical documents (e.g., [54, 88, 94, 122]). VR and AR
HMDs have also been explored for interacting with physical documents
(e.g., [36, 62]). Most prior work has focused on annotating documents
displayed on a 2D surface while this work investigates the use of space
surrounding a planar piece of information.

In addition to enhanced document interaction, prior work has also ex-
plored remote presence applications (e.g., [83, 92]). There is a number
of publications investigating the use of VR in desktop-based envi-
ronments for tasks such as text entry (e.g., [41, 53, 70]), system con-
trol [132, 133] and visual analytics [120]. Büschel et al. [15] surveyed
a wide range of immersive interaction techniques for visual analytics.
Previous research on productivity desktop-based VR has concentrated
on the use of physical keyboards [99], controllers and hands [55, 133],
and, recently, tablets [111]. The closest work to this paper is by Surale
et al. [111], which focuses on spatial manipulation and creation of 3D
objects. In contrast, we use the tablet for information management on
virtual displays.

Complementary to this prior research, this paper aims to support
mobile knowledge workers by extending commonly used tools such as
tablets and notebooks through HMDs.

2.2 Information Windows in Spatial Environments
In 1993, Feiner et al. [31] introduced head-surrounding and world ref-
erence frames for positioning 3D windows in VR. In 1999, Mark
Billinghurst and Thad Starner [8] introduced the spatial display
metaphor, in which information windows are arranged on a virtual
cylinder around the user.

Since then, virtual information displays have been explored in
various reference systems, such as world-, object-, head-, body- or
device-referenced [57]. Specifically, interacting with windows in body-
centered reference systems [119] has attracted attention, for instance to
allow fast access to virtual items [19, 61], mobile multi-tasking [27, 29]
and visual analytics [28]. Gugenheimer et al. [43] introduced face touch,
which allows interacting with display-fixed user interfaces (using di-
rect touch) and world-fixed content (using raycasting). Yu et al. [129]
investigated the use of body motions for switching interfaces in VR.
Lee et al. [58] investigated positioning a window in 3D space using
a continuous hand gesture. Petford et al. [84] compared the selection
performance of mouse and raycast pointing in full coverage displays
(not in VR). Recently, Jetter et al. [50] proposed to interactively design
a space with various display form factors in VR. Wagner et al. proposed
a desk metaphor for controlling visual analytics that reappropriates a
physical desk in VR [120].

Prior work has also explored how to support user interaction across
HMDs and mobile and wearable touch displays. Grubert et al. [37]
presented body-aligned, device-aligned, and side-by-side modes for
interacting between a touch display (smartphone or smartwatch) and
an optical see-through HMD. Similar explorations have followed suit
using video-see-through HMDs [80], an extended set of interaction
techniques [131], using smartwatches [66, 123, 126], or with a focus on
understanding smartphone-driven window management techniques for
HMDs [95]. In a similar vein, prior work has studied the interaction
across HMDs and stationary displays, such as tabletops [16, 93, 102].

Most prior work relate to the issue of field of view, that is, how to
display and access more information by spreading it around the user in
multiple windows. In this research, we are additionally interested in
extending the information display in the depth direction. Such a display
is suited for displaying different views of information (or layers) that
are semantically connected by their 2D location. On the other hand, we
use a very limited input space: While most referred prior work span

all the angular range of the display as an input space, we only use the
interaction space on or near the tablet in order to support interaction in
constrained physical spaces [39, 71].

2.3 Spatial Interaction

A large number of techniques for selection, spatial manipulation, navi-
gation, and system control have been proposed to support spatial user
interfaces [57]. Regarding object selection, Argelaguet et al. [2] pre-
sented a survey on 3D selection techniques. For a recent survey on
3D virtual object manipulation, we refer to Mendes et al. [72]. Finally,
recent surveys [14, 38] have extensively reviewed spatial interaction
across mobile devices, mostly in non-VR settings.

In addition to unimodal techniques the combination of touch with
mid-air has attracted attention from researchers. For example, outside
of VR, Müller et al. [75] investigated the use of touch and mid-air
interaction on public displays, Hilliges et al. [46] studied tabletop
settings. Several researchers have proposed to use handheld touch-
screens in spatial user interfaces for tasks such as sketching, ideation
and modeling (e.g., [3, 23, 25, 33, 48, 91]), navigation of volumet-
ric data [106], 3D data exploration [65] and system control [10].
Spatial manipulation has mostly been studied in single-user settings
(e.g., [5, 51, 63, 68, 74, 111, 112]) but also in collaborative settings [35].

Evolving from the magic lens [7] and tangible interaction concepts
[117], tangible magic lenses allow users to access and manipulate
otherwise hidden data in interactive spatial environments. A wide
variety of interaction concepts have been proposed within the scope
of information visualization (e.g., recent surveys [114, 115]). Both
rigid shapes (e.g., rectangular [107]) or circular [108] and flexible
shapes (e.g., [109]) have been used, as well as various display media
(e.g., projection on cardboard [17, 107]), transparent props [12, 98],
handheld touchscreens [40, 59], or virtual lenses [64, 82]. In addition,
the combination of eye-gaze with other modalities such as touch [85,86],
mid-air gestures [87, 97, 101] and head-movements [56, 103, 104] has
been recently investigated for interaction in spatial user interfaces. For
a recent survey on gaze-based interaction in AR and VR, see Hirzle et
al. [47].

We draw on these rich sources of interaction ideas and adopt tech-
niques in the context of VR interaction with touchscreens for mobile
knowledge workers. Our work complements multimodal techniques
combining touch and mid-air [46, 75], gaze-based techniques [85] and
ideas for combining HMDs with touchscreens [37, 80, 131] through
novel techniques for accessing virtual windows around or behind a
physical touchscreen.

3 DESIGN SPACE

Currently most knowledge workers’ applications are designed for 2D
displays, which are the vast majority of displays in the world. VR
and AR displays enable mobile workers to take their displays with
them on the go. In addition, since HMDs are stereoscopic, they enable
information presentation beyond the 2D display and the ability to ma-
nipulate this information by spatial manipulation. Researchers have
already proposed various schemes for arranging (planar) information
in a spatial context relative to the user. Specifically, prior work has
proposed various reference systems, such as world-, object-, head-,
body- or device-referenced [9], spatial window layouts in these ref-
erence frames, for example, scaffolding geometry such as spheres or
cylinders [27, 28], and input modalities to access and manipulate in-
formation in these spaces (such as touch, gaze, mid-air interaction or
multimodal interaction, c.f. [15, 47, 119]).

The guiding principle in this paper is that an information touchscreen
display can break out of the screen in VR and transition from 2D to 3D—
yet still be controlled by manipulating the original touchscreen. This is
in part motivated by prior work reviewed in the previous section and in
part motivated by the fact that a touchscreen allows the user to provide
precise 2D input while displaying information in an HMD provides the
ability to display information in 3D. This screen-centric manipulation
using touch can be complemented with additional modalities, such as
gaze tracking.
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Two important aspects arising in this context are how to spatially
arrange information relative to the touchscreen and how to map the
input from the physical touchscreen to the information in the virtual
world, given the joint input capabilities of 2D touch sensing (on the
screen) and 3D spatial manipulation (around the screen).

3.1 Spatial Arrangement

Prior work has investigated options on how to align multiple 2D infor-
mation windows around the user (e.g., [27,29]). One common approach
is to arrange windows on a scaffolding geometry, such as spheres or
cylinders [8](see Figure 2, b-d). In a spatially unconstrained environ-
ment, accessing this information is often realized using virtual hand
or raycasting techniques. While using such extended display areas
is possible, we should be aware that in constrained spaces, such as
on an airplane or in touchdown spaces, it may not be usable for in-
teraction as ample spatial movements can be unsuitable either due to
social acceptability [1, 124] or simply due to lack of physical space to
operate [39, 71].

An alternative display option is extending information along with
the depth of the screen, extruding it into 3D (see Figure 2, a). This
extrusion might be specifically suitable for additional information that
is directly related to the document displayed on the physical screen.
This information is often semantically different and should ideally be
displayed separately from the main screen but with a spatial relation
(specifically with corresponding x- and y-coordinates) to the document.
For example, when reviewing a document, a common task consists
of inserting comments. However, there is no natural space for the
added comments within the document, and adding them in place can
disrupt the layout of the document. Adding the comments in a separate
layer, hovering in front of the main document, maintains the contextual
relevance while enabling the user to focus on the layer of interest.

3.2 Input-Output Mapping

The touchscreen allows one layer of information at a time to align
with the surface of the screen. This layer enjoys the easiest and most
accurate input, as the screen supports the user’s hand and enables the
highest positional sensing, and, sometimes, pressure sensing. Next,
we discuss, how to access layers of information that break out of the
bounds of the physical screen.

3.2.1 Around the Screen Interaction

One challenge when interacting across screens is how to support both
fine-grained selection on an active screen as well as efficient switching
between screens. Naive implementations that use a fixed control-to-
display gain (CD gain), such as stitching or pointer warping for bridging
the space between displays [77, 121, 127], do not scale well to large
displays due to the required trade-off between high precision pointing
in a given region of interest on a display and fast switching between
multiple regions of interest [78]. Hence, besides raycasting, prior work
has proposed multiple strategies for controlling a large output space
using a small input space on a touchscreen (e.g., [32, 69, 78, 79]).

Inspired by those techniques, we propose using a bimanual selection
technique for allowing both precise input and efficient switching of
the active window. This way, the user can move a cursor and select or
deselect items inside the active window by simply using the tablet as
a touchpad with a suitable CD gain for single screen interaction, see
Figure 2, b. If the user touches the bezel of the touchscreen, which
has a width of 2 cm, with their non-dominant hand, a coarse CD gain
is activated to enable fluid switching between multiple windows, see
Figure 2, c.

The CD gain for single screen interaction is a one-to-one mapping of
the movement on the touchscreen. The CD gain for switching between
multiple windows is set in such a way that the user has to move their
finger 2 cm to switch to the next screen. We evaluated this CD gain
along with values of 1 cm and 3 cm in an informal user study with five
participants and found that 2 cm was the fastest and preferred by three
participants while the other two CD gains were only preferred by one
participant each.

As VR headsets also support head-pointing and partially eye-gaze
tracking we implemented a second technique: combined gaze and touch
interaction. Inspired by previous work on combining gaze and manual
pointing [85, 130], we devised a technique in which the combined head
and eye gaze provides the context for touch interaction, see Figure 2,
d. With this technique regions of interest are discrete (the individual
virtual screens). Hence, when a user gazes at a specific window, the
cursor is transferred to that new screen, maintaining the same absolute
position in the new screen as in the old screen (i.e., the same (x,y)
coordinate).

In order to avoid unwanted cursor movements it is possible to use
temporal thresholding (e.g., 200-300 ms [85,130]), although we did not
use this in our evaluation in order to allow for faster task completion
times. To allow selection of items at the screen boundary, we use spatial
thresholding with an empirically determined threshold of 5% of the
window size in all directions. Specifically, to switch from one screen to
another, the user first has to move their eyes beyond the second display
boundary by that threshold. While we did not evaluate this threshold
parameter in a formal user study, internal testing revealed that this
threshold circumvents unwanted display switches and still allows for
comfortable switching between display boundaries.

For both techniques, interacting with the now active virtual display
can either 1) happen at the original location of the display, essentially
turning the touchscreen into an indirect input device; or 2) occur by
aligning the virtual display with the physical touchscreen. For example,
dragging the finger on the bottom bezel of the touchscreen (or using
a two-finger swipe) can rotate virtual windows around the x-axis of
a scaffolding geometry (either display-by-display in discrete steps or
continuously).

3.2.2 Depth Interaction

Accessing virtual displays along the depth dimension of the touchscreen
can happen either in front, on, or behind the physical screen (see Figure
2, a). For virtual displays in front of the screen, direct mid-air selection
might be used, but this may cause occlusion of content at layers further
away and hinder interaction on the physical screen [13]. Accessing
content behind the screen has to take into account the physical pres-
ence of the touchscreen, preventing direct access using virtual hand
techniques. Users would either need to grab behind the screen using a
virtual hand or use raycasting techniques that can handle object occlu-
sion (e.g., [30]). Instead, we propose to use the touchscreen to select a
desired virtual display. Depending on the number of virtual displays
spread behind or in front of the physical screen, different mappings
can be appropriate. We experimented with swiping along the bezel
of the screen and two-finger swipe gestures, commonly available on
multi-touch trackpads. Depending on the number of layers an absolute
mapping for quick random access to layers or a relative mapping for
navigating between adjacent layers might be appropriate. In an infor-
mal user study with three users, we found that swiping with two fingers
outperformed bezel swipes and a relative mapping outperformed an
absolute mapping for four and ten layers. Hence, we used this input
mapping for the further development of the applications. We used
the same CD gain as for switching between individual screens spread
around the active screen, as described above.

While the input technique allows to quickly switch between layers
it does not completely resolve potential occlusion issues. Occlusion
can be mitigated (but not completely resolved) utilizing parallax if
the user moves the head. We experimented with two visualization
techniques to further mitigate potential occlusion. One option is to
amplify the parallax effect when moving the head to the side of the
screen, see Figure 7, f. Another option, inspired by explosion diagrams,
is to temporarily scatter virtual screens around the physical screen,
see Figure 7, e. While the explosion diagram technique allows the
user to view all layers simultaneously and unoccluded, the number of
concurrently visible layers is constrained by the available screen space.
Also for both techniques, potential dependencies between layers are
impacted (e.g., when there is a need for carefully arranging multiple
graphical elements into a composite image). Another limitation of the
explosion diagram technique is the reduction of the ability to associate
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Fig. 2. a: Virtual displays (grey) arranged relative to the physical screen (green): behind (1), with (2), in front of (3). b and c: Changing between
pointing on a single screen and switching between screens using a bimanual technique. b: If only a single finger is used on the touchscreen (filled
green rectangle), it controls the cursor on the active screen (green boundary) with a suitable control-display gain. c: The screens are switched by
pressing with a finger of the non-dominant hand on the bezel of the touchscreen and moving the finger of the dominant screen towards the second
screen (in this case the right screen) using a second CD-ratio. d: Changing between pointing on a single screen and switching between screens
using a combination of touch and gaze. The finger on the touch screen (filled green rectangle) controls the cursor on the active screen (green
boundary). Gaze provides the region of interest. If the user gazes to the side, up or down, the corresponding screen gets activated (with appropriate
temporal and spatial thresholds).

different objects between different layers based on their common 2D
locations.

3.2.3 Single Screen Interaction

Even an individual layer that is aligned with the physical screen does
not need to retain its physical bounds. The ability to display the view
frustum according to the rotation of the user’s head enables a virtual
display that potentially spreads over a very large angular part of the
user’s field of view. It enables the simulation of screens that may be
bigger than physical screens available to the user (see Figure 7, d). In
this case, the mapping of the input space of the physical touchscreen
can become indirect. For example, it is possible to use a different CD
gain for absolute mapping of the physical finger position to the virtual
finger position (following ideas from haptic retargeting [4, 20]), see
Figure 7, or the touchscreen can be operated using a relative mapping.
In some cases, it might be desirable to retain a direct mapping between
the input and the output space. In this case, only the portion co-located
with the physical touchscreen allows interactivity. Changing this active
input area can either be realized by two-finger swipes or input on the
bezels of the screen (analogous to implementations in desktop sharing
applications, such as TeamViewer) or by redefining the active area by
gaze (again requiring an appropriate clutch mechanism).

4 EVALUATION OF DESIGN PARAMETERS

While we designed the techniques following an iterative approach with
multiple design iterations consisting of conceptualization, implemen-
tation, and initial user tests (eating your own dog food) [24, 118], we
aimed to understand properties of the proposed interaction space in
this paper in more detail. Within the proposed interactive space, users
can both extend the display area around the current display on a two-
dimensional proxy geometry as well as in-depth in front or behind the
physical touch screen. For the evaluation, we investigated these two
properties (around and in-depth) separately.

To this end, we first aimed at exploring, if using combined touch
and gaze interaction has benefits over touch-only interaction when in-
teracting across multiple virtual screens arranged on a proxy geometry
around the touchscreen. Second, we wanted to quantify the benefits of
viewing multiple stacked information layers in-depth behind a touch-
screen compared to only showing a single layer at a time as is common
in many applications today. While adding depth cues has been indicated
to improve task performance in various settings [6, 89, 90, 105], we
aimed at quantifying any performance improvement within the scope
of the joint tablet-HMD interaction.

Hence, we investigated those two aspects in a user study. In the
first part (subsequently called the CONTENT TRANSFER TASK), we
compared the performance of the bimanual selection technique with the
COMBINED GAZE AND TOUCH INTERACTION technique in a content
transfer task for a small and large number of screens.

Fig. 3. Arrangements of the virtual screens for the CONTENT TRANSFER
TASK. a: FOUR SCREENS: the blue dot can be acquired by the red cursor
in the upper left screen and is to be placed on the goal in the lower right
screen. b: FIFTEEN SCREENS: the green border indicates the field of
view of the user.

In the second part (subsequently called the PUZZLE TASK), partici-
pants were asked to solve a puzzle task where each puzzle piece was
displayed in an individual layer, mimicking tasks when composing
presentations using multiple shapes or images using multiple layers in
an image editing application. Note that we used the baseline technique
described in Section Depth Interaction without amplified parallax or ex-
plosion diagram visualization due to the nature of the task having strong
spatial dependencies between the x- and y position of the individual
puzzle pieces.

For the CONTENT TRANSFER TASK, we followed a 2× 2 within-
subjects design. The first independent variable was INTERACTION
TECHNIQUE for selecting the screens, which was done either GAZE-
BASED or BIMANUAL as described above. The second independent
variable was NUMBER OF SCREENS presented to the participant which
was either FOUR SCREENS (Figure 3, a) or FIFTEEN SCREENS (Figure
3, b). We chose these configurations to better understand the perfor-
mance of the techniques in presence of a few or many screens while
still considering the field of view that can be comfortably covered when
the user turns their head. This experimental design results in four dif-
ferent conditions, which are depicted in Figure 3. Dependent variables
included tasks completion time (the duration from acquiring the content
in one screen to placing it at the marked spot in another screen), accu-
racy (measured as Euclidean distance between the released item and the
actual target location), usability as measured by the System Usability
Scale (SUS) [11], workload as measured by NASA TLX (unweighted
version) [45], simulator sickness (SSQ) [52] as well as user preferences.
We hypothesized that the GAZE-BASED would outperform BIMANUAL
in terms of task completion time, usability and workload, but not in
terms of simulator sickness or accuracy (as the final movements were
conducted with the finger of the dominant hand in both techniques).

For the PUZZLE TASK, we also followed a 2× 2 within subjects
design. The independent variables were VISUALIZATION with two
levels: FLAT, a baseline condition in which all layers were displayed
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Fig. 4. Conditions for the PUZZLE TASK. a: DEPTH with FOUR LAYERS,
b: FLAT with FOUR LAYERS, c: DEPTH with TEN LAYERS, d: FLAT with
TEN LAYERS.

at the same depth, see Figure 4, b and d, and DEPTH, where each
layer was displayed with increasing z-distance, see Figure 4, a and c.
The second independent variable was NUMBER OF LAYERS with two
levels: FOUR LAYERS with four layers displayed (Figure 4, a) and TEN
LAYERS in which ten layers were displayed (Figure 4, c). This was
done to investigate if an increasing number of layers has an effect on
the performance of the visualization techniques.

As can be seen in Figure 4, the active layer is highlighted with a
green frame, the user’s fingertip is visualized with a turquoise sphere.
The target arrangement is shown above the puzzle’s layered display
as a flat image. To the left of the layered display there is an overview
widget, inspired by similar views in image editing applications. The
eye symbol toggles the visibility of the respective layer (green: visible)
and the rectangles to the right of the eye symbol allow direct selection
of a layer (green: active layer, white: inactive layer). By selecting
a layer (pressing on the green square associated with it), the system
moved this layer to align with the screen depth and made all layers in
front of it transparent, thereby maximizing the current layer visibility.
Switching between two adjacent layers can also be achieved by swiping
vertically with two fingers on the touchpad. The button “Show All”
collapses all layers into a single layer and activates the visibility of all
layers. The button “Next” switches to the next task. The button “Close”
was only visible during training and allowed participants to end the
training session when they felt comfortable with conducting the task.

The dependent variables were, as in the CONTENT TRANSFER TASK,
task completion time, usability (SUS), workload (TLX) as well as sim-
ulator sickness (SSQ). In addition, the system logged the number of
incorrectly placed puzzle items. While we hypothesized that DEPTH
would outperform FLAT in terms of task completion time due to the
added depth cues, we were specifically interested in quantifying this
difference. We also hypothesized that DEPTH would lead to signifi-
cantly higher usability rating and lower workload compared to FLAT
with no difference in simulator sickness. We still included SSQ to
check if severe symptoms would occur.

4.1 Participants
We recruited 14 participants (5 female, 9 male, mean age 30.07 years,
sd = 10.59, mean height 176.57 cm, sd = 8.54). All of them indicated
prior VR experience. Four participants used head mounted VR devices
very frequently, two often, four sometimes, three rarely and one only

Fig. 5. The study setup. a: setup with motion tracked tablet, fiducials for
the fingers and HTC Vive Pro Eye to the right. The lighthouse systems
were placed on the ceiling around the table and the Optitrack system on
a bar above the table. The monitor, keyboard and mouse to the left were
operated by the experimenter to start individual conditions. b: Participant
during the study.

once. One participant indicated she does not play video games, two
rarely, four participants sometimes, three participants often and four
participants very frequently. Seven participants wore contact lenses or
glasses with corrected to normal vision. Eleven participants were right
handed while three were left handed. All but one used their dominant
hand to control the cursor and their non-dominant hand on the bezel.
Thirteen participants used their index finger on the touchscreen and one
used her middle finger.

4.2 Apparatus

The experiment took place in two locations: a laboratory environment
in Europe and a home in the US. The study setup (except the PC) was
replicated in both environments. A HTC Vive Pro Eye was used as
VR HMD with built-in eyetracking. For touch input a Huawei Media
Pad T5 was used (screen diagonal 10.1 inches, 16:10 aspect ratio).
Velcro was attached to the left, right and bottom bezel of the tablet to
support participants in identifying the touchscreen boundaries. The
tablet was placed on a table in front of the participant in such a way
that participants sitting in front of it on a chair could comfortably use
it. The system was implemented in Unity 2019.3 and deployed on a
PC with windows 10, an AMD Ryzen Threadripper 1950X 16-core
processor with 3.4 Ghz, two Nvidia GeForce RTX 2080 graphics cards
and 64 GB RAM in Europe and on a PC with Intel Core i9-9980HK
8-core processor, Nvidia GeForce RTX 2080 graphics card, 16 GB
RAM in the US.

An OptiTrack V120 Trio tracking system was used for spatial track-
ing of index finger tips by using two rigid bodies with retro-reflective
markers attached to them. Note that motion trajectories of the fingers
were logged for comparative analysis in future experiments only, they
were not analyzed within the scope of this paper. The Vive Lighthouse
tracking system was used to track the VR HMD and the tablet. How-
ever, while the position of the tablet could have been changed by the
participants during the experiment, no participant chose to do so. The
study setup is shown in Figure 5.

For the CONTENT TRANSFER TASK, multiple screens were placed
around the participant’s head as shown in Figure 3, a and b. The virtual
screen size was 24 inches and virtual screens were initially placed at
a distance of 90 cm around the participant’s head (if the participant
moved their head forwards or backwards this distance changed). The
horizontal angle spanned by the screens was at most 190 degrees and
the vertical angle less than 30 degrees upwards and less than 35 degrees
downwards. This allowed the participant to comfortably look at all
screens. The cursor position was indicated as a disc with a diameter of
2.5 cm. For the present study, we chose to use no temporal threshold in
order to obtain a comparable switching effect between both techniques.

The PUZZLE TASK used the same screen size and the same distance
to the participant. The individual layers were placed 2.5 cm apart (this
parameter was determined empirically).
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4.3 Tasks
For the CONTENT TRANSFER TASK several windows were placed in a
circle around the participant’s head. Then they had to select a disk with
a diameter of about 4 cm on one screen to a target area with the same
diameter on another screen as shown in Figure 3 a. The window with
the next target area was randomly selected while making sure that both
small and longer distances were included during the condition. The disk
and the target area appeared at one of eight randomly selected places
around the center of a window. Both INTERACTION TECHNIQUEs
used the tablet as a touch pad to control the cursor within the active
screen and to grab and release the dot via long-press. After successful
placement of the disk onto the target area (with at least a partial overlap
of the two), the task was repeated with a different arrangement of start
and target areas.

For the PUZZLE TASK, participants were asked to arrange puzzle
pieces (5×5 cm) as indicated by a template image, see Figure 4. Each
puzzle piece was placed on a separate layer. The puzzle pieces snapped
into a predefined 5×3 grid to facilitate accurate placement.

Participants were asked to advance to the next puzzle if they felt they
had completed the task. The task was then repeated with a different
template.

4.4 Procedure
After an introduction, participants were first asked to fill out a demo-
graphic questionnaire. Then the HTC Vive Pro Eye eye-calibration
procedure was performed to ensure a working eye-tracking calibration
for each participant. Thereafter the participants either started with the
CONTENT TRANSFER TASK or the PUZZLE TASK (counterbalanced).
For both tasks, the conditions were ordered using a balanced Latin
square. This resulted in four permutations which could not be equally
distributed among 14 participants. However, no significant order ef-
fects were detected. For each condition in the CONTENT TRANSFER
TASK, participants performed a training phase where they completed
ten content transfers. After that, they performed the actual task 32
times. The number of repetitions was chosen so that each distance and
orientation in the FIFTEEN SCREENS condition appeared once (1–4
screens horizontally × 1–2 screens vertically × two directions each =
8 × 2 × 2 = 32). For each condition in the PUZZLE TASK, participants
also performed a training phase where they completed puzzle tasks
until they felt comfortable (most users only conducted one practice
task). Thereafter, they performed the actual puzzle task ten times per
condition. In both tasks, after each condition, participants completed
the SSQ, SUS and NASA TLX questionnaires. At the end of each
block they also answered a questionnaire about their preferences and
participated in a semi-structured interview. Finally, the participants
were thanked and compensated with voucher worth 10 Euro.

For the CONTENT TRANSFER TASK, we collected 32 repetitions ×
4 conditions × 14 users = 1792 data points for the performance data and
4 conditions × 14 users = 56 data points for the subjective feedback.
For the PUZZLE TASK, we collected 10 repetitions × 4 conditions ×
14 users = 560 data points for the performance data and 4 conditions ×
14 users = 56 data points for the subjective feedback.

4.5 Results
Statistical significance tests for log-transformed target acquisition time
was carried out using general linear model repeated measures analysis
of variance (RM-ANOVA) with Holm-Bonferroni adjustments for mul-
tiple comparisons at an initial significance level α = 0.05. We indicate
effect sizes whenever feasible (η2

p).
For subjective feedback, or data that did not follow a normal dis-

tribution or could not be transformed to a normal distribution using
the log-transform (such as errors), we employed the Aligned Rank
Transform [125] before applying RM-ANOVAs.

The analysis of results did not reveal significant differences between
the participant pool in the US and the one in Europe. Hence, we will
solely report the joint results.

Due to logging errors in the CONTENT TRANSFER TASK, we only
obtained data from 31 instead of 32 tasks. For one participant we only
received about half of the data in one GAZE-BASED condition due to

technical problems. Four values for the distance between goal and disc
were excluded, because they were much higher than should be possible
when successfully placing the disc. Note that slightly fewer values for
some participants should not affect the overall results as we always
used the mean performance for each participant in each condition.

The results in the following sections can be summarized as follows:
For the CONTENT TRANSFER TASK, participants acquired targets sig-
nificantly faster with the GAZE-BASED method compared to BIMAN-
UAL (ca. 30%) and the GAZE-BASED resulted in significantly higher
SUS ratings. No significant differences regarding accuracy, number of
errors or simulator sickness ratings were detected between conditions.
All but one participant preferred the GAZE-BASED technique.

For the PUZZLE TASK, participants performed the task significantly
faster with DEPTH visualization compared to FLAT (approximately
15 %) but also made significantly more errors. The DEPTH visualiza-
tion resulted in significantly lower mental demand and resulted in a
significantly higher usability rating compared to FLAT.

4.5.1 Performance
For the CONTENT TRANSFER TASK there was a significant main effect
of INTERACTION TECHNIQUE for task completion time, such that the
GAZE-BASED method (M = 3.70 s,SD = 0.98) resulted in a shorter
task completion time than the BIMANUAL method (M = 5.49 s,SD =
2.33). As expected, the main effect of the NUMBER OF SCREENS on
the task completion time was also significant such that FOUR SCREENS
(M = 3.66 s,SD = 1.20) resulted in a shorter task completion time than
FIFTEEN SCREENS (M = 5.52 s,SD = 2.20). This was predictable
because moving the target across multiple columns and rows takes
longer than moving it only across two columns and rows. There was no
significant interaction effect between INTERACTION TECHNIQUE and
NUMBER OF SCREENS with respect to task completion time. There
was no significant differences between the conditions for accuracy
in placing the target on the goal. The performance results for the
CONTENT TRANSFER TASK can be seen in Figure 6 and the results of
the RM-ANOVA in Table 1.

For the PUZZLE TASK there was a significant main effect of VISU-
ALIZATION for task completion time such that the DEPTH method (M =
37.17 s,SD = 22.79) resulted in a shorter task completion time than the
FLAT method (M = 43.31 s,SD = 29.52). As expected, the main effect
of NUMBER OF LAYERS for task completion time was significant such
that the FOUR LAYERS (M = 21.28 s,SD = 8.87) resulted in a shorter
task completion time than TEN LAYERS (M = 59.19 s,SD = 24.23).
No significant interactions have been found between NUMBER OF LAY-
ERS and VISUALIZATION. Analysis of the error data (using the total
number of errors across all ten repetitions) indicated that both the NUM-
BER OF LAYERS and the VISUALIZATION method had a significant
impact on the number of errors made. The conditions using the DEPTH
method (M = 0.29, SD = 0.6) had significantly more errors than the
conditions using the FLAT method (M = 0.07, 0.26). Furthermore,
conditions with FOUR LAYERS (M = 0.04, SD = 0.19) resulted in sig-
nificantly fewer errors than conditions with TEN LAYERS (M = 0.32,
0.61).

4.5.2 Simulator Sickness, Workload, Usability
For the CONTENT TRANSFER TASK we found that the Total Sever-
ity aspect of the Simulator Sickness Questionnaire was significantly
influenced by the INTERACTION TECHNIQUE such that BIMANUAL
(M = 14.43, SD = 20.73) resulted in a higher total severity than GAZE-
BASED (M = 13.35, 20.57). Also the Oculo-motor aspect was lower
for the GAZE-BASED than for the BIMANUAL. However, the val-
ues are very low and pairwise comparisons showed no significant
differences. There was a significant difference for the overall TLX
results, such that BIMANUAL resulted in a higher taskload than GAZE-
BASED. Also the mental, physical, effort and frustration results of
the TLX were significantly higher for the BIMANUAL conditions than
for the GAZE-BASED conditions. The perceived performance of the
participants, however, was significantly higher for the BIMANUAL
method (M = 27.14, SD = 19.31) compared to the GAZE-BASED
method (M = 21.79, SD = 21.65). This is in contrast to the findings

66



Content Transfer Task
Task Completion Time Accuracy TS-SS SUS Overall Taskload

d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p

I 1 13 63.66 < .001 70.83 1 13 .79 .39 .06 1 13 11.11 .005 .46 1 13 38.42 < .001 .75 1 13 29.81 < .001 .7
S 1 13 99.41 < .001 .88 1 13 .53 .48 .04 1 13 .60 .45 .04 1 13 3.79 .07 .23 1 13 3.02 .11 .19

I × S 1 13 .86 .37 .06 1 13 1.2 .29 .08 1 13 2.0 .18 .13 1 13 .87 .37 .06 1 13 .14 .72 .01

Puzzle Task
Task Completion Time Errors TS-SS SUS Overall Taskload

d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p

V 1 13 5.32 .04 .29 1 13 8.97 .04 .28 1 13 12.45 .004 .49 1 13 10.39 .007 .44 1 13 12.34 .004 .49
L 1 13 1574.78 < .001 .99 1 13 5.14 .04 .28 1 13 4.04 .07 .24 1 13 .61 .45 .04 1 13 15.4 .002 .54

V × L 1 13 1.23 .29 .09 1 13 4.7 .05 .03 1 13 1.86 .2 .13 1 13 .08 .78 .0 1 13 .03 .86 .0

Table 1. RM-ANOVA results for both tasks. Gray rows show significant findings. I = INTERACTION TECHNIQUE, S = NUMBER OF SCREENS, V =
VISUALIZATION, L = NUMBER OF LAYERS. TS-SS: Total Severity Dimension of the Simulator Sickness Questionnaire. SUS: System Usability Scale
d f1 = d fe f f ect and d f2 = d ferror.

Fig. 6. Results of the task completion time (TCT), the Total Severity aspect of the Simulator Sickenss Questionnaire (TS-SS), the System Usability
Scale (SUS) and the overall taskload (O-TL) for the CONTENT TRANSFER TASK and the PUZZLE TASK. Also for the CONTENT TRANSFER TASK the
distance between disc and goal in cm upon task completion is shown and for the PUZZLE TASK the mean number of total errors. On the x-axis the
digits indicates the NUMBER OF SCREENS (4 or 15) or the NUMBER OF LAYERS (4 or 10) as well as the INTERACTION TECHNIQUE G = GAZE-BASED,
B = BIMANUAL and the VISUALIZATION F = FLAT, D = DEPTH. The number of stars indicates the level of significance between the conditions (***
< 0.001 ** < 0.01 * < 0.05).

of the task completion time and distance to goal shown above, where
task completion time was significantly shorter for GAZE-BASED, and
no significant difference was found in distance to the goal. Further-
more, INTERACTION TECHNIQUE had a significant impact on the SUS
score in such a way that the usability of the GAZE-BASED method
(M = 88.75,SD = 10.26) was higher than the usability of the BIMAN-
UAL method (M = 72.59,SD = 13.63). The main results of the three
questionnaires are shown in Figure 6. Plots and detailed results on the
further dimensions of simulator sickness and task load can be found in
the supplementary material.

For the PUZZLE TASK, the results of the simulator sickness question-
naire indicated that VISUALIZATION had a significant impact on the To-
tal Severity such that it was significantly lower for DEPTH (M = 14.29,
SD = 23.85) than for FLAT (M = 16.7, SD = 24.76). This was also
true for the Oculo-motor and disorientation aspect. Also, the NUMBER
OF LAYERS significantly influenced the disorientation aspect, such that
the FOUR LAYER had a significantly lower value than TEN LAYER.
However, the values are again very low and no significant differences
were found in pairwise comparisons. The NASA TLX results indi-
cated that the VISUALIZATION significantly influenced the overall task
load such that it was significantly higher for the FLAT visualization
(M = 38.3, SD = 16.06) than for the DEPTH visualization (M = 30.92,
SD = 15.92). This was also the case for the mental and physical task
load, as well as the frustration perceived by the participants. The
perceived performance, however, was significantly higher for FLAT
(M = 29.64, SD = 21.73) than for DEPTH (M = 22.86, SD = 22.17)
which again, is in contrast to the results of the task completion time.
In addition, we found that the number of layers had a significant im-
pact on the overall task load such that it was lower for FOUR LAY-
ERS (M = 30.83, SD = 14.67) than for TEN LAYERS (M = 38.39,
SD = 17.17). The same was observed for frustration, physical task
load and the temporal aspect. Also, we found that VISUALIZATION
had a significant impact on the SUS results, in such a way that DEPTH
(M = 80.09, SD = 14.05) resulted in a higher usability than FLAT
(M = 68.48, SD = 17.00). The main results of the three questionnaires
is shown in Figure 6 and Table 1. Plots and detailed results on the
further dimensions of simulator sickness and task load can be found in
the supplementary material.

4.5.3 Preference, Open Comments and Observations

For the CONTENT TRANSFER TASK, all but one participant preferred
the GAZE-BASED method over the BIMANUAL, regardless of the num-
ber of screens. However, when asked about their preference for each
NUMBER OF SCREENS separately this participant also liked GAZE-
BASED more for FIFTEEN screens. When asked which interaction
method the participants perceived as faster, all participants chose GAZE-
BASED. When asked which method they could interact with more
precisely, all participants chose GAZE-BASED for the conditions with
FIFTEEN SCREENS. However, in the condition with FOUR SCREENS,
only four participants thought that GAZE-BASED allowed for a more
precise interaction and three participants felt that BIMANUAL was more
precise. This is also supported by the objective measurements shown in
Figure 6, even though no significant difference between conditions was
indicated for distance to the target. We conjecture that these differences
are due to the fact that in the GAZE-BASED method the selection of the
target screen, and moving to the target within the screen, can happen
concurrently. In contrast, in the BIMANUAL condition the selection
of the target screen is always separated by an explicit mode switch
(raising the finger of the non-dominant hand from the bezel) from the
subsequent phase of moving towards the target within that screen. The
lower precision in the BIMANUAL condition with FIFTEEN SCREENS
compared to FOUR SCREENS might also be due to higher fatigue when
moving the item across more screens. The participant who preferred
BIMANUAL explained that it reminds him of the keyboard (alt+tab).
Most other participants explained their preference for GAZE-BASED
due to it being faster. One participant found GAZE-BASED more intu-
itive, and another participant found it less fatiguing. One participant
suggested a hybrid solution where GAZE-BASED is only enabled when
touching the bezel.

For the PUZZLE TASK, all but one participant preferred the DEPTH
condition. However, one participant preferred FLAT. This participant
later mentioned having trouble focusing the right eye and therefore
found it more difficult to match the 3D state with the 2D target. Two par-
ticipants thought the FLAT visualization was faster for FOUR LAYERS
than the DEPTH visualization. All other participants felt that DEPTH
was faster. Regarding the DEPTH visualization, participants also men-
tioned that “If you make a mistake it is easier to find the layer with the
wrong element” (Participant P01), “I can better see which puzzle piece
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is where” (P02), “you directly see where the puzzle piece is” (P04) and
that DEPTH “provides more information” (P06).

Participants used different strategies to solve the puzzle task for
the FLAT conditions. Three participants mainly identified the element
belonging to the current layer by trial and error. They tried to move
the element and if it was not possible they tested the next element until
they found the element of that layer. Four participants started using this
strategy but then switched to a more efficient one. One participant used
it sporadically in the condition with FOUR LAYERS.

Some participants moved to the last layer (furthest away) at the start
of each puzzle and continued to the front. In the last layer, only one
element (the element of that layer) was visible, therefore the participant
did not have to guess the correct element. When moving one layer, a
new element appeared on the screen, and the participant could identify
the next element with ease. Nine participants mainly used this strategy.

There were also participants who started from the front layer but
shortly switched to the next layer and back in order to detect the active
element as this element will then disappear and reappear. Two partici-
pants switched to this strategy after first using another strategy. Also,
this strategy was basically always used when participants wanted to
correct a mistake.

The fourth strategy observed was to click on the eye-symbols in
the menu at the left to deactivate and activate the current layer. This
would also show the user which element would disappear and reappear
and therefore was the element of the active layer. This strategy was
only used by one participant in his first FLAT condition. Thereafter
he switched strategy. Two people also tried this strategy during the
training phase.

5 APPLICATIONS

Based on the insights presented in the previous sections, we imple-
mented six applications that we envision are applicable in mobile
knowledge worker scenarios.

Window Manager: We implemented a window manager that allows
the arrangement of multiple windows around the user (see Figure 1,
b). Interaction with those windows is supported by joint spatial and
touch interaction. For example, the active window is selected by head
gaze (indicated by a red border around the window in Figure 7 a and
b). The input space of the physical touchscreen (depicted as a red
rectangle in Figure 7, b) is then mapped to the output space of the
virtual window. Contrary to the content transfer task in the evaluation
of design parameters, for the window manager, the selected window
stays selected even if the user’s gaze is switching to another window
for as long as the user is touching the physical touchscreen. This design
lets the user glance at other windows without losing the context of the
task. Other clutching mechanisms are also feasible, such as locking the
gaze-selected window on touch-down but then delaying the release on
touch-up to let the user interact with the touchscreen.

To switch depth layers, the user can either swipe along the bezel or
use a two-finger swipe, as described in the Section “Depth Interaction”.
Alternatively, to retrieve a temporary preview of the otherwise hidden
layers, the user can lean towards the virtual screen to peak through
(Figure 7, c). For interaction with virtual windows that are larger than
the physical touchscreen, retargeting can be used, as described in the
Section “Single Screen Interaction” (Figure 7, d).

Code Version Control: We implemented an interface for code ver-
sion control (Figure 1, c) that uses a spatial layout around the physical
screen, see Figure 1, c. Using on-screen pinches the user can select dif-
ferent scopes of code changes (line, block, function, class, file), swipe
through the commits using the selected scope, and swipe the desired
commit down to the physical screen for further editing.

Parallel Coordinates: Inspired by recent research in immersive
analytics [21, 22, 67, 113], we built a parallel coordinates plot that is
grounded on the tangible physical screen, see Figure 1, g, and h. Sub-
ranges of variables can be selected using on-surface swipes for the
extent of the variable range and on-surface drags for the center of the
variable range. Individual variables are selected by touch. Switching be-
tween coordinate axes (z, protruding the display, for the variable range,

y, along the height of the tablet, for the data items) can be achieved ex-
plicitly using a mode switch (e.g., pressing a soft button) or by mapping
the swipe and drag along the x- and y-axis of the touchscreen.

Map: In the map application, users can navigate on a single layer
without the map being cropped at the boundaries of the physical screen,
see Figure 1, a . Available alternative map layers can be previewed by
tilting the physical screen and be selected by swiping along the bezel
of the screen.

Medical Imaging: In the medical imaging application, users can
also swipe through different layers of information, see Figure 1, e–f.
Additionally, the image slices can be previewed when the user moves
their head to the side of the screen to look behind it.

PowerPoint: In the VR PowerPoint application users can arrange
graphical items on a canvas, see Figure 1, d. Each item is associated
with a separate layer. In the cases when items are occluded, they can
be quickly accessed by swiping through the layers.

6 MOBILE IMPLEMENTATION

The system was implemented using Unity 2019.3. We used a HTC
Vive Pro Eye as the HMD, which also enables hand tracking1 as well
as access to the camera streams2. While we used external OptiTrack
outside-in tracking systems due to superior hand tracking accuracy
compared to HMD-based inside out tracking [100] for our evaluations,
we also implemented a system to track the user’s screen using the HMD
cameras, see Figure 7, g-h. While it is possible to build a computer
vision algorithm to track the specific laptop model used by users, we
used a model-independent approach. Since the laptop or tablet display
screen is hidden from the user, wearing an HMD, we can use the screen
to display a standard tracking pattern, such as ARUCO markers [76].
Displaying the pattern enables a robust detection and orientation using
multiple wide-field-of view cameras of the screen and information
about the laptop dimension are sufficient to display a virtual model that
can guide the user touch gestures (see accompanying video). Other
solutions, such as using an external camera, such as a laptop camera, to
track the HMD are feasible but require additional instrumentation of
the HMD [73].

To facilitate the community in further research and
development of joint interactions between touchscreens
and VR headsets, we make our code available under
https://gitlab.com/mixedrealitylab/breakingthescreen.

7 USER FEEDBACK ON APPLICATIONS

The purpose of this user study was to learn from initial user reactions on
the applications we previously introduced. To this end we demonstrated
individual experiences to the user instead of carrying out task-based
evaluations (following the approaches used in prior work, e.g., [18,99]).
We recruited 17 participants (8 female, 9 male, mean age 31.9 years,
sd = 9.2, mean height 173.9 cm, sd = 6.8) from a university campus
with diverse study backgrounds. All participants were familiar with
touch-sensitive screens.

7.1 Apparatus, Procedure, and Task

The same apparatus as in the evaluation of the design space parameters
were used with the following change: instead of the Android tablet, a
motion-tracked Surface Pro 4 tablet was used.

After an introduction, participants were asked to fill out a demo-
graphic questionnaire. Thereafter, we fixated OptiTrack trackers on
the index finger of the dominant hand and the thumb of the other hand.
Then individual applications were presented (counterbalanced). After
trying out the applications the users rated them using a short three-
item questionnaire capturing the user experience dimensions of ease
of use, utility, and enjoyment (in line with similar approaches in prior
work [18,60]). After trying out the applications, participants were asked

1https://developer.vive.com/resources/knowledgebase/vive-hand-tracking-
sdk/ Last accessed April 24th, 2020.

2https://developer.vive.com/resources/knowledgebase/intro-vive-srworks-
sdk/ Last accessed April 24th, 2020.
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Fig. 7. a-d: Window Manager. a: An image is selected for movement to another window by head-gaze (selecting the window) + touch (selecting the
image inside the window). b: The image is released on a different window at a different layer. The grey sphere on the red rectangle indicates the
physical finger position. The blue sphere on the image depicts the projected finger position on the current window. c: The input on and above the
physical touchscreen (red transparent rectangle, fingertip on touchscreen indicated by a white sphere) is retargeted to the virtual display (indicated
by a blue sphere). d: A user previews windows in a hidden layer by leaning forward. e-f: Options to temporarily rearrange information layers. e:
Virtual displays are temporarily arranged around the physical screen. f: If a user peeks behind the physical screen, virtual displays are extruded to
that side. g-h mobile implementation: g: user wearing an HTC Vive Eye Pro looking on a tablet PC, which displays an Aruco marker. h: the user’s
fingers are spatially tracked with the HTC Vive Hand tracking SDK

Fig. 8. Ease of Use, Utility and Enjoyment ratings for the evaluated appli-
cations on a range of 1 (strongly disagree) to 7 (strongly agree). MAP:
Map Interaction, MED: MEDICAL, PP: POWERPOINT, WM: WINDOWMAN-
AGER, CVC: CODEVERSIONCONTROL, PC: PARALLELCOORDINATES.
The y-axis depcits the number of participants in percent (1.0 = 100% of
participants).

to participate in a semi-structured interview. Finally, the participants
were compensated with a 10 Euro voucher.

The order of the applications was balanced across participants, inso-
far as possible (a full permutation was not possible due to the number
of applications).

7.2 Results

Figure 8 shows user ratings on seven-item Likert scales for questions on
ease of use (“I found the application easy to use”), utility (“I found the
application to be useful”) and enjoyment (“I had fun interacting with
the application”). Note that we did not run null hypothesis significance
tests on these ratings as they should serve as a descriptive indication
of these user experience dimensions only. Participants were asked to
comment on individual applications. We followed top-down qualitative
coding and structuring procedures to identify the benefits and draw-
backs of the individual applications [110]. For WINDOWMANAGER
the participants appreciated that the need for multiple physical monitors
was mitigated (“Avoids the need of a monitor wall.” participant P13)
but also the layered view of the virtual displays (“You can view dozens
of documents.” P03) and it’s ease of use (“It was easy to understand
even for non-experts.” P04). Regarding CODEVERSIONCONTROL, one
participant mentioned that she had an “overview like in a airport control

tower.” P13 and another one saw applicability to another domain: “I
would like that for functional subunits in engineering” P17. Similarly,
for POWERPOINT the participants saw a transfer to other domains with
one mentioning that “these layers could also be used in drawing tools
like Gimp or Photoshop” P14. Regarding, PARALLELCOORDINATES
a participant mentioned that “it is a more entertaining way to present
boring data” P06 and another participant, “The new visualization was
nice” P13. Regarding MAP a participant mentioned that “I could need
that for driving.” P09 and regarding MEDICAL participants mentioned
that “a 3D Model from the layers would be awesome” P14 but also that
“It would be cool to pick the layers directly” P04.

7.3 Discussion

Using immersive HMDs enables mobile knowledge workers to bring
their working environment with them everywhere they go [39]. Relative
to the compact input and output space of today’s mobile devices, the
large field of view of HMDs allows to substantially extend the available
display and increase privacy. Our design explorations and evaluations,
explored different dimensions of this extended display space while
focusing the input to the small area of a tablet screen. The first ques-
tion we investigated was handling the large field of view of the virtual
environment while using a very limited input space. To handle the
large scale ratio between input and display, we tested two different tech-
niques, One where we combined noisy eye gaze for large scale motions
and touch for fine manipulation and compared it with a multi-touch
technique. The results of the design parameter evaluation indicated
that combination of gaze and touch input on a tablet as realized in the
GAZE-BASED input method are beneficial for interaction in virtual
multi-window environments. Specifically, the GAZE-BASED method
outperformed the BIMANUAL METHOD by approximately 30%. The
second parameter we studied was the use of the HMD’s depth display
for interaction above the touch screen. Using multiple layers has bene-
fits of extending the amount of information that can be displayed and
manipulated using a 2D screen. On the other-hand depth parallax and
occlusions may hinder the user’s performance. Our second study was
designed to test it, by asking users to do a task both in 2D and in 3D. As
indicated by the results, the use of depth can be both efficient and usable
when compared to a 2D touch interaction. However, we were surprised
by different strategies employed by some users to compensate for the
lack of the depth structure in FLAT visualization, such as ordering their
manipulations from back to front. Pairwise comparisons showed no
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significant differences between the conditions with regard to errors
and the overall number of errors was low (5.7% for DEPTH and 1.4%
for FLAT). During interviews with participants, the five participants
generating errors stated that they did not use the option to show all
layers at the end of the task using the dedicated button shown in Figure
4. By design, the layers were arranged behind the physical screen,
allowing the user to navigate them front to back. As previously noted,
in the FLAT visualization nine participants first navigated to the last
layer and then navigated to the front layer by layer. When they reached
the front layer, all layers with all puzzle pieces were visible, hence there
was no need to use the “Show all” button. The user feedback on the
developed applications indicated that the prototypes were usable and
enjoyable. Users could envision employing the prototypes in their work
environments. We envision mobile VR to become an important tool
for work, as it enables a large and private display on the go, regardless
of the worker environment. However the physical environment of the
user will not grow and the interactions should be designed accordingly.
The presented applications are just a small probe of the complex design
space encompassing all of the vast tasks information workers carry out,
and this area is ripe for further research and development.

7.3.1 Use of Augmented Reality HMDs

The proposed interaction concepts, while being considered in VR, could
be transferred to Augmented Reality (AR) and explored further. In
AR, current generation optical see-through HMDs typically have a
substantially smaller field of view compared to immersive VR HMDs.
Hence, the proposed techniques might need adaptation. Potentially, off-
screen visualization techniques could be integrated into an AR setting
to compensate for this limited field of view [42]. Also, in AR displays
without occlusion management, physical objects, such as the tablet or
the user’s hands are visible alongside the virtual objects, typically at a
different focus distance, which can further lead to potential perceptual
issues [26]. In contrast, combining an AR HMD with a physical tablet
could make use of the potentially higher output resolution of the physi-
cal touch display and open up further possibilities for novel overview +
detail techniques.

7.3.2 Limitations

Our work focused on a subset of a possibly large design space. While
we foresee the combination of VR HMDs and tablets as one poten-
tially promising direction on how mobile knowledge workers can be
supported in the future, we are aware that it remains uncertain if and
when such potential combinations will become products due to vari-
ous factors such as technology, market, regulation, social acceptance
and timing uncertainty [49]. For the CONTENT TRANSFER TASK, we
tested both a small and a large number of virtual screens. However,
other factors such as screen arrangement, screen size, or parameters of
the interaction methods could impact the results. Although we foresee
no substantial reversal of the effects indicated in the study, it may be
interesting, as a future work, to test the limit of noisy eye gaze usage
for very small screens and translation distances, following [116]. For
the PUZZLE TASK we empirically determined the design parameters,
such as distance between layers. Future work should investigate the
effects of layer distance on various task types in more detail, as with
increasing layer distance, the association between individual (x,y) co-
ordinates on a layer could become harder for users to track. While we
indicated the feasibility of mobile implementations using our prototype,
we still opted for using an external tracking system for implementing
our interaction techniques due to the limited accuracy of generation
HMD-based hand tracking [100] at the time of the study. Newer tech-
nologies, such as Oculus Quest hand tracking offer higher accuracy
and may enable sufficient performance. It remains to be evaluated how
robust concurrent camera-based tracking of the hands, keyboard, the
touchscreen, and, potentially, a pen is in real-world usage scenarios.
An alternative approach may use a tablet to record the user’s in air
hand movement using a 45-degree mirror clipped above the tablet front
camera [128].

8 CONCLUSIONS AND FUTURE WORK

Our work explored the opportunities arising out of a joint interaction
space between VR HMDs and laptop/tablet capacitive touchscreens
for supporting mobile information workers. We have demonstrated
that such a joint interaction space is feasible to be implemented using
consumer-oriented hardware by tracking the touchscreen and the user’s
finger, which could be useful in small constrained environments such
as on an airplane or in touchdown spaces. We explored how to spa-
tially arrange and interact with data within this joint interaction space.
We further implemented a set of six applications (window manager,
code version control, parallel coordinates exploration, map navigation,
medical image viewer, and a virtual PowerPoint) making use of this
design space. In future work, these interaction concepts should be
studied in depth, such as recently done for spreadsheet interaction [34],
to allow us to better understand their capabilities and limitations for
supporting mobile knowledge workers in real-world working contexts.
Also, additional study designs, e.g., for further investigations of the
explosion diagram technique, comparisons with non-VR baseline tech-
niques, effects of physical and virtual screen sizes, as well as the use of
fully mobile implementations in real-world environments seem feasible.
In particular, we see the potential for further multimodal interaction
techniques that fit this shallow 3D space spanned by the hands rest-
ing on a 2D screen. One avenue of future work is to explore which
particular document semantics are the most suitable for display above
the documents (such as, for example, comments and other mark-up
on a text document, notes on a code review), and which mappings fit
different contexts. In addition, another avenue is to explore how to
expand the interaction vocabulary with simultaneous pen and touch
techniques.
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[56] M. Kytö, B. Ens, T. Piumsomboon, G. A. Lee, and M. Billinghurst.
Pinpointing: Precise head-and eye-based target selection for augmented
reality. In Proceedings of the 2018 CHI Conference on Human Factors
in Computing Systems, p. 81. ACM, 2018.

[57] J. J. LaViola Jr, E. Kruijff, R. P. McMahan, D. Bowman, and I. P.
Poupyrev. 3D user interfaces: theory and practice. Addison-Wesley
Professional, 2017.

[58] J. H. Lee, S.-G. An, Y. Kim, and S.-H. Bae. Projective windows: Bringing
windows in space to the fingertip. In Proceedings of the 2018 CHI
Conference on Human Factors in Computing Systems, p. 218. ACM,
2018.

[59] S.-w. Leigh, P. Schoessler, F. Heibeck, P. Maes, and H. Ishii. Thaw:
tangible interaction with see-through augmentation for smartphones on
computer screens. In Proceedings of the Ninth International Conference
on Tangible, Embedded, and Embodied Interaction, pp. 89–96. ACM,
2015.

[60] J. R. Lewis. Psychometric evaluation of an after-scenario questionnaire
for computer usability studies: the asq. ACM Sigchi Bulletin, 23(1):78–
81, 1991.

[61] F. C. Y. Li, D. Dearman, and K. N. Truong. Virtual shelves: interactions
with orientation aware devices. In Proceedings of the 22nd annual ACM
symposium on User interface software and technology, pp. 125–128.
ACM, 2009.

[62] Z. Li, M. Annett, K. Hinckley, K. Singh, and D. Wigdor. Holodoc:
Enabling mixed reality workspaces that harness physical and digital
content. In Proceedings of the 2019 CHI Conference on Human Factors
in Computing Systems, p. 687. ACM, 2019.

[63] H.-N. Liang, C. Williams, M. Semegen, W. Stuerzlinger, and P. Irani.
An investigation of suitable interactions for 3d manipulation of distant
objects through a mobile device. International Journal of Innovative
Computing, Information and Control, 9(12):4737–4752, 2013.

[64] J. Looser, R. Grasset, and M. Billinghurst. A 3d flexible and tangible
magic lens in augmented reality. In 2007 6th IEEE and ACM Interna-
tional Symposium on Mixed and Augmented Reality, pp. 51–54. IEEE,
2007.
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Chapter 5

PoVRPoint: Authoring
Presentations in Mobile Virtual
Reality

Summary
The previous chapter has shown, how displaying three-dimensional data and
using multimodal interaction techniques involving eye-tracking and touch can
increase performance. This chapter, shows that a similar approach can facil-
itate certain tasks when authoring presentations. To this end, a touchscreen
was combined with a spatially tracked pen and eye-tracking to interact with
content while editing presentation slides. Specifically, this article presents
a technique that allows the manipulation of objects on a slide through the
spatially tracked pen, which has the potential to make 3D rotations more
intuitive. It also presents an animation editing technique that makes use
of the 3D space in VR by displaying the timeline vertically above the slide.
Similarly, a method for reordering overlapping objects on a slide is proposed,
by showing all object layers slightly separated in 3D space. Finally, the large
space in VR is used to display additional data, such as further presentation-
files, PDFs or an image search from which the user can copy content while
authoring the presentation.

A user study showed that users found these techniques to be enjoyable, useful
and usable. The reordering technique was also compared to existing tech-
niques, implemented in current authoring software, which showed that the
VR technique is significantly faster and more usable. Another performance
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study indicated that through the wide field of view in VR participants are
significantly faster in identifying target slides than on a screen the size of a
tablet for visually salient target slides.

Overall, this article provides examples of how knowledge work can benefit
from using VR in terms of usability and performance. Also, the chosen input
devices (tablet and pen) offer the possibility to use such a system also in
mobile settings, as they are lightweight and do not require much space.
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PoVRPoint: Authoring Presentations in Mobile Virtual Reality
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Fig. 1. Interaction techniques for authoring presentations in mobile VR. a) 3D object manipulation technique, b) occlusion handling, c)
animations with time represented through height, d) working across slides and displaying different content resources

Abstract—Virtual Reality (VR) has the potential to support mobile knowledge workers by complementing traditional input devices with
a large three-dimensional output space and spatial input. Previous research on supporting VR knowledge work explored domains such
as text entry using physical keyboards and spreadsheet interaction using combined pen and touch input. Inspired by such work, this
paper probes the VR design space for authoring presentations in mobile settings. We propose PoVRPoint—a set of tools coupling pen-
and touch-based editing of presentations on mobile devices, such as tablets, with the interaction capabilities afforded by VR. We study
the utility of extended display space to, for example, assist users in identifying target slides, supporting spatial manipulation of objects
on a slide, creating animations, and facilitating arrangements of multiple, possibly occluded shapes or objects. Among other things, our
results indicate that 1) the wide field of view afforded by VR results in significantly faster target slide identification times compared to a
tablet-only interface for visually salient targets; and 2) the three-dimensional view in VR enables significantly faster object reordering in
the presence of occlusion compared to two baseline interfaces. A user study further confirmed that the interaction techniques were
found to be usable and enjoyable.

Index Terms—Virtual Reality, Presentation Authoring, Mobile Knowledge Work, Pen and Touch Interaction

1 INTRODUCTION

Using slide-based presentation tools, such as Apple’s Keynote and
Microsoft’s PowerPoint, has widespread use across many sectors, such
as education, business and academia. In recent years, more people have
had the need to work in less than perfect environments, at home, in
makeshift offices and on the go. To enable workers to be productive
everywhere, even the small space of a middle seat on a coach flight, we
need to focus on using small, portable devices such as tablet computers
and the small input space where the user may move their hands without
interfering with their physical environment.

Virtual Reality (VR) as an instance of Extended Reality (XR), can
benefit users immensely, as it provides a much larger display space than
traditional mobile devices, independent of the physical environment
and allows rendering of 3D elements above the screen, potentially miti-
gating effects of a small physical screen. [4, 15, 18]. HMDs can also
increase privacy and reduce environmental clutter [18,57]. Using VR to
support knowledge workers on the go, and therefore in limited spaces,
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has already been discussed in previous work [18,43,77] and interaction
techniques for such scenarios have been developed for multi-screen
environments [4] or spreadsheet applications [15]. This approach is
also supported by the advancement of new hardware, as it is already
possible to use inside-out tracking HMDs on the go and multiple manu-
facturers work on light HMDs as a replacement for physical screens.
(While our prototype system relies on a stationary tracking system,
we expect tracking systems to be available in mobile scenarios in the
foreseeable future). Furthermore, new HMDs are designed as monitor
replacements, increasing mobility of information workers in the near
future [1, 48], which we hope will increase the popularity of immersive
displays for productivity.

In this work, we focus on exploring how to support the editing
process of slide-based presentations using VR in a mobile scenario and
present our prototype called PoVRPoint. However, common interaction
techniques for VR relying on in-air interaction with controllers or hands
might not be well-suited for the limited interaction space in mobile
settings, especially regarding practicality and social acceptability [43].
In addition to the restricted space, fatigue can limit the applicability of
in-air interaction [23]. As hand and eye gaze tracking technologies are
already being incorporated into commercial HMDs this opens up new
interaction possibilities. Along with mobile devices such as tablets,
touch-based interaction can be augmented with spatial interaction above
and around the screen [4,15] to facilitate knowledge workers’ tasks and
potentially improve the overall interaction experience in limited spaces.
Therefore, we combine a VR HMD with eye-tracking and bimanual
pen and touch techniques, where pen-based input can be sensed on and
above mobile devices, requiring less interaction space [15].

We are concentrating on facilitating the authoring process of presen-
tations by expanding typical 2D presentation editing interfaces, such as
Microsoft PowerPoint, with an increased 3D output and input space,
instead of inherently changing the nature of how presentations are au-
thored today. This makes it possible to leverage familiarity of existing
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tools and increases compatibility between VR and non-VR working
modes.

In this paper we do not present a complete presentation authoring ap-
plication, but we investigate common tools used in presentation editing
that are concerned with both, editing individual slides and interacting
with presentations across multiple elements (multiple slide-sets, PDFs,
browsers) and how they can be enhanced using VR. Specifically, we
explored if an extended display space can help users identify target
slides (or images) faster, as this is a common task when editing a larger
slide-set. In addition, we also investigated how to improve reordering of
multiple shapes on a slide in presence of occlusions which can get prob-
lematic as the number of objects on a slide increases. We evaluated the
performance of these techniques to understand how they can facilitate
authoring presentations in VR. For additional concepts and techniques
presented in this work, we report a usability study (n = 18), confirming
the designed interaction techniques are usable and enjoyable.

In summary, this paper makes four central contributions. First, we
present the design and implementation of four VR-based techniques
for authoring presentations including manipulating objects, occlusion
handling, animations, and working across slides. Second, we quan-
tify the benefits of using the increased display space of a VR HMD
compared to a tablet in a visual search task, e.g., when searching for
slides or images. Our results indicate the superiority of VR when the
matching task is easy (pre-attentive visual search). However, when the
matching difficulty is high (attentive search), VR performs similarly
to the tablet. Third, we show that the VR-based reordering technique
supports significantly faster arranging of occluded objects (such as
multiple overlapping shapes on a single slide) compared to the two
existing baseline techniques used in PowerPoint. Fourth, we report that
the VR-based techniques have been found usable and enjoyable in a
usability study (n = 18).

2 RELATED WORK

Our work draws on the areas of supporting knowledge workers in XR,
pen-based interaction, gaze-based interaction and in-air interaction as
well as authoring and presenting in XR.

2.1 Knowledge Workers in VR

The use of XR for supporting knowledge work has attracted recent
research interest, e.g., [18, 20, 42, 56]. Early research focused on
projection systems to extend stationary physical office environments,
e.g., [55, 72]). With the rise of affordable VR and AR HMDs these
devices also have been explored as tools for assisting users when in-
teracting with physical documents, e.g., [16, 37]. Further, Grubert
et al. [18, 45] and McGill et al. [43] explored the positive and nega-
tive qualities that VR introduces in mobile knowledge work scenar-
ios. Desktop-based environments have been studied for tasks such
as text entry [19, 31, 41], system control [75, 76] and visual analyt-
ics [6, 70]. Research on productivity-oriented desktop-based VR has
concentrated on the use of physical keyboards and mouse-based input
along with HMDs [57,71], controllers and hands [33,76], and, recently,
tablets [4, 15, 63].

Our work complements these prior studies by investigating the po-
tential of editing slide-based presentations in VR using mobile devices
such as tablets.

2.2 Pen-based, In-air and Gaze-based Interaction

Besides the commonly used single-point input with pens, enhanced
interaction techniques have been explored. Examples include using
touch input on the non-dominant hand, supporting pen input in bi-
manual interaction [26, 50], unimodal surface-based pen-postures [7],
bending [14] or using sensors in or around the pen [24, 40] for gestures
and postures, and examining pen-grips [61]. Our work was inspired by
tilting [66] and hovering [17] the pen above interactive surfaces, which
we use in a VR context.

The use of pens in AR and VR has also been investigated as a
standard input device on physical props [64], as well as using grip-
specific gestures for in-air interaction [36]. The accuracy of pen-based

in-air pointing has also been studied [52]. In AR, pen-based interaction
was specifically investigated for an object manipulation task [69].

In prior work on combining in-air with touch interaction, Marquardt
et al. [39] investigated the use of on and above surface input on a
tabletop. Chen et al. [10] explored in-air use of on and above surface
input on a tabletop. They propose that interactions can be composed
by interweaving in-air gestures before, between, and after touch on
a prototype smartphone augmented with hover sensing. Hilliges et
al. [22] have been using hover to allow more intuitive interaction with
virtual objects that represent physical objects. More recently, Hinckley
et al. [25] have been exploring a pre-touch modality on a smartphone
including the approach to record trajectories of fingers to distinguish
between different operations. Such technology can be used to connect
3D tracking and touchscreen digitizer for better accuracy of tracking.

Most VR in-air interaction typically aims at using unsupported hands.
To enable reliable selection, targets are designed to be sufficiently large
and spaced apart [62]. Our focus on mobile knowledge workers on the
move implies small gestures to reduce working fatigue and to retain
usability in potentially cramped environments, such as airplane seats or
tiny work places such as touchdown spaces. We utilize gestures to be
used by a hand, resting on the screen of a tablet and holding a pen.

In addition, the combination of eye-gaze with other modalities such
as touch [49], in-air gestures [51, 58] and head-movements [34, 59] has
been investigated for interaction in spatial user interfaces. For a recent
survey on gaze-based interaction in AR and VR, see Hirzle et al. [27].

Specifically, our techniques were inspired by gaze-based interaction
with virtual screens [4] as well as the combination of pen-based and
touch-based interaction for mode switching [50] but adapted those
techniques specifically for the use case of editing presentations.

2.3 Presenting and Authoring in XR
XR has been explored for complementing or substituting established
methods for presenting materials, e.g., in the medical domain [46],
general education [29] or training [9]. For example, Kockro et al. [32]
compared VR and (2D) PowerPoint lectures in an anatomy context, and
found no performance differences but found VR to be rated higher in
domains such as spatial understanding and enjoyability. With the recent
rise of online conferences, VR has also been explored for delivering
oral presentations and poster sessions [35]. However, the benefits and
drawbacks of presenting in VR compared to 2D conferencing tools such
as Zoom, are yet to be explored in depth. XR has also been proposed as
an aid for training public speaking [60] as well as in-situ support [47].

Besides using XR for presenting content to an audience, consider-
able work was invested in creating content for and in XR [3, 38, 44].
Specifically, XR was investigated for supporting modelling [11, 54],
sketching [12] and creating animations [2, 8, 68].

Complementary to these previous approaches, our work focuses on
utilizing VR as a tool for authoring 2D presentations.

3 INTERACTION TECHNIQUES FOR AUTHORING PRESENTA-
TIONS IN MOBILE VR

We looked at several challenging aspects of using a 2D slide editing
program, such as dealing with 3D orientation and ordering, dealing
with temporal data, and retrieving information from a large corpus of
graphics data. Then, we designed a set of interaction and visualization
techniques using the advantages that VR provides, such as a large
display space, a depth display and in-air interaction. Those techniques
are just sample points in the entire space of tasks used for presentation
authoring, but they can already show the advantages of using a VR
environment. With our techniques, we want to support knowledge
workers on the go or other confined spaces, limiting the choices of
hardware. Therefore, our setup includes a tablet lying in front of the
users, who hold a stylus with two buttons in their dominant hand, while
their non-dominant hand is used for mode switches on the touchscreen
in the area near the border. Both tablet and stylus are spatially tracked
to represent them in VR. For designing these interaction techniques, we
followed an iterative approach with multiple design iterations consisting
of conceptualization, implementation and initial user tests (eating your
own dog food) [67].
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As the techniques are designed to support users when working in
adverse conditions, such as confined spaces, lack of privacy and limited
display size [4, 18], VR provides multiple advantages. First, users
are no longer restricted to their available physical displays and can
view information in the space around them, beyond the bounds of
a mobile device. Second, the three-dimensional VR display enables
depth visualization to allow utilization of the space above (or below) a
2D surface. Third, touch-based interaction can be complemented with
further modalities such as in-air or gaze-based interaction. Fourth, the
entire display is seen only by the users, maintaining their privacy and
reducing visual disturbance from the environment.

Because we want to support small (mobile) work spaces, we use
the tablet’s surface as the main interaction space. This provides space
for hand motions above it while the touchscreen supports easy and
accurate input. However, in many cases it might not be comfortable to
look at the tablet lying on a table. In such cases, the slide and also the
pen could be re-projected to be in front of the user’s head for indirect
manipulations as suggested by prior work [19].

In the following subsections, we will present concepts for editing
an individual slide, as well as concepts for working with multiple
slides and other resources. Note: For video description of interaction
techniques refer to the accompanying video.

3.1 Editing Slides
Preparing presentations requires the user to create slides that contain
a collection of information, arranged both along the area of the slide,
as well as in depth (layering of items) and in time (animation of the
items). In the following, we propose techniques for such tasks using a
pen and a tablet in VR.

3.1.1 Manipulation of Objects
Common presentation tools, such as Microsoft PowerPoint, let the
user create slides that may contain a collection of items such as text,
images, videos, three-dimensional objects and more. Such items can be
selected, and dragged to change their position on the slide. They can
be rotated and scaled using dedicated widgets and may even be rotated
in three-dimensions using additional input fields or symbolic input.

We explore how to use a pen alongside touch input in VR to provide
a unifying interface for 2D and 3D object manipulation of elements
on the slide. We propose to use a pen that is spatially tracked which
expands the interaction space to include not only the tablets surface
but also the space around the user. This can potentially make object
manipulations more intuitive.

Translating a selected object is supported by standard drag and drop
using a stylus or the user’s finger. An object can be rotated by rotating
the pen (as if it is attached to the pen) and it can be scaled by moving the
pen further away from or closer to the tablet (as if pulling to increase
the size). To differentiate between translation, rotation and scaling, a
finger of the non-dominant hand on the bezel of the touchscreen is used
to control the modality of the manipulation, as shown in Figure 2. We
chose a bezel-based technique, as they have already been successfully
used for mode-switches in other scenarios (e.g. [4,15]). When no finger
touches the designated area on the bezel of the screen, the stylus is used
to select an object and to drag it to a new position (Figure 2, a and e).
Touching the bezel with the non-dominant hand, while still touching
an object with the stylus, activates the 2D rotation mode. Rotating the
stylus around its axis, while still touching the surface with the tip of
the stylus, will rotate the object in the screen plane (Figure 2, b and f).

Lifting the pen away from the surface, while still touching the bezel
in rotation mode, enables the user to perform 3D rotations by rotating
the stylus in space. When performing a 3D rotation, two instances of
the object are displayed - one as a flat projection on the slide, and a full
3D display of the object in the air above the screen, enabling the user
to better see the three-dimensional pose (Figures 2, c and g and 1, a).
The position of the 3D display is fixed above the objects position on
the slide and its rotation is determined by the rotation of the stylus.

To scale an object, the non-dominant hand touches the bezel, while
the tip of the stylus is in the air not touching the screen. Moving the
stylus’ tip up, away from the screen, increases the scale of the object

Fig. 2. Tracking of the stylus’ six degrees of freedom in VR enables
complex manipulation of an object on the slide. The dominant hand
holding the stylus is used to drag, rotate, scale and 3D rotate the object,
while the non-dominant hand’s touch on the screen’s bezel-area (green
area on the left) modulates the interaction. Without any bezel touch (a,
e) objects are dragged by the stylus. Bezel touch and rotation of the
stylus along its axis while it touches the screen (b, f) rotates the object on
the screen’s plane. Rotating the stylus in the air while keeping the bezel
touch (c, g) rotates the objects in 3D. Finally, touching the bezel while
the stylus is in the air and moving the stylus towards or away from the
screen (d, h) decreases or increases the scale of the object uniformly.

uniformly, while bringing the tip closer to the screen reduces the its
scale (Figure 2, d and h).

The sensitivity of these manipulations can be controlled by mov-
ing the finger’s vertical location on the bezel (see Figure 2, f, g and
h). Moving the touch point up increases the control-display gain of
the rotation and the scaling, enabling larger changes with small pen
movements. Moving the finger down enables better accuracy. With this
form of object manipulation there is no need to select potentially small
scale and rotation handles on already small display sizes because of the
bimanual mode activation technique. For the case of 3D rotations in
particular, the actual 3D preview of the rotation above the object com-
bined with VR-based head movement and three-dimensional display is
something not possible in classical 2D presentation tools and has the
potential to make 3D rotations more intuitive for the user.

3.1.2 Occlusion Handling

Most presentation tools support explicit ordering of objects, where
objects of a higher layer occlude objects of lower layers. As a result,
objects may become partially or even completely hidden behind other
objects, making visual identification difficult or impossible, and increas-
ing selection difficulty. While some applications such as PowerPoint
display a separate list of all objects on a slide, sorted by their levels,
such a list requires the user to create a mental map, matching the lo-
cation of each item on the list to the visual objects on the slide. An
example can be seen in Figure 9, c which shows a simplified version of
the PowerPoint interface used in our study.

The Mac version of PowerPoint uses a dynamic reordering mode1

that displays objects with their layers slightly rotated, similar to Figure
9, b. In this mode, the layers can be grabbed and moved to rearrange
their order. However, with increasing number of objects this can also
become challenging as the layers can potentially overlap and make it
harder to see which object belongs to which layer, impacting selection
accuracy.

Inspired by this dynamic reordering mode, we propose to use the
space above the tablet in VR to present the object-layers to the user in a
way that facilitates assessing how the objects are ordered. Specifically,
we propose to rotate the object-layers by 90 degrees, move them up
to stand on top of the tablet and slightly separate them (see Figures
3 and 1, b). The tablet and the user’s head can be repositioned in
VR to resolve any potential occlusion issues that might arise from a
fixed viewpoint. We also conducted informal experiments with further
degrees of rotation. Zero degrees of rotation (layer parallel to the
display) did not scale beyond a few layers due to the imprecise nature
of in-air selection compared to touch-based selection. When comparing

1https://www.indezine.com/products/powerpoint/learn/shapes/dynamic-
reorder-of-overlapping-shapes-in-ppt2011-mac.html Last access September 1,
2021
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Fig. 3. Reordering layered objects. The layers are displayed with the top
one on the far left of the tablet, and the bottom one on the right. On the
right end of the tablet, we display the full composited slide for reference.
a) An example of side view with a slide containing a yellow circle on top,
than a red square followed by a blue triangle. b) A user dragging the blue
triangle to place it on the top layer.

different amounts of rotations (0, 45 and 90 degrees), 90 degrees was
perceived as most comfortable and efficient. Furthermore, the selection
process can be supported by showing the intersections of the layers
with the touchscreen (lines in Figures 3 and 1, b). Thus, instead of in-air
selection, layers can be selected by touching their intersection lines,
and precisely dragged to a new position (Figure 3, b). Using touch on
the tablet display allows for precise interaction, even when the number
of objects increases and the layers get closer to each other. There is also
a projection of the complete slide to the right of the object layers which
presents the current layout in 2D and facilitates the understanding of
the ordering. In our implementation, the layer reordering mode is
toggled by touching the lower left corner of the bezel area that is also
used for mode switching when manipulating objects. An experiment
showing superior performance of this technique compared to baseline
Powerpoint implementations is presented in section 4.2.

3.1.3 Animations

Presentation applications such as PowerPoint show keyframes of object
animations as locations on a slide. As the area of the slide is limited
and may quickly be overloaded with information, PowerPoint displays
only the start and end keyframes and only for the currently selected
object. We facilitate visualizing and editing animations through a 3D
visualization where the extra spatial dimension represents time.

By selecting an entry in an in-air menu opened by the second pen
button, the user enters an explicit animation mode. As a base 2D
visualization, we employ a similar approach to PowerPoint, visible in
Figure 4, a, but showing all keyframes of all objects by default, instead
of showing it only for the selected objects as in PowerPoint. However,
the keyframes of certain objects can be hidden via a menu entry, which
appears next to the pen after pressing the second pen button, as can
be seen in Figure 4, b. The keyframes may be manipulated (dragged,
rotated and scaled) like any other item on the slide. To represent time,
the keyframes are numbered and connected by lines representing the
sequence of the animation (Figure 4).

By using the space above the screen, we can also visualize the time
of each keyframe by locating it at the corresponding height above the
screen. The further up the keyframe is placed, the later the associated
object state will be reached in the animation. This enables us to display
all objects and the relations between their animations. All keyframes
of an animation are connected with a colored curve that shows the path
the animation takes in time (height), as visible in Figures 4, c and 1, c.

Similar to our reordering technique, the three-dimensional time view
of the animation is toggled by touching the lower-left corner of the
tablet’s bezel area while the animation mode is active. A keyframe
can be grabbed in-air using the first button on the stylus and moved
up and down to change the corresponding time (Figure 4, d). For
the animation interface, non-rotated layers were used (in contrast to
occlusion handling), because object manipulation on the screen is
possible while the 3D time view is active, overloading the touch inputs
that would otherwise need to be used to move rotated layers. Also,
animating depends, in contrast to pure reordering, much more on the
actual position of the objects on the slide. Therefore, we prioritized
spatial consistency over ease of selection.

Vertical timelines, displayed left of the tablet, help to indicate a

Fig. 4. a) Animation mode showing the keyframes of two objects on the
slide. b) Menu that can be used to add or delete keyframes or make
keyframes invisible. c) 3D animation mode which shows the keyframes
as layers with their position in z-direction representing time. d) Moving
the second keyframe up so the movement from the first to the second
will be slower.

keyframe’s precise time. Applying a two finger pinch or move gesture
in the bezel area can scale or scroll through the displayed animation
along the time axis to better see parts of the animation. We display two
timelines: one that displays the global animation timeline, and the other
displays the currently viewed section of the timeline (Figure 4, c and d).
In addition to toggling visibility of animations, the menu opened by the
second pen button is also used to add and remove keyframes (Figure 4,
b). A play button that can be touched by the stylus can play or pause the
animation. The default display of the animation is on the tablet screen,
but it is also possible to render it on a virtual screen placed away from
the tablet for easier viewing.

3.2 Working Across Slides
While the tablet screen is the default surface to display and edit the
current slide, authoring presentations requires to also access further
data sources, e.g., the slides of the currently edited slide-set, fetching
resources from other presentations, or browsing external content such
as images or PDF files. In the following, we discuss means for viewing
further media concurrently to the active slide, and transferring content
between these displays and the active slide screen.

3.2.1 Slide Overview
When authoring presentations, it is a common task to copy content
between slides or to go back and forth between slides to review the
content. Especially on a small display in presentations with several
slides, it is often not possible to fit all slides on the screen with sizes
that allow the user to recognize them, and the user has to scroll through
the slide overview (or slide sorter view) to find the target slide. The
large display space in VR can be used to mitigate this problem. We use
two different ways to access other slides on the slideshow. First, while
the current slide is displayed on the tablet screen, slides before and
after the current slide are displayed to the left and right of the tablet,
see Figure 1, d. This technique is inspired by similar visualizations of
Gesslein et al. [15]. Second, a slide overview of the current slide-set
is displayed in front of the user, as can also be seen in Figure 1, d.
This overview can be scrolled and zoomed using a two-finger swipe
or pinch gesture in the border area of the tablet while gazing at the
overview area. While it would be possible to select a slide from the
overview using in-air gestures, they may be exhaustive and may not fit
limited work spaces. Instead, we use eye gaze to pre-select a slide of
interest, indicated by a green frame, and while maintaining the gaze,
swipe down on the touchscreen to confirm selection. The selected slide
is then displayed as the active slide in the current slide set.

3.2.2 Multiple Content Sources
When creating a presentation, it is very common to use additional
content such as text, images or videos. Just like displaying the slide
overview, the space in front of the user can be used to display a myriad
of content like images, videos or web pages that can be added to the
presentation. The user can add such content areas through a menu

80



Fig. 5. a) The user is looking at an object (image) and sees the position
of the pen above the tablet as a red dot. b) The user touches the tablet
with the pen to select the image. c) The user looks back down and the
selected object is copied to the currently edited slide.

Fig. 6. a) Study setup with 6 OptiTrack cameras and two VIVE lighthouse
basestations (one is behind). OptiTrack cameras were used for the
reordering task and the usability evaluation, while lighthouse basestations
were used for the search task. b) Participant in the reordering task and
the usability evaluation. c) Participant in the tablet search task condition.

opened, again, by a the second pen button. It is also possible to fade
out some of these areas while they are not used by clicking on the
corresponding toggle button with the pen (red buttons in front of the
tablet in Figure 1, d).

3.2.3 Copying Content
The user can select objects from the external content displays described
in Section 3.2.2 and copy them to the currently active slide. As the
user gazes at an element such as a slide, a semi-transparent copy of the
pen is visualized in the same relative pose to the gazed element as the
physical pen is located above the physical tablet, and the touch location
which it is hovering over is shown as a red dot (Figure 5, a). As the
user moves the stylus above the tablet screen, the corresponding copy
above the gazed element moves as well. The user can select an object
from content displays in the same way as selecting an object on the
tablet – by touching it as visualized in Figure 5, b. Looking back at
the tablet while still touching the screen with the stylus will copy the
selected object to the current slide (Figure 5, c). Similarly, the user can
copy an entire slide from the current or another slide set by touching
this slide at a position where no object is placed. Looking down will
insert this slide after the currently edited slide. Both objects and slides
can also be copied through the menu opened by the second pen button.

4 PERFORMANCE EVALUATION

The two main advantages of VR for knowledge worker tasks that
we focus on in this paper are the larger display space and the three-
dimensional viewing of 3D content. To evaluate their advantages for
presentation authoring, we chose two tasks, each representing one of
the above mentioned advantages: using the large field of view for
displaying an overview of content and using the 3D space above the
tablet for ordering slide objects that occlude each other. These two
tasks represent issues that current users are often faced with: searching
for a slide on a limited screen and ordering occluded objects. However,
the presented concepts can also be generalized to other tasks. The
evaluation was done by conducting two separate lab-based studies
using a within-subjects design in each case.

4.1 Search Study
Virtual Reality HMDs enable the user to have a large display space
around them, which can be used to show a large number of objects, such
as slides in a slide sorter view or images during an image search, at the
same time as shown in section 3.2.2. In contrast, using a small tablet
screen may force the user to scroll to be able to view a similar amount

Fig. 7. Conditions for the visual search task: HARD conditions, with
colored images only with a) VR-FULL, b) VR-LIMITED and c) TABLET
INTERFACE; EASY conditions with only the target image colored with d)
VR-FULL e) VR-LIMITED and f) TABLET INTERFACE. The green frame in d)
indicates the image that is currently selected via gaze.

of items with a comparative size. We selected a search task to quantify
the possible advantages of VR HMDs compared to a tablet screen. The
participants were presented with a target image and then had to find
and select it among 63 other images. We chose a corpus of images of
different animals. While this kind of visual stimuli are commonly used
assets in presentations, they represent challenging content due to the
amount of details in naturalistic images.

The experiment consisted of two independent variables: INTERFACE
and DIFFICULTY. We used three types of INTERFACEs. The first, VR-
FULL used the maximum field of view (FoV) provided by the HMD. The
second, VR-LIMITED, artificially limited the users’ FoV in VR to reflect
a similar FoV to that of the tablet’s display. And the third was TABLET,
using the actual tablet display without VR. The second independent
variable was DIFFICULTY. The levels were HARD, using the original
colored images, leading to an attentive search, and EASY, where all
images but the target image were reduced to grayscale making the
search in this condition pre-attentive, so the target could be immediately
spotted [74]. The combination of these two variables leads to six
conditions which are depicted in Figure 7. The dependent variables
measured in this experiment were task completion time, number of
errors, usability (System Usability Scale, SUS) [5], workload (NASA
TLX unweighted version) [21], and simulator sickness (SSQ) [30].

4.1.1 Participants
Twenty participants took part in this study (6 female, 14 male), with a
mean age of 28.85 (SD = 5.2). Five participants wore glasses during
the experiment and all but one had at least some prior VR experience.

4.1.2 Apparatus
In all conditions the participants were presented with a set of images.
Each image was set to occupy approximately 8 degrees horizontally of
the participant’s field of view, both displayed on the tablet’s screen or
HMD. While it is known that image size impacts image search [28],
we empirically determined this size to be both legible and selectable
in VR and on the tablet. With an approximate distance to the tablet of
40 cm this resulted in an image width of 5.8 cm on the tablet. Sixty-four
images were arranged in four columns, such that 16 images were fully
visible without a need for scrolling.

In both VR conditions (VR-FULL and VR-LIMITED) the images were
placed on a sphere around the user at a distance of 75 cm which resem-
bles the focal distance of the HTC Vive HMD, resulting in an image
width of 10 cm. In the VR conditions, the images were arranged in 8
columns covering 65 degrees horizontally and 45 degrees vertically to
enable participants to comfortably reach all images with eye-gaze and
only slight head movements. The field of view of the VR-LIMITED con-
dition was artificially limited using black planes in all four directions,
resulting in a field of view of about 36 x 24 degrees, resembling the field
of view of the tablet (26 x 17.5 cm at a distance of 40 cm). Both the
tablet and the VR applications were implemented using Unity 2019.4.
The TABLET conditions were performed on a Microsoft Surface Pro 4
as shown in Figure 6, c. For the VR conditions, we used a HTC Vive
Pro Eye, which provides built-in eye-tracking and two lighthouse base
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stations (Figure 6, a). We combined it with the Microsoft Surface to
enable touch input. In contrast, to the further studies, the Optitrack
system depicted in 6, a, was not used in this study.

4.1.3 Procedure
The study started by asking the participants to sign a consent form and
fill out a demographic questionnaire. The order of the six conditions
was balanced using a balanced Latin square. In each condition the
participants were first presented with the target image, either on the
tablet screen in the TABLET conditions or in the air in front of the user
in VR. Upon touching the tablet’s screen the target image vanished and
the image search started. In the TABLET condition, the participants had
to scroll through the images by touching and dragging on the display.
When they found the target, they selected it by touching it. In the VR
(VR-FULL and VR-LIMITED) conditions, the participants had to search
for the target by moving their eyes and head and select the target by eye-
gaze and confirm the selection by taping anywhere on the tablet. Prior
to the start of the VR conditions, users conducted eye-gaze calibration
using the built-in calibration routine of the HTC Vive Pro Eye. After
selecting an image, the next target image was displayed. In each
condition, participants had to find 30 images, which were always the
same but in randomized order and positions while ensuring that targets
are positioned in all regions. After completing a condition, participants
answered the simulator sickness questionnaire [30], the system usability
scale questionnaire [5] and the NASA task load index [21]. Also, we
recorded the task completion times and errors for each task. On average,
it took 45 minutes to complete this experiment.

4.1.4 Results
Repeated measures analysis of variance (RM-ANOVA) was used to
analyze task completion times, which were non-normal and therefore
log transformed. For multiple comparisons Bonferroni adjustments
were used at an initial significance level of α = 0.05. Aligned Rank
Transform [73] was used for subjective data and errors that are not
normally distributed (or could not be normalized using log transform).
The main results are displayed in Table 1.

For each participant an average task completion was computed from
the 30 tasks, including trials with errors. Analyzing the task completion
times indicated significant simple main effects of INTERFACE and DIF-
FICULTY on task completion time and that there were also significant
interaction effects. Specifically, the VR-FULL (M = 4.7s, SD = 3.52)
conditions were significantly faster than the VR-LIMITED (M = 5.47s,
SD = 3.34) and TABLET (M = 5.75s, SD = 2.56) conditions. Also,
a significant difference could be found between VR-LIMITED and
TABLET. As expected, the EASY (M = 2.65s, SD = 1.02) conditions
were significantly faster than the HARD (M = 7.97s, SD = 2.2) condi-
tions.

The interaction effect is visible in Figure 8. Post-hoc comparisons
showed that for the EASY conditions, VR-FULL (M = 1.71s, SD= 0.61)
is significantly faster than VR-LIMITED (M = 2.7s, SD = 0.8) and
both VR methods are significantly faster than TABLET (M = 3.53s,
SD = 0.66). This suggests that the wider FoV makes the search faster,
as indicated by prior work [53]. The different input techniques (gaze vs.
scrolling) are likely to contribute to difference between the VR-LIMITED
and TABLET. However, for the HARD conditions, no significant differ-
ences between the INTERFACES were indicated. This could suggest that
the larger FoV does not necessarily provide an advantage in a search
were all possible targets have to be looked at in detail.

INTERFACE also significantly influenced the number of errors.
Specifically, participants made significantly less errors in the TABLET
(M = 0.8, SD = 1.11) conditions compared to both the VR-FULL
(M = 5.08, SD = 4.65) and VR-LIMITED (M = 3.58, SD = 3.64) con-
ditions. There was no significant difference between VR-LIMITED and
VR-FULL. Also, the analysis showed that DIFFICULTY had a significant
effect on the number of errors in such a way that the EASY conditions
(M = 2.63, SD = 3.81) resulted in significantly less errors than the
HARD conditions (M = 3.67, SD = 3.9). However, the error rate in all
conditions was rather low and higher error rates in the VR conditions
could be explained by the eye-gaze technique, relying on off-the shelf

Fig. 8. Task completion times for the six conditions, which is significantly
influenced by the interface in the easy conditions, but not in the hard.

Search Task - Subjective Ratings
TS-SS SUS

d f1 d f2 F p η2
p d f1 d f2 F p η2

p
I 2 38 3.59 0.04 0.16 2 38 0.24 0.79 0.01
D 1 19 7.23 0.01 0.28 1 19 8.25 0.01 0.3

I × D 2 38 2.43 0.1 0.11 2 38 0.7 0.5 0.04

Overall task load
d f1 d f2 F p η2

p
I 2 38 0.42 0.66 0.02
D 1 19 40.51 < 0.001 0.68

I × D 2 38 1.98 0.15 0.09

Search Task - Performance Data
Task Completion Time Errors

d f1 d f2 F p η2
p d f1 d f2 F p η2

p
I 2 38 32.3 < .001 .63 2 38 33.96 < .001 .64
D 1 19 782.5 < .001 .98 1 19 22.27 < .001 .54

I × D 2 38 33.3 < .001 .64 2 38 2.74 .08 .13

Table 1. RM-ANOVA results for the search task. Gray rows show signif-
icant findings. I = INTERFACE, D = DIFFICULTY. TS-SS: Total Severity
Dimension of the Simulator Sickness Questionnaire. SUS: System Us-
ability Scale. d f1 = d fe f f ect and d f2 = d ferror.

gaze-tracking in the HTC Vive Pro Eye. It is not always perfectly
accurate and if the user is not fully concentrated, the gaze might lose
the target in the moment of the confirmation, resulting in a wrong se-
lection. However, there are possibilities for improvement like a delay
before switching the selected images or a dwell time. More errors in
the HARD conditions can be explained by user mistakes, for example
when looking for an orange fish they chose the yellow one.

Analyzing the results from the total severity dimension of the sim-
ulator sickness questionnaire indicated a significant influence of IN-
TERFACE and DIFFICULTY. However, pairwise comparisons showed
no significant differences. Unsurprisingly, a significant influence of
DIFFICULTY on the usability score was detected in such a way that the
HARD (M = 85.88, SD = 13.07) conditions had a significantly lower
usability than the EASY (M = 89.75, SD = 10.69) conditions. However,
no significant influence of INTERFACE could be detected, regarding us-
ability. The DIFFICULTY also had a significant influence on the overall
task load, such that the task load was significantly higher for the HARD
conditions (M = 29.65, SD = 16.54) than for the EASY conditions
(M = 17.81, SD = 12.73). This makes sense, because compared to the
HARD conditions, in the EASY conditions less mental effort is required
to find the target. Again, no significant influence of INTERFACE could
be detected.

4.2 Reordering Study
To quantify the benefits of a three-dimensional visualization of lay-
ered information, we used the reordering task to compare the standard
POWERPOINT tool for reordering object layers with the DYNAMIC
REORDERING tool implemented in PowerPoint for Mac and our VR
tool. The participants were presented with a number of objects on a
slide. The displayed objects always included one yellow square and
one red circle while the remaining objects were blue triangles. The task
for the participants was to bring the red circle directly in front of the
yellow square, by moving the corresponding layers to the front or to the
back. To reproduce many different scenarios, the objects were placed
with different amounts of overlap, the number of layers was varied and
the target object was placed at different depths.

This experiment had one independent variable, INTERFACE, with
three levels. First, the VR condition, a simplified version of the layer
visualization and manipulation interface described in section 3.1.2 dis-
plays the layers in the air above the tablet (Figure 9, a). Second, the
non-VR DYNAMIC REORDERING technique available in PowerPoint
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Fig. 9. Conditions in the reordering task: a) our VR technique. b) a re-
implementation of the DYNAMIC REORDERING technique from PowerPoint
for Mac c) a re-implementation of the standard POWERPOINT technique.

for Mac was used (Figure 9, b). Third, the non-VR baseline technique
available in POWERPOINT was used. It presents the layers in a list next
to the slide, where they can be dragged up and down, and buttons to
bring a layer to the front or back (Figure 9, c). The dependent variables
for this experiment were task completion time, usability (System Us-
ability Scale, SUS) [5], workload by using NASA TLX (unweighted
version) [21], simulator sickness (SSQ) [30] and user preferences.

4.2.1 Participants
Fourteen volunteers (2 female, 12 male, mean age 27.1, SD = 4.2) took
part in the study. All but one had prior VR experience and normal or
corrected to normal vision.

4.2.2 Apparatus
We implemented all three conditions using Unity 2019.4, in order to
facilitate the task design, to get consistent logging data for all three
techniques and to avoid potential confounds due to different input and
output devices. In the VR condition, the object layers were rotated
90 degrees and lifted up above the tablet, so that the edge of each
layer just touched the display. Therefore, it is possible to move a layer
by touching the intersection on the tablet and moving it around. For
the DYNAMIC REORDERING condition, the reordering feature from
PowerPoint for Mac was re-implemented. The object layers were
presented in 3D on the tablet and could be moved by touching a layer
and dragging it to its new position. For the POWERPOINT condition,
we implemented an application resembling the PowerPoint interface
for rearranging object layers. Re-implementing this interface allowed
us also to exclude potential confounds, such as visual noise added by
extraneous buttons and submenus not relevant for the experiment. The
two interfaces showed the same content as the original would, just
leaving blank functionalities that are not used in the study.

For the VR condition we used a HTC Vive Pro Eye in combination
with a Microsoft Surface Pro 4 tablet and an AZLink stylus pen. The
pen, the tablet and the HMD were tracked via an OptiTrack motion-
tracking system, using 4 Optitrack Prime 13 cameras placed above the
user and two Prime 13W wide angle cameras placed closer to the user to
support tracking for the stylus which was equiped with smaller markers.
The VIVE-based HMD tracking was overriden to prevent interference
between VIVE lighthouses and OptiTrack cameras. Optitrack was
chosen for the study setup, because it provides very accurate tracking
for the HMD, tablet and pen. Using Optitrack, we could utilize a
normal lightweight pen in contrast to rather heavy trackable pens that
are currently available. In future work this could also be implemented as
a mobile prototype and be evaluated in-the-wild. Both the pen and the
tablet were visualized in the virtual environment using 3D models of the
real objects. The commodity PC running the VR application received
touch inputs remotely from the Microsoft Surface via UDP. The two
non-VR conditions (DYNAMIC REORDERING and POWERPOINT) were
run directly on the Microsoft Surface Pro 4 tablet. The study setup can
be seen in Figure 6, a and b.

4.2.3 Procedure
Upon arrival, the participants were first asked to sign a consent form and
to fill out a demographic questionnaire. Then the participants started
with one of the three conditions. The condition order was counterbal-
anced between the subjects to avoid effects due to fatigue or learning.
With 14 participants, it was not possible to exactly counterbalance,
but no significant order effects were detected. For each conditions the

task was repeated 32 times. After each condition, participants com-
pleted the Simulator Sickness questionnaire [30], the System Usability
Scale [5] and the NASA TLX questionnaire [21]. After all conditions
were successfully completed, participants filled out a questionnaire
about their preferred technique. We then conducted a semi-structured
interview to understand their choice and give them the opportunity to
give comments. In addition, we recorded the task completion times for
all conditions. On average, this study took 30 minutes. Volunteers did
not receive a compensation for participating.

4.2.4 Results
Repeated measures analysis of variance (RM-ANOVA) was used to
analyze task completion times, which were non-normal and therefore
log transformed. For multiple comparisons Bonferroni adjustments
were used at an initial significance level of α = 0.05. Aligned Rank
Transform [73] was used for subjective data and errors that are not
normally distributed (or could not be normalized using log transform).

The main results of the reordering task are shown in Table 2. Due to
logging errors, we lost 12 samples for the task completion time from
the first participant in the reordering task, so the mean task comple-
tion time for this participant only consisted of 20 samples. Statistical
significance tests showed that the task completion time was signifi-
cantly influenced by INTERFACE in such a way that the VR method
(M = 4.51s, SD= 2.46) was significantly faster than both the DYNAMIC
REORDERING (M = 14.5s, SD = 7.4) and POWERPOINT (M = 16.1s,
SD = 6.39) methods. But no significant difference between DYNAMIC
REORDERING and POWERPOINT was detected.

The NASA task load index also showed a significant influence of the
INTERFACE on the overall task load. Pairwise comparisons showed that
the VR (M = 20.1, SD = 11.46) interface resulted in a significantly
lower task load than the DYNAMIC REORDERING (M = 49.29, SD =
22.15) interface. But no significant difference was detected between
VR and POWERPOINT (M = 34.23, SD= 21.56) or between DYNAMIC
REORDERING and POWERPOINT. No significant differences between
the INTERFACEs regarding simulator sickness were detected.

The usability was also significantly influenced by the INTERFACE in
such a way that the usability of the VR method (M = 89.11, SD= 7.76)
was significantly higher than for the DYNAMIC REORDERING (M =
53.39, SD = 21.63) and POWERPOINT (M = 69.64, SD = 18.76) meth-
ods. Again, no significant difference between DYNAMIC REORDERING
and POWERPOINT could be detected.

All but one participant preferred the VR method. One preferred the
DYNAMIC REORDERING method. Six participants that preferred the
VR techniques said that ”it results in the fastest overview” (P1, P2, P3,
P4, P7, P8) and ”if something was occluded you could move your head”
(P2, P7, P14). Five also mentioned that ”it was easy to select the layers”
(P1, P4, P6, P8, P12), three that ”the interaction was more convenient”
(P8, P9, P12,) and three that ”it was easier and faster” (P1, P2, P11).
Three participants also complained about the DYNAMIC REORDERING
condition. One said ”I was confused which slide is selected” (P1), one
that ”it was hard to identify the layer” (P2) and one that ”I often selected
the wrong layer” (P6). Another one mentioned that ”it is a problem
that it is only displayed in 2D, so it is hard to see where to tap” (P12).
One participant proposed to highlight the slides when touching them
and selecting them by for example pressing the pens button. This is in
line with our observations that the two baseline techniques required a
lot more trial and error to select the right objects, as they were partially
occluded and it was hard to see which object belongs to which layer. In
contrast, the three-dimensional view and head movement in VR helps
with assigning objects to layers.

5 USABILITY EVALUATION

In addition to the performance evaluation that we presented in Section
4, we conducted a usability study on our prototype, which consists
of the techniques presented in Section 3. Our objective was to find
out if they are easy to understand and to use for regular users. Also,
through participant’s comments we gained valuable insights into how
to improve our prototype. This study was divided into four parts repre-
senting the techniques from section 3—object manipulation, handling
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Reordering Task
d f1 d f2 F p η2

p
TCT 2 26 71.8 < 0.001 0.85

TS-SS 2 26 0.68 0.52 0.05
SUS 2 26 22.8 < 0.001 0.64

Overall task
load 2 26 18.98 < 0.001 0.59

Table 2. RM-ANOVA results for the reordering task. Gray rows show
significant findings. TCT: Task Completion Time. TS-SS: Total Severity
Dimension of the Simulator Sickness Questionnaire. SUS: System Us-
ability Scale d f1 = d fe f f ect and d f2 = d ferror.

occlusions, animations and working across slides. The three concepts
(slide overview, multiple content sources, copying content) on working
across slides, as presented in section 3, were presented to the partici-
pants jointly as one coherent workflow.

5.1 Participants
Eighteen participants (5 female, 13 male) took part in this study. Their
mean age was 28.94 years (SD = 5.3). All had normal or corrected to
normal vision and all but one had prior VR experience.

5.2 Apparatus
The VR applications described in this paper were implemented us-
ing the Unity 2019.4. We used a HTC Vive Pro Eye, which provides
built-in eye tracking in combination with a Microsoft Surface Pro 4
tablet and an AZLink stylus pen. For the user study, the pen, tablet and
HMD were tracked via an OptiTrack motion-tracking system with 6
Optitrack Prime 13 cameras (Figure 6, a and b), since pen tracking via
VIVE-trackers or other VIVE-based tracking devices was unfeasible
due to pen weight concerns. Therefore, the VIVE-based HMD tracking
was overriden to prevent interference between VIVE lighthouses and
OptiTrack cameras. Pen, tablet and the two fingers of the non-dominant
hand, that were used for pinching, were visualized in the virtual envi-
ronment, using 3D models of the real pen and tablet and spheres for the
fingers. The tablet was connected to the PC running the VR application
which received the touch inputs via UDP.

5.3 Procedure
First, participants were asked to sign a consent form and fill out a
demographic questionnaire. Then the eye-tracking was calibrated using
the built-in routine of the HTC Vive Pro Eye. All participants started
with object manipulation, because it is a prerequisite for the animation
techniques. The order of the remaining parts - handling occlusions,
animations and working across slides - was counterbalanced. For each
concept, the participants were walked through the possibilities and
interaction techniques that are provided in the prototype. Then they
had time to try out the technique as long as they liked. On average
participants spent about 5 minutes exploring each technique. Following
each interaction concept, the participants orally graded three statements
(while wearing the HMD) by giving a score on a seven-item Likert
scale, regarding ease of use (”I would find the application easy to use”),
utility (”I would find the application to be useful”) and enjoyment (”I
would have fun interacting with the application”) (1: totally disagree,
7: totally agree). Also they were encouraged to think out loud about
their experience and make suggestions. At the end, when all concepts
were explored, the participants completed the Simulator Sickness ques-
tionnaire [30], the System Usability Scale [5] and the NASA TLX
questionnaire [21]. Also, they were asked to rank the four techniques
by popularity and we conducted a semi-structured interview to give the
participants a chance to further express their thoughts. The whole study
took about 45 minutes on average.

5.4 Results
The results from the three questions on ease of use, utility and enjoy-
ment that were asked after each technique are presented in Figure 10.
It can be seen that the ratings for utility and enjoyment are high with
more than 75% of the answers being at least a five on the seven-item
Likert scale. Even tough the participants had to learn a lot in a short
time, the ease of use rating was also high.

Fig. 10. Answers from questionnaire about Ease of use, utility and
enjoyment for the four concept with 7 being the highest and 1 the lowest
possible score. ObjMan = Object Manipulation, Anim = Animation, Occ =
Occlusion Handling, Across = Across Slides

Fig. 11. Left: percentage of people ranking the technique either 1st, 2nd,
3rd or 4th. Right: boxplot of the ranking. ObjMan = Object Manipulation,
Anim = Animation, Occ = Occlusion handling, Across = Across Slides

After each technique was presented, participants were asked to fill
out three questionnaires (SUS, NASA TLX, SSQ). The system usability
questionnaire reported an average usability score of 71.53 (SD= 20.13)
which indicates that our prototype has an average usability. This is an
acceptable result for a prototype. The average total severity dimension
of the Simulator Sickness Questionnaire was 12.26 (SD = 17.34) (Nau-
sea: M = 5.83, SD = 13.15, Oculo-motor: M = 11.79, SD = 19.49,
Disorientation: M = 15.47, SD = 15.76) , which means the participants
were not suffering from severe simulator sickness.

The average overall task load measured by the NASA task load index
was 25.54 (SD = 11.18), indicating that they were not overwhelmed
(due to technical problems, we lost the data for TLX of one participant
and computed the average with one less value).

Participants were also asked to rank the techniques based on prefer-
ence, see Figure 11. There is no clear trend visible, but animation and
occlusion handling seem to be more popular than the object manipula-
tion technique or working across slides.

Participants also had the chance to comment on the techniques. For
the object manipulation technique, four participants mentioned that it
requires some practice and P8 suggested an additional explicit mode
switch. P2 would rather do the scaling in 2D, as it only affects two
dimensions. P7 thought the 3D rotation was intuitive, and P15 said it
was very useful, because ”you can better see what happens”.

Regarding the animation, two participants mentioned that it is easier
and more intuitive than in a standard slide authoring application. They
also suggested additional features such as the snapping of two frames
(P5), other types of animation (P8) and the possibility to exactly enter
time (P16). However, P2 and P12 also mentioned that a certain amount
of practice time is needed.

P1 and P17 thought that the occlusion handling method makes it
easier and more natural to find a specific layer. P8 suggested to add the
possibility to see the final image not only on the right but also on the
tablets surface or standing on the upper edge. To be more consistent
with the animation mode, P4 suggested to move the layers in-air and
P15 was concerned it could get confusing with a very large number of
objects, but for standard slides this should not be an issue.

When working across slides, participants also mentioned that many
new techniques need to be remembered (P1, P2, P12). Only one
participant thought that too much content is displayed that confuses
her. P2 liked the possibility to make the content in front of the user
invisible and P16 would also like this feature for the slides presented
to the sides of the tablet. P3 suggested to add the possibility to bring
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resources (like a PDF) closer, so that it is easier to read it. P15 found it
challenging to hit the bezel while not looking at it. P10 mentioned to
feel some motion-sickness when the content was moving around (when
adding or closing content).

Participants were also asked to comment on the overall system and
explained their choices for the rating. Four people said that they liked
the system. P2, P10 and P14 said they had fun using the system. P6
and P17 could not imagine themselves using a VR HMD for work, but
nevertheless, they liked the system. Five participants mentioned that
they would need to practice to get used to all techniques. However, P11
mentioned that ”with a little practice it would be faster than in standard
PowerPoint”. P8 suggested to display a cheat sheet somewhere, as
VR provides a lot of space. Three participants mentioned that 3D
view is useful and ”makes things easier to see than in 2D” (P10).
Four people mentioned the system seems viable and P14 said ”I could
imagine to use this system”. P15 and P17 liked the display of additional
information and the increased workspace. P14 was interested in seeing
how these interaction techniques could be integrated in a standard
desktop setup. P4, P17 and P18 especially liked the occlusion handling
technique, because ”it saves us a lot of work” (P4) and ”it is what I
always missed in PowerPoint” (P17). P14 and P15 especially liked the
animation, because ”it was fun” (P14) and ”implemented well and easy
to understand” (P15).

6 DISCUSSION

As people work more remotely, from touchdown offices, on the go or
from home, the importance of mobility and privacy increases. This
paper, and other prior works [4, 15] show that this mode of work can
be more efficient than the current use of 2D displays, as HMDs can fill
the user’s full field of view with potentially very large virtual displays
and show world grounded stereoscopic information, which the user can
interact with directly.

To examine the effect of such a display on presentation authoring
applications, we focused on four specific techniques in this paper: The
use of the large field of view for selection and interactions with content
catalogs, use of 3D visualization for animation, handling object order-
ing and occlusions, and tracking the user’s stylus in 6 DOF, enabling
complex manipulations of objects.

We evaluated the performance of two techniques utilizing the larger
display space and the 3D view provided by VR. First, we examined the
effect of the extended display space where we expected that a larger
field of view would speed up a visual search task as indicated by prior
work [53]. The results of the search study showed that this was true for
the EASY conditions where the target was identifiable pre-attentively.
Yet, contrary to our expectations, as matching required more mental
effort per item, the field of view did not seem to significantly influence
search time. Nevertheless, we argue that a wider field of view is
desirable, as it performs at least as good or better when compared to a
smaller field of view when identifying targets and has the potential to
skip interactions for switching or toggling displayed information.

Our second performance study showed that VR-based 3D visualiza-
tion for resolving occlusion outperformed two baseline techniques in
terms of speed and usability. Follow-up interviews suggested that the
technique was well received, as ”easy”, ”fast” and ”provided a good
overview”. Similar techniques for embedding 2D data in 3D could
also be used in other applications from animation (representing time
as the third dimension) or image editing (showing semantic layers and
versioning in space) to displaying alignment constraints and relations
between slide objects and more. We showed the benefits of VR as a
work space, and hope to encourage more work in this direction.

Additionally, a usability study in a walk-up-and-use scenario was
conducted to evaluate these techniques. Subjects were confronted with
a large amount of new interaction techniques and input modalities
that differ from traditional touch input techniques in several ways. In
spite of this, participants gave positive ratings for ease of use, which
is also reflected in the results of the system usability scale indicating
an average usability of 71.53. It showed the feasibility of our approach
and the techniques were rated usable and enjoyable by participants.
Many participants also expressed the feeling that their level of comfort

with the techniques would improve with more training, indicating their
unfamiliarity due to the walk-up-and-use scenario but general level of
comfort with the techniques. Future work could look at ways to further
improve the techniques to be even more intuitive, discoverable, and
require less setup and explanation to use or to determine the actual
learning curve of the techniques. No severe levels of simulator sickness
were measured among participants and their perceived task load was
also not high, indicating that they had no major issues with the basic
functionality of our prototype. We hope that these findings are precur-
sors for supporting further tasks in presentation authoring beyond the
tested ones. Our goal was to gain initial insights into the usability, yet it
will be important for future work to evaluate them in a more extensive
way.

In this paper we focus on the graphic organization of slides. Text
entry is an important issue for presentation authoring, yet we did not
address it in this paper, as prior works has already addressed typing in
VR, e.g., [13, 19]. These techniques can be used in conjunction with
the presented techniques, for example, after entering the text, it could
be manipulated like any other object (translated, rotated, scaled).

One of our main objectives in designing interactions was to use small
hand movements, to allow for longer interaction times without fatigue.
One option to further extend the input space but still keep small hand
movements would be to remap physical pen and finger movements
using a C-D ratio and visulizing copies of the pen and fingers (similar
to our technique used when working across slides), for example to
allow users to reach higher times in the 3D time view of the animation
mode without scrolling through the timeline.

Another outcome from this work is the use of eye-gaze along with
retargeting the input of a stylus on the tablet. The use of such techniques
allows the user to interact with a very large display space while working
in a limited cluttered physical environment, as their hands are located on
a small tablet screen. This skips the need to physically reach displayed
content sources.

Finally, this paper has only looked at the authoring side of pre-
sentation applications. There is another aspect of these applications
which is the presentation process. While being out of the scope of
this work, there are many similar advancements that can come to play
while presenting, from the use of the large display space to presenting
information useful for the presenter such as upcoming slides or notes.
Also the presented techniques could be used to control the presentations
such as quickly switching between slides that are not neighbours.

7 CONCLUSIONS AND FUTURE WORK

In this work we prototyped an experience called PoVRPoint: a set of
tools that couple pen-, touch- and gaze-based authoring of presenta-
tions on mobile devices with the interaction possibilities afforded by
VR. We studied the utility of extended display space in VR for tasks
such as visual search, spatial manipulation of shapes, animations and
ordering overlapping shapes. The results showed that VR can improve
usability and performance of common authoring tasks and are liked by
participants.

We see multiple avenues of future work. First, we aim at investigat-
ing the knowledge worker experience within the office of the future
in VR [18], with multiple applications in use at any given time. To
achieve this, we plan to explore techniques for transferring content
across applications. Second, we want to explore how to expand the
knowledge worker experience in VR by opportunistically leveraging
available physical objects in-situ, such as a tray surface or an armrest
in an airplane. It has been shown that VR can improve the usability
and performance of editing presentations during the limited time period
of the study. Still, future work should evaluate the effects of working
in VR for prolonged time periods. Finally, we would like to extend
the work into a collaborative one, and see how we can further use the
advantages of VR to create experiences with awareness of the context
and the remote participants. For example, VR can enable remote col-
laboration that represents both the shared document (the task space), as
well as a representation of collaborators with a reference space to show
where they are pointing in relation to the shared document, and private
spaces [65].
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[75] D. Zielasko, M. Krüger, B. Weyers, and T. W. Kuhlen. Menus on the desk?
system control in deskvr. In 2019 IEEE Conf. on Virtual Reality and 3D
User Interfaces (VR), pp. 1287–1288. IEEE, 2019.
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Chapter 6

Quantifying the Effects of
Working in VR for One Week

Summary
The previous chapters, especially Chapter 4 and Chapter 5 have looked into
how VR can potentially support knowledge workers, especially in a mobile
context. However, using VR for work on a regular basis also poses the ques-
tion of how this could affect the users. As presented in Chapter 3, research
on the long-term effects of using VR is very scarce. Therefore, this chapter
presents a study in which participants worked in a VR environment for a
whole workweek. For comparison participants were also observed working in
a physical environment for one week. The aim of this study was to measure
the baseline costs of VR and therefore, the VR and physical environment
were designed to be as similar as possible.

The results show that VR resulted in significantly worse ratings for most mea-
sures, such as task load, frustration, negative affect, anxiety, eye strain, us-
ability, flow, perceived productivity, wellbeing and simulator sickness. There-
fore, this study shows the importance of conducting studies that last consid-
erably longer than most current studies and provides a baseline for continuing
research aiming at improving VR experiences.



90

Contribution Statement
The study design was discussed and agreed upon by Verena Biener, Jens
Grubert and Stephan Streuber. Then, Verena Biener constructed and tested
the study setup, including a literature review on related papers and useful
questionnaires. Verena Biener conducted the study with around half the
participants and instructed Snehanjali Kalamkar, John J. Dudley, Jinghui
Hu and Maheshya Weerasinghe to conduct the study in remote locations.
The statistical analysis was performed by Verena Biener and the results were
discussed among all authors. Verena Biener also created all figures, with
support from Negar Nouri. The first draft of the article was written by
Verena Biener and then refined by all authors.

Article [16]
© 2022 IEEE. Reprinted, with permission, from Verena Biener, Snehanjali
Kalamkar, Negar Nouri, Eyal Ofek, Michel Pahud, John J. Dudley, Jinghui
Hu, Per Ola Kristensson, Maheshya Weerasinghe, Klen Čopič Pucihar, Mat-
jaž Kljun, Stephan Streuber & Jens Grubert. Quantifying the Effects of
Working in VR for One Week. In IEEE Transactions on Visualization and
Computer Graphics (TVCG), vol. 28, no. 11, Nov. 2022, pp. 3810-3820.
https://doi.org/10.1109/TVCG.2022.3203103

In reference to IEEE copyrighted material which is used with permission in
this thesis, the IEEE does not endorse any of Coburg University’s and Uni-
versity of Bayreuth’s products or services. Internal or personal use of this ma-
terial is permitted. If interested in reprinting/republishing IEEE copyrighted
material for advertising or promotional purposes or for creating new collec-
tive works for resale or redistribution, please go to http://www.ieee.org/
publications_standards/publications/rights/rights_link.html to
learn how to obtain a License from RightsLink. If applicable, University
Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
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Fig. 1. a) Participant working in a physical desktop setup in one of three physical locations (Germany), including a curved display and a
keyboard with integrated touchpad. b) Participant working in the VR setup wearing an Oculus Quest 2, using the same keyboard but a
virtual curved display. c) Participant’s view within VR where the streamed content from a remote machine is visible. d) Participant’s
view of the keyboard and hands within VR.

Abstract—Virtual Reality (VR) provides new possibilities for modern knowledge work. However, the potential advantages of virtual
work environments can only be used if it is feasible to work in them for an extended period of time. Until now, there are limited studies
of long-term effects when working in VR. This paper addresses the need for understanding such long-term effects. Specifically, we
report on a comparative study (n=16), in which participants were working in VR for an entire week—for five days, eight hours each
day—as well as in a baseline physical desktop environment. This study aims to quantify the effects of exchanging a desktop-based
work environment with a VR-based environment. Hence, during this study, we do not present the participants with the best possible
VR system but rather a setup delivering a comparable experience to working in the physical desktop environment. The study reveals
that, as expected, VR results in significantly worse ratings across most measures. Among other results, we found concerning levels
of simulator sickness, below average usability ratings and two participants dropped out on the first day using VR, due to migraine,
nausea and anxiety. Nevertheless, there is some indication that participants gradually overcame negative first impressions and initial
discomfort. Overall, this study helps lay the groundwork for subsequent research, by clearly highlighting current shortcomings and
identifying opportunities for improving the experience of working in VR.

Index Terms—virtual reality, long-term, knowledge work, user study

1 INTRODUCTION

Virtual Reality (VR) has the potential to enhance physical working
environments, for instance, by providing repeatable, location indepen-
dent user experiences, or relieving physical world limitations such as
screen sizes of physical screens [19]. For example, prior work studied
transplanting or extending tasks performed by knowledge workers (as
defined by [11]) from physical 2D displays to head-mounted displays
(HMDs) (e.g. [6, 15, 45]). The use of a large display space around
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the user provided by the HMD, not limited by the size of physical
monitors, supports visualization of information in multiple depth layers.
The direct manipulation of data using natural hand motions, and the
ability to map small physical motions to larger actions in such virtual
environments can reduce fatigue and may open up the workspace for
people with special needs. Remote collaboration in such environments
brings people to the same virtual space, and, with a varying level of
representation needed for a particular task at hand, can increase their
sense of presence [46]. In addition, an office in VR can dynamically
adapt to a user’s work situation—it could transform into a calming
beach when reading a paper or a formal office when writing an email.
Virtual environments also provide privacy from the outside world and
the removal of real environment disruptions may help users focus their
attention on work. Further, collaborative work in virtual environments
can save users the travel hassle, associated costs and reduce carbon
footprint [26].

However, VR substitutes users’ visual, audio and sometimes haptic
sensations provided by the physical world with artificial inputs. With
current VR technologies many of these inputs provide an inferior expe-
rience compared to the real world. For example, HMDs typically have a
smaller field of view (FoV) compared to humans’ visual field, and their
resolution, while increasing over the years, is still lower than the retinal
resolution. Most HMDs render the entire virtual world at a fixed focal
distance and their dynamic range is smaller than what we can perceive
as humans. Additionally, with their substantial weight and by blocking
the air flow on the face, HMDs can reduce users’ comfort. While many
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of these limitations are likely to be addressed and improved in the fu-
ture, visions of virtual knowledge work are not limited to research labs
anymore. Startups such as Spatial or large corporations such as Meta
and Microsoft are advancing products to facilitate virtual knowledge
work.

Hence, we see it as beneficial to understand how VR technology
available to end-users today influences knowledge work. In particular,
we strive to quantify the effects of VR experiences that users can have
today using commercial of-the-shelf hardware. Hence, we decided
against designing an as good as possible virtual environment. Instead,
we intentionally decided to study a specific operating point of VR hard-
ware and software—the commercially available Oculus Quest 2 HMD
and Logitech K830 physical keyboard with integrated touchpad. This
specific combination enables integrated hand and keyboard tracking
and allows virtual work for a large user group today.

To this end, we report on a study with users working for an entire
workweek (five days, eight hours each day) in VR with the aforemen-
tioned setup (Fig. 1, b). To quantify the costs of this setup compared
to physical workplaces, participants also worked another workweek
in a corresponding physical work environment (Fig. 1, a). To be able
to compare the two conditions, we made both the virtual and physical
work environments as similar as possible: the same display size, shape,
resolution and input device. At the same time, and in contrast to prior
studies (e.g. [22, 50]), we decided against prescribing artificial tasks
to participants but instead allowed participants to determine their own
actual work. While this choice potentially impacts repeatability and
replicability it also increases the ecological validity of the findings.

We are well aware that with the current state of VR technology,
working in VR will be demanding on the user: the size, weight and
quality of the HMD, its limited FoV, latency, and the authenticity of
the representation of the world around users (drinks, keyboard, mouse,
etc.) can affect the workflow. As a result, one can expect that the
user experience in VR might be inferior to the one in the physical
environment. Still, we see it as a worthwhile endeavor to quantify the
effects of working in VR over five consecutive working days with eight
hours in each day. This can serve as baseline for future optimized VR
experiences that do not necessarily replicate a physical environment.
Further, running a study over five consecutive days allows us to study
gradual changes over time.

The main findings of the study are as follows: 1) self-rated task load
was significantly higher in VR (approximately 35%), as was frustration
(42%), negative affect (11%), anxiety (19%) and eye strain (48%);
2) VR resulted in significantly lower system usability scale scores
(36%) with below average ratings, self-rated flow (14%), perceived
productivity (16%) and wellbeing (20%); 3) VR resulted in (according
to Stanney et al. [54]) poor ratings of simulator sickness. The values of
some measures improved over the five days for both VR and PHYSICAL.
However, we only found that the rate of change was significantly higher
for VR regarding visual fatigue ratings compared to PHYSICAL which
means it decreased significantly faster in VR.

In order to facilitate future work, we release an anonymized
dataset along with this paper which can be found at
https://gitlab.com/mixedrealitylab/quantifying-the-
effects-of-working-in-vr-for-one-week. In summary, this
paper presents the following contributions: 1) a study on the effects
of working in VR for five working days, eight hours per day, 2)
quantification of effects that occur between VR and a baseline physical
work environment and 3) an accompanying dataset to aid replication
and further analysis by the community.

2 RELATED WORK

There are several potential benefits of using VR as a working environ-
ment. Besides theoretical advantages of virtual offices (e.g., [19, 31, 32,
44] further work has empirically investigated specific benefits of VR for
knowledge work, which are discussed in Sect. 2.1. Yet, the prolonged
usage of VR can affect the usage and workflow. Therefore, Sect. 2.2
discusses previous work investigating long-term VR use. The potential
benefits and understanding long-term usage motivated our work, which
builds upon and extends the existing body of literature.

2.1 Benefits of VR for Knowledge Work

Prior research has examined the use of VR as an environment for
knowledge work, showing a variety of effects of VR on the quality of
work, the flexibility of the VR display, the direct interaction which can
be used to increase productivity and the control of the environment
around the worker which can be used to reduce stress. Ruvimova et
al. [50] found that a VR office on a virtual beach successfully reduced
distraction and simulated the workflow of a closed physical office. This
indicates that VR can help users stay focused in open office environ-
ments. This capability is not restricted to VR. By displaying virtual
separators in a physical office, augmented reality (AR) has also been
shown to be useful against visual distractions [33]. In addition, users
were allowed to personalize their work environment, which helped to
increase their satisfaction and improved their experience of a shared
workspace. Personalization of workspace has been shown beneficial
in several studies and the literature emphasizes the importance of per-
sonalized design concepts for the so called non-territorial offices or
shared office space [9, 29]. In such contexts, both VR and AR have
the capability to allow users to design and decorate their virtual office
space according to their preferences.

Prior research [2, 56] has demonstrated how virtual nature environ-
ments can reduce stress and improve mood during work. It is well
known that spaces filled with greenery or even a view on greenery pro-
vide an opportunity for recovery from mental fatigue and are generally
beneficial to human health [4, 27]. Further work indicates that VR
can reduce stress more effectively than simply streaming a video of
relaxing content [48] and that interactive VR environments are more
effective than passively consuming VR content [57]. Also, Mostajeran
et al. [41] found that showing a forest environment had positive effects
on cognition. Despite these benefits, Li et al. [34] found that while
users preferred nature environments, they were more productive when
working in an office-like environment.

VR also provides new possibilities for interacting with and visual-
izing work-related content. Biener et al. [6] showed how multimodal
interaction techniques, including eye tracking, can be used to efficiently
navigate between a large number of virtual displays and how a three-
dimensional visualization with depth-perception makes tasks involving
multiple layers much easier. Pavanatto et al. [45] compared physical
and virtual monitors in AR and concluded that while virtual monitors
can be beneficial, they are still technically inferior. Therefore, they sug-
gested to combine both physical and virtual monitors in the workflow,
which is already put to practice in commercial products such as the
Lenovo ThinkReality A3 Smart Glasses.

VR can also increase the usability and performance of knowledge
worker tasks. For example, spreadsheet [15] and presentation authoring
applications [5] can significantly benefit from depth perception, poten-
tially large virtual display space, and new interaction possibilities such
as a spatially tracked pen and eye-tracking, all provided by VR as well.

The benefits of extended virtual display spaces have been investi-
gated in both stationary [12, 39] and mobile [40, 42] environments. For
example, new interaction techniques for navigating large display spaces
have been proposed using non-linear mapping of head-gaze [39] or
above-surface interaction [40]. Personalized layouts of multiple virtual
displays have also been studied [12,42]. For example, Ens et al. [12] in-
dicated that application switching times can be decreased by up to 40%
using optimized layouts. Ng et al. [42] found that layout preferences
depend on the perception of other passengers’ physical presence, e.g.,
when sitting in an airplane seat next to another person. Using VR for
knowledge work can also address privacy issues [19, 51] and enhance
capabilities of existing devices, such as changing the keyboard on the
fly to support other languages, symbols, and layouts [51].

However, these prior works have been studied in short term ex-
periments. Also, while the proposed interaction techniques show the
potential for supporting knowledge work in VR they often are restricted
to specific lab-based setups. Instead, in our study, we focused on expe-
riences that are accessible to potentially millions of users today, relying
on commercially off-the-shelf hardware and software.
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2.2 Working in VR for an Extended Period of Time
While several possibilities of using VR for knowledge work have been
explored in recent years, showing advantages, the effects of long-term
usage of such environments are still not sufficiently understood. Be-
sides anecdotal reports (for example [10, 30]), researchers began to
investigate long-term effects of AR and VR interfaces. Long-term
usage of AR has been explored in manufacturing. In a study by Grubert
et al. [18] participants used AR for four hours in an order picking
task. The results showed a higher work efficiency in the AR condition
without an increase in overall objective and subjective strain. However,
some participants felt a higher eye discomfort compared to a non-AR
baseline. Wille et al. [59] compared four hours of work on a monocular
HMD, tablet and computer monitor, and did not find any objective
physiological effect on participants’ visual system. However, subjec-
tive ratings of strain were significantly higher for the HMD, which
authors attributed to the unfamiliarity with the technology. In Funk et
al.’s study [13], participants used a projector-based AR system for at
least three full working days to perform an assembly task. The system
was shown to be useful for untrained workers, yet it slowed down the
performance and increased cognitive load for expert workers.

Lu et al. [37] conducted an in-the-wild study of glanceable AR for
everyday use where participants used the prototype for three days. The
authors concluded that participants liked the prototype and would use
it daily if the HMD had a form factor of regular prescription glasses. In
a 24-hour self-experiment [55] one participant worked, ate, slept and
entertained himself in VR. In another case study [43], two participants
used VR HMDs for 12 hours straight and reported only mild simulator
sickness symptoms.

The prior work most similar to this paper has been conducted by
Guo et al. [21–23] and Shen et al. [53]. They looked at prolonged
use of VR for office work in a virtual environment. Their long-term
study [21,22,53] had 27 participants working in a virtual and a physical
office for eight hours, performing tasks such as document correction,
keyword searching, text input and image classification. In the context of
the Maslow’s Hierarchy of Needs, the researchers found that emotional
needs must be met in short and long-term use, while physiological,
belongingness needs, temporal- and self-presence are only important
for long-term use [22]. Evaluating the effects on visual discomfort, Guo
et al. [21] found that signs of visual fatigue (subjective rating, pupil
size, accommodation response) change with time in both physical and
virtual conditions. They also indicated that female participants suffered
more from visual fatigue and they speculated that this could be due
to less experience with VR. They did not find significant differences
in nausea and eye strain between the virtual and physical condition,
but larger difficulty in focusing and physical discomfort (due to weight
and form factor of HMD) were present in VR. In addition, Shen et
al. [53] asked participants to perform a psychomotor vigilance task
(PVT) six times during the day and found significantly less PVT lapses
and higher reaction times in the physical environment, which indicates
a higher mental fatigue in VR. They propose two explanations: either
VR occupies more attentional resources or VR can increase attention of
participants more effectively so that participants use more attentional
resources. However, all these findings are based on artificial tasks
designed by researchers, which might influence the results compared
to real in-the-wild tasks. Also, prolonged use studies seem necessary
to ensure participants obtain sufficient familiarity with the VR setup so
that it is comparable with working in the physical environment. Hence,
we here conduct a study that is five times as long in duration (five
days, eight hours per day in each condition) compared to the prior
studies [21, 22, 53]. Further, in our study we ask participants to work
on their own everyday work tasks.

3 STUDY

Our goal was to quantify the effects of working in a virtual reality
environment for extended periods of time. Specifically, we compared
working in VR to working in a physical environment by analyzing their
respective effects on a variety of measures as explained in the following
sections. The study was approved by the ethics committee of Coburg
University of Applied Sciences and Arts.

Table 1. Overview of measures taken during the study: before starting
the daily work (START), and after two (2), four (4), six (6) and eight (8)
hours of work. For the significance tests the average of each of the two
values from the morning and afternoon are used.

Measure Start 2h 4h 6h 8h
Task Load ✓ ✓ ✓ ✓

System Usability ✓ ✓ ✓ ✓
Flow ✓ ✓ ✓ ✓

Perceived
Productivity

✓ ✓ ✓ ✓

Frustration ✓ ✓ ✓ ✓
Presence VR only VR only VR only VR only

Pos. / Neg. Affect ✓ ✓
Wellbeing ✓ ✓ ✓ ✓ ✓
Anxiety ✓ ✓ ✓ ✓ ✓

Simulator Sickness ✓ ✓ ✓ ✓ ✓
Visual Fatigue ✓ ✓ ✓ ✓ ✓

Heart Rate continuous
Break Times continuous
Typing Speed first day last day

3.1 Study Design
The experiment was designed as a within-subjects study. Each partic-
ipant completed a full week of work (5 days, 8 hours per day) in a
virtual and in a physical environment. The first independent variable is
ENVIRONMENT, which is either VR or PHYSICAL. We counterbalanced
ENVIRONMENT, with half the participants starting with the VR week
and half of them with PHYSICAL. The second independent variable is
DAY with five levels, namely DAY1, DAY2, DAY3, DAY4 and DAY5.

To get a better idea of how the measures evolve during the week,
participants answered various questionnaires five times a day at fixed
times: before starting the daily work, two before lunch break (after 2
and 4 hours of work) and two after a 45 minute lunch break after 6
and 8 hours of work. We subsequently merged these data-points into
three values for each day, resulting in a third independent variable TIME
with the three levels START, MORNING (mean of two data points before
lunch break) and AFTERNOON (mean of two data points after lunch
break).We merged the two data points from morning and afternoon to
make measures more robust against the influence of different work tasks
and to account for possible logging errors, as one missing value would
eliminate all measures from this participant for ANOVA analysis.

Dependent variables included self-rated subjective as well as objec-
tive measures as explained in the next section. The number of data
points, and, therefore, also the number of levels of the independent
variables DAY and TIME varies between these measures, because de-
pending on their purpose, some of them were recorded at different
frequencies. The measures and the number of data-points obtained for
each are summarized in Table 1.

3.2 Measures
In the course of the study we collected a range of subjective as well as
objective measures which are presented in Table 1. Some of the subjec-
tive measures were assessed with questionnaires at four specified time
intervals: after two, four, six and eight hours of work. These measures
include: task load measured by the NASA TLX questionnaire [24],
usability measured by the system usability scale [8], flow [49], presence
using the IPQ questionnaire1 [52], and two separate questions asking
the participants to rate their perceived productivity and frustration on
a 7-point-Likert-scale (from 1 to 7) (“I was very productive in the last
two hours.”; “I was very frustrated in the last two hours.”). These
measures where not taken at the START of the day, because they are not
meaningful without referring to a prior period of work.

Further subjective measures were assessed five times a day. Specifi-
cally, data was collected before starting the daily work as well as every
two hours as with the aforementioned questionnaires. These measures
assessed different aspects of participants’ general physical and mental
wellbeing: anxiety using the short version of STAI [61] to examine if

1http://www.igroup.org/pq/ipq
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VR has an effect on anxiety, the simulator sickness questionnaire [28],
visual fatigue using six questions from [25] as was done by [3], and
a separate question asking participants to rate their wellbeing on a
7-point-Likert-scale (“I was very comfortable in the last two hours.”).
Even though the simulator sickness questionnaire already includes one
question about visual fatigue, we chose to use an additional set of
questions to assess it more closely. In addition, participants answered
the PANAS-SF questionnaire [58] to record a positive/negative affect
of each condition on emotional state of users. This questionnaire was
answered solely before starting the daily work and at the end of the
working day to measure a change in emotional state induced by a the
whole day of work. Sometimes, participants could not complete a par-
ticular questionnaire at the exact time because they had to participate
in a meeting or lecture. Still the average duration of time blocks was
very close to two hours (m = 122 min, sd = 55.88)

At the end of each week, further qualitative data was collected in a
short interview. Participants were asked to talk about what they liked
or disliked during the week, how they felt, what problems occurred and
what they would improve in the particular condition used that week.
After both weeks were completed, they were also asked about their
preferences and if they could imagine using VR for work in the future.

Additionally, we also collected a set of objective measures. These
included heart rate, which can be used as an indication for stress. It
was continuously recorded using a Polar H10 chest strap. Using a
webcam, we also recorded users’ heads and we used these videos to
track participants’ break behaviors, that is, how much time participants
spent away from the screen. Longer breaks were also recorded by
ManicTime [1] software, which we used to additionally detect and
confirm inactivity of more than 10 minutes as a break. At the beginning
and end of each week the typing speed of each participant was assessed
using a web-based typing speed test [16] to see if they were adapting
to the unknown keyboard during the week. Note that we did not focus
on text entry performance as a primary measure, as prior work already
indicated that users can adapt well to physical keyboards in VR [20,47].

3.3 Apparatus

The experimental setup was designed to make the work environment
in both conditions (VR and PHYSICAL) comparable, while still relying
on commercial off-the-shelf hardware and standard system software.
We used an Oculus Quest 2 HMD (Quest-Build 37.0) as it provides
integrated tracking of user’s hands and a physical keyboard, which
was, at the time of the experiment, the Logitech K830. This keyboard
has an integrated touchpad and was used as the main input device.
Hence, we restrained from using an external mouse, which would also
inhibit the repeatability of the experiment (as custom solutions would
be needed for mouse tracking). In both conditions participants used a
work-computer to work on during the whole experiment. Participants
could either bring their own computer, or use the computer provided by
us. In both conditions, a browser and Chrome Remote Desktop [35]
were used to connect to the work-computer. This allowed participants
to see the desktop environment through the Oculus Browser in VR
HMD. To make the PHYSICAL condition as similar as possible to
VR and to reduce confounding variables, we used a second computer
(display-computer) in the non-VR condition as well and connected it
to the work-computer via Chrome Remote Desktop. Therefore, using
a personal laptop did not affect the study as users were accessing it
remotely, solely using the curved monitor or the VR HMD and the
keyboard. The language settings of the work-computer were set to
English regardless of the geographical location of the participants,
because at the time of the study, the Oculus Quest 2 only supported
visualization of the English keyboard layout. A 24-inch curved display
(AOC Gaming C24G1) was used as the display-computer, which was
placed 60 cm from the participants, to resemble the field of view of the
virtual browser window in VR (ca. 47° horizontally, 27.5° vertically)
as closely as possible. The resolution of the work-computer was set
to 1366×768 at 125% display scaling which allowed common user
interface elements to still be legible in the virtual display. For example,
the capital letter A rendered in the typeface Calibri at size 12 pt would
result in a vertical FoV of 17.19 arcminutes at 60 cm viewing distance.

Fig. 2. a) VR condition in the UK, b) PHYSICAL condition in the UK, c) VR
condition in Slovenia, d) PHYSICAL condition in Slovenia.

The physical curved display was present in both conditions, because
a webcam was mounted on top of it to detect the participants’ head
movements. For the VR condition, an ArUco marker [14] was attached
to the headset to allow analysis of break times. For the non-VR con-
dition, we used the face-mesh algorithm of mediapipe [36]. In both
conditions, the keyboard was connected directly to the work-computer
via the Bluetooth, as otherwise the remote connection causes some keys
to function incorrectly. This necessitated the use of a second keyboard
in the VR condition which was connected to the Oculus Quest 2 via
Bluetooth. When the Quest 2 has a Bluetooth connection to a K830
keyboard, it will detect and display any K830 in view. This allowed the
keyboard connected to the work-computer and used by the participant
to be displayed in VR. The keyboard actually connected to the Quest 2
was hidden out of sight.

In conjunction with the keyboard tracking in the Oculus Quest 2,
the hand tracking was also enabled. We added a virtual desk using the
‘Bring Your Desk Into VR’ option of the Oculus Quest 2. To mitigate
distractions in the virtual environment, we selected the ‘Bubbles’ home
environment. We did not replicate the rest of the physical environment
(e.g., walls surrounding the user). While this might create a potential
confound, we decided on such design in favor of repeatability and
ecological validity of the experiment (i.e. experiences that actual users
can have outside of lab environments without the need to install custom
hardware or software). Also, while we did not quantify the illuminance
at the user’s eye in the physical workplace we ensured that the perceived
lighting conditions were comparable.

In addition, participants could double-tap the side of the HMD to
toggle the pass-through-mode, so that they could more easily drink, eat
or pick up their phone. We also reduced distractions in the physical
environment as much as possible, however, the setup slightly differed
between the three physical locations in which the experiment was
carried out (Germany, UK, Slovenia). In Germany the participants
(ten in total) were partially shielded from the rest of the room using
mobile walls, as can be seen in Fig. 1, a and Fig. 1, b. In the UK,
participants (2) were sitting on their own in the corner of a vacant open
office, as displayed in Fig. 2, a and Fig. 2, b. In Slovenia, participants
(4) were sitting in a corner of a small office, as shown in Fig. 2, c and
Fig. 2, d. In general, participants were sitting on their own, but due
to the length of the experiment we could not completely control the
occasional presence of other people. In these situations, other people
present were asked to be as quiet as possible.

In both conditions participants were wearing a Polar H10 chest strap,
which was used for collecting heart rate data. The strap sent data to an
Android Phone with the Polar App installed via Bluetooth.
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3.4 Participants
In total, 16 participants (mean age = 29.31, sd = 5.52, 10 male, 6
female) participated in the study and completed both weeks. All partic-
ipants were employees or researchers at a university. Two additional
participants (age 32 and 33, one male, one female) dropped out on the
first day of the VR condition due to a migraine, nausea and anxiety.
Eight participants started the study with the VR week and the other
eight with the PHYSICAL week. Three participants were left handed,
but all participants used their right hand to operate a mouse which was
consistent with the touch pad of the K830 being on the right-hand side
of the keyboard. All participants had normal, or corrected to normal
eyesight and they saw everything clearly in the virtual environment.
Two (2) participant had no previous experience with VR, six (6) only
slight experience, two (2) had moderate experience, four (4) substantial
experience, and two (2) extensive experience. Participants were also
asked to indicate how often they usually look at the keyboard while
typing on a scale from 1 (never) to 7 (all the time), which resulted in a
mean rating of 3.19 (sd = 1.38). When asked about how often they use
a touchpad the mean rating (on the same scale) was 2.88 (sd = 1.67).

3.5 Procedure
All participants were informed about the procedure and the content of
the study, signed a consent form and filled out a demographic question-
naire. Next, the participant attached the Polar H10 heart rate sensor. On
the first day of VR, participants received a short introduction using the
HMD, how to activate the pass-through mode, and how to reconnect
via Chrome Remote Desktop.

Next, the camera recording of the participant’s face and ManicTime
software were started and the participant filled out the first set of ques-
tionnaires (the further ones followed after 2, 4, 6 and 8 hours according
to Table 1). The questionnaires were filled out on the same screens that
the participants worked on (a physical screen in PHYSICAL and virtual
one in VR). Each participant conducted a typing speed test before the
first day and following the last day of each condition as explained in
Sect. 3.2 and visible in Table 1. All participants were required to take a
45 minute break after four hours. All together, the duration of the whole
workday was 8 hours 45 minutes. At the end of each week participants
were interviewed and all data collected during the week was secured.

3.6 Results
We used a three-way repeated measures analysis of variance (ANOVA)
to analyze the collected data. Non-normal data was log-transformed
(heart rate, break time, typing speed) and for the subjective feedback
from questionnaires we used the Aligned Rank Transform [60] be-
fore conducting ANOVA (task load, system usability, flow, perceived
productivity, frustration, presence, positive/negative affect, wellbeing,
anxiety, simulator sickness, visual fatigue). For multiple comparisons
in post hoc tests, we used Wilcoxon signed-rank test for ART data
and t-test otherwise, both with Bonferroni adjustments at an initial
significance level of α = 0.05. As already mentioned, the number of
independent variables and the number of levels of each independent
variable differ between the measures. The results for the measures are
presented in the following sections. We only display main effects of
the ENVIRONMENT and interaction effects involving the ENVIRON-
MENT, as our focus was on exploring the differences between VR and
PHYSICAL and not general variances over time. Therefore, no main
effects of DAY or TIME are reported in the paper. We provide a more
extensive analysis of other main and interaction effects in the supple-
mentary material. In addition to examining interaction effects of DAY
and ENVIRONMENT, we compared the slopes of a fitted line through all
days between VR and PHYSICAL by using a one-sided t-test. We chose
a one-sided t-test, because we wanted to know if the slopes for VR are
significantly higher, as we hypothesize that VR changes are greater,
as participants are getting used to a relatively new system while the
PHYSICAL environment is familiar from the start. We only report this,
for the measures with interaction effects between ENVIRONMENT and
DAY (negative affect, anxiety, simulator sickness, visual fatigue). Due
to data logging errors, we had to remove some participants from the
analysis of several measures (as indicated below). Data logging errors

occurred due to the following reasons: 1) the website providing the
questionnaires was once not reachable; 2) participants answered the
wrong questionnaire-set four times (after 8 hours they did the question-
naire meant for after 6 hours, which did not include positive/negative
affect); 3) one participant skipped the first questionnaire once; 4) Po-
lar’s heart rate logging application failed to properly sync data for 6
participants on at least one day. As data logging errors rarely occurred
for questionnaires (5 times), we do not believe it affected the results.

Task Load: Over the whole week, VR induced a significantly
higher taskload (m = 46.48, sd = 2.64) compared to PHYSICAL (m =
34.37, sd = 1.55). The mean task load for each DAY and TIME in both
weeks is displayed in Fig. 3. The ANOVA results are displayed in
Table 2. Due to logging errors, one participant had missing data and
was therefore excluded from the analysis. There were no interaction
effects between DAY and ENVIRONMENT. This result indicates that
participants experienced a significantly higher perceived workload
when working in VR than in the comparable physical setup.

System Usability: Over the whole week, PHYSICAL resulted in a
significantly higher system usability (m = 73.88, sd = 1.49) compared
to VR (m = 54.71, sd = 1.32). The mean system usability for each DAY
and TIME in both weeks is displayed in figure Fig. 3. The ANOVA
results are displayed in Table 2. There were no interaction effects
between DAY and ENVIRONMENT. We can conclude from this result
that participants found the VR working arrangement far less usable
than the comparable physical setup.

Flow: Over the whole week, PHYSICAL resulted in a significantly
higher flow (m = 4.76, sd = 0.15) compared to VR (m = 4.11, sd =
0.18). The mean flow score for each DAY and TIME in both weeks is
displayed in Fig. 3. The ANOVA results are displayed in Table 2. Due
to logging errors, we lost the data of three participants for this measure.
There were no interaction effects between DAY and ENVIRONMENT.
This result suggests that working in VR did not support participants’
focus and sense of active engagement in their work activity in a better
way compared to PHYSICAL.

Perceived Productivity: Over the whole week, PHYSICAL in-
duced a higher level of perceived productivity (m = 4.89, sd = 0.23)
compared to VR (m = 4.11, sd = 0.28). The mean productivity scores
for each DAY and TIME in both weeks are displayed in Fig. 3. The
ANOVA results are displayed in Table 2. In addition, an interaction
effect between TIME and ENVIRONMENT was detected, but post hoc
tests, comparing VR with PHYSICAL indicated that VR resulted in lower
perceived productivity for both times (MORNING, AFTERNOON). This
result suggests that working in VR did lead to a significant decrease in
perceived productivity compared to PHYSICAL.

Frustration: Over the whole week, VR resulted in a significantly
higher score for frustration (m = 3.49, sd = 0.34) compared to PHYSI-
CAL (m = 2.45, sd = 0.26). The mean frustration scores for each DAY
and TIME in both weeks are displayed in Fig. 3. The ANOVA results
are displayed in Table 2. There were no interaction effects between
DAY and ENVIRONMENT. This result suggests that working in VR did
lead to a significant increase in frustration compared to PHYSICAL.

Presence: Questions about presence only make sense in the VR
condition. Therefore, this measure is merely descriptive. The mean
presence scores for each DAY and TIME are displayed in Fig. 3. The
presence score ranges from 0 to 6, with 6 being the maximal amount
of presence perceived by participants. Among all participants over the
whole week the mean total presence score was 3.06 (sd = 1.15). The
sub-scores for spatial presence was 3.66 (sd = 1.4), for involvement
2.39 (sd = 1.01) and for experienced realism 2.49 (sd = 1.21).

Positive/Negative Affect: Over the whole week, VR resulted in a
significantly higher negative affect (m = 11.97, sd = 1.04) compared
to PHYSICAL (m = 11.11, sd = 0.52). No such effect could be detected
for positive affect. The analysis also indicated a significant interaction
effect between ENVIRONMENT and DAY on negative affect, which was
not confirmed in post hoc tests. The mean scores for positive and
negative affect for each DAY and TIME for both weeks are displayed
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Fig. 3. Average values and standard error for subjective measures in the morning (m) and afternoon (a).

Table 2. RM-ANOVA results for subjective measures. d f1 = d fe f f ect and d f2 = d ferror.

Task Load System Usability Flow
d f1 d f2 F p η2

p d f1 d f2 F p η2
p d f1 d f2 F p η2

p

Environment 1 14 12.03 .003 .46 1 15 21.14 < .001 .58 1 12 7.72 .02 .39
Environment*Day 4 56 2.04 .10 .13 4 60 .75 .57 .05 4 48 1.37 .26 .10
Environment*Time 1 14 .08 .78 .01 1 15 .01 .91 < .001 1 12 .33 .57 .03

Perceived Productivity Frustration Positive Affect Negative Affect
d f1 d f2 F p η2

p d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p

Environment 1 15 1.01 .01 .46 1 15 11.70 .003 .44 1 12 2.14 .17 .15 1 12 14.44 .003 .55
Environment*Day 4 60 1.16 .34 .07 4 60 .19 .94 .01 4 48 .83 .52 .06 4 48 4.11 .006 .25
Environment*Time 1 15 6.96 .02 .32 1 15 .02 .88 .001 1 12 .05 .82 .004 1 12 3.15 .10 .21

in Fig. 3. Due to data collection errors 4 data points of 3 different
participants are missing, so these participants had to be removed to
conduct the ANOVA. The ANOVA results are displayed in Table 2.
There were no significant differences in the trendline slopes for negative
affect over days (p = 0.082). These findings indicate that working in
VR was more detrimental to participants’ moods than working in the
physical setup.

Wellbeing: Over the whole week, PHYSICAL resulted in a sig-
nificantly higher wellbeing (m = 5.31, sd = 0.34) compared to VR
(m = 4.25, sd = 0.59). The mean scores for wellbeing for each DAY
and TIME in both weeks are displayed in Fig. 4. The ANOVA re-
sults are displayed in Table 3. Due to logging errors, data of one
participant is missing. There were no interaction effects between
DAY and ENVIRONMENT. However, an interaction effect between
the ENVIRONMENT and TIME was detected. Post hoc tests, com-
paring the VR to PHYSICAL condition for each of the three times
(START, MORNING, AFTERNOON) indicated that the VR condition
results in a significantly lower wellbeing in the MORNING (V = 10,
p = 0.015, r = 0.71, meanV R = 4.07, sdV R = 1.4, meanPhysical = 5.26,
sdPhysical = 1.42) and AFTERNOON (V = 11, p = 0.01, r = 0.74,
meanV R = 3.91, sdV R = 1.2, meanPhysical = 5.15, sdPhysical = 1.27),
but not at START.

Anxiety: Over the whole week, VR resulted in a significantly higher
anxiety (m = 5.3, sd = 5.84) compared to PHYSICAL (m = 2.42, sd =
5.34). The mean scores for anxiety for each DAY and TIME in both
weeks are displayed in Fig. 4. The ANOVA results are displayed in
Table 3. There were also interaction effects between ENVIRONMENT
and both DAY and TIME, which were not confirmed in post-hoc tests.
Also, there were no significant differences in the trendline slopes over
days (p = 0.21). The findings suggest that working in VR elevated
participants’ feelings of anxiety.

Simulator Sickness: Over the whole week, simulator sickness
scores were significantly higher in VR (m= 34.3, sd = 10.16) compared
to PHYSICAL (m = 9.21, sd = 4.47). According to Stanney et al. [54]
these symptoms in VR can be considered bad. The mean scores for
each DAY and TIME for both weeks are displayed in Fig. 4. The
ANOVA results are displayed in Table 3. Interaction effects between the
ENVIRONMENT and both DAY and TIME were detected. Post hoc tests
revealed a significant difference between VR and PHYSICAL condition
on all days and for all three time periods. Also, there were no significant
differences in the trendline slopes over days (p= 0.078). These findings
suggest that VR leads to substantial simulator sickness symptoms over
the course of the week.

Visual Fatigue: Over the whole week, VR (m = 1.61, sd = 0.22)
resulted in a significantly higher visual fatigue than PHYSICAL (m =
1.09, sd = 0.05). The mean visual fatigue scores for each DAY and
TIME in both weeks are displayed in Fig. 4. The ANOVA results are
displayed in Table 3. Additionally, interaction effects between all
variables were found. Post hoc tests revealed a significant difference
between VR and PHYSICAL on every day and for all time periods
(START, MORNING and AFTERNOON). Comparing the slopes of lines
fitted through the mean ratings for each day, we found that in VR
(m = −0.069, sd = 0.13) visual fatigue decreased at a significantly
higher rate than in PHYSICAL (m = −0.01, sd = 0.03) during the
course of the week (p = 0.04, Cohen′s d =−0.47). This suggests that
while visual fatigue was substantially higher in VR, it also decreased
significantly faster that PHYSICAL.

Heart Rate: Statistical tests showed no significant influence of
ENVIRONMENT on heart rate. The mean heart rate among all partici-
pants for each DAY and TIME for both weeks are displayed in Fig. 5.
The ANOVA results are displayed in Table 4. There was a significant
interaction effect between DAY and ENVIRONMENT. It can be seen
in Fig. 5 that on DAY4 and DAY5 the average heart rate is higher in
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Fig. 4. Average values and standard error for subjective measures at the start of the day (s), in the morning (m) and afternoon (a).

Table 3. RM-ANOVA results for Wellbeing, Anxiety, Simulator Sickness and Visual Fatigue. d f1 = d fe f f ect and d f2 = d ferror.

Wellbeing Anxiety Simulator Sickness Visual Fatigue
d f1 d f2 F p η2

p d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p

Environment 1 14 13.34 .002 .49 1 15 20.35 < .001 .58 1 15 24.34 < .001 .62 1 15 26.30 < .001 .64
Environment*Day 4 56 .70 .59 .05 4 60 5.98 < .001 .28 4 60 10.32 < .001 .41 4 60 12.98 < .001 .46
Environment*Time 2 28 5.70 .008 .29 2 30 4.07 .03 .21 2 30 19.06 < .001 .56 2 30 27.10 < .001 .64

PHYSICAL condition while it is higher in VR for the first three days.
Post hoc tests, however, could not identify significant differences. Due
to logging errors we lost the data of 6 participants.

Break Times: No significant effect of ENVIRONMENT could be
detected on the number of breaks. However, the average duration of
a break was significantly higher in VR (m = 617.05s, sd = 137.42)
compared to PHYSICAL (m = 442.121s, sd = 98.1). The mean number
of breaks and the average duration are displayed in Fig. 5. The ANOVA
results are displayed in Table 4.

For acquiring break times, we used the videos and head-/marker-
tracking algorithms, and considered it a break if no head/marker could
be detected. We were interested only in actual breaks that participants
used to rest. Hence, in this analysis, we only consider a break if in
VR the participant took off the headset for more than 30 seconds and
in PHYSICAL if the participant turned away from the screen for more
than 30 seconds. We do not consider shorter breaks, since the videos
indicated, that these are mainly due to participants quickly turning
around, adjusting the headset, picking something up or behaving in a
way that results in tracking being lost. For all break times generated by
the tracking algorithms, we manually verified them. Additionally, we
compared the resulting break times with the ManicTime data, which
logged all time frames where the user was inactive for more than 10
minutes, so we do not miss any major breaks, which might have not
been detected by the tracking algorithms (e.g., a user facing the camera
while using a smartphone instead of the work PC).

Typing Speed: Both ENVIRONMENT and DAY had an influence
on typing speed such that PHYSICAL condition resulted in a signifi-
cantly faster typing speed (m = 46.88, sd = 20.92) than VR (m = 43.09,
sd = 23.98). On DAY5 (m = 46.97, sd = 21.42) participants were typ-
ing significantly faster than on DAY1 (m = 43.0, sd = 23.52) in both
conditions. The RM-ANOVA results are displayed in Table 4 and the
means among all participants are displayed in Fig. 5. There were no
interaction effects between DAY and ENVIRONMENT. These results
are in line with prior work suggesting a mild performance drop when
typing with physical keyboards in VR [20].

Interviews: At the end of each week, we gained additional infor-
mation from the participants through an interview in which we asked
them about how they felt during the week, what they liked or disliked,
which problems occurred, and what they would improve. At the end
of the second week, they were also asked which ENVIRONMENT they
preferred and if they could imagine using VR for work in the future.

For the VR condition, 11 participants disliked the comfort or pro-
posed to increase it (P01-P03, P05, P07-P11, P13, P15). Major issues
mentioned include the weight of the HMD and its pressure against
the face. P03 and P05 mentioned that the peripheral view was not

satisfactory, so they had to move their heads more often. P03 and P05
also pointed out that they needed to take off their headsets for drinking
or eating because they were afraid to spill something, and P04 said
that such tasks were harder with the HMD on. P05 and P13 missed the
ability to write something down on paper. Participants also mentioned
technical details that could be improved. For example, removing the
headset sometimes made it necessary to reset the position of the virtual
screen (using a menu in the Oculus system software) or the remote
connection (P03, P04, P13). In addition, hand gestures were sometimes
falsely recognized while typing (P06, P02, P12), resulting in an invol-
untary selection action. Also, four participants mentioned the tracking
of the keyboard could be improved (P06, P09, P13, P11).

Three participants mentioned that the study was too long (P07, P09,
P10). Seven participant said they felt tired during VR condition (P07,
P09, P10, P13 - P16) and only two (P09, P13) during PHYSICAL condi-
tion. However, the main reason for this seemed to be deviation from
their normal schedules. For example, P13 said “Maybe I was more
tired than usual, because I usually do not work for that much time con-
tinuously”. Five participants (P04, P06, P12, P13, P16) mentioned that
they got used to wearing the HMD during the VR condition; however,
P06 and P09 also mentioned that the second half of the day was usually
harder. P13 mentioned “I did more work than I usually do,” while P12
felt that he “was not as productive, because of the low resolution and
keyboard”. P03 revealed that he “had a blurry vision when driving
home on the first day”. Seven participants (P03, P04, P06 - P08, P13,
P16) mentioned that they felt “alright” during the PHYSICAL condition,
while only P08 explicitly stated that she felt alright in the VR condition.

Nine participants (P01, P03, P05, P06, P09, P12 - P15) liked that
the isolation in the VR condition allowed them to concentrate more
on the tasks at hand, because they were not distracted, especially in
combination with music from their private headphones. However, this
could also have drawbacks, and as P01, P06 and P08 mentioned, the
VR condition was “a bit scary,” because they could not see the presence
of other people in the real world (see also [38]).

P12 also mentioned that “without [private] music turned on, I was
trying to guess what was happening around me”. P01 and P13 said that
they even forgot that they were wearing HMDs when concentrating hard
on their work and P11 mentioned that the experience and movement
in VR felt natural. Four participants (P04, P07, P08, P12) specifically
mentioned that they liked to try out and experience VR in a work
context. P09 liked the privacy that VR offered, as “nobody can see
what you are doing”. While P10 and P13 liked to relax in the virtual
environment, P13 also “liked to look around when taking a break and
just looking at empty space”. On the other hand, P06, P08 and P12
mentioned that they felt more comfortable seeing the real surrounding
and P09 liked to look somewhere else and not on a display when resting.
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Fig. 5. Average values and standard error for objective measures in the morning (m) and afternoon (a).

Table 4. RM-ANOVA results for breaks. d f1 = d fe f f ect and d f2 = d ferror.

Number of Breaks Break Duration Heart Rate Typing Speed
d f1 d f2 F p η2

p d f1 d f2 F p η2
p d f1 d f2 F p η2

p d f1 d f2 F p η2
p

Environment 1 13 0.87 0.37 0.06 1 13 12.27 .004 .49 1 9 .08 .78 .009 1 15 8.46 .01 .36
Environment*Day 4 52 1.57 0.20 0.11 4 52 2.01 0.11 0.13 4 36 1.77 .16 .17 1 15 .31 .59 .02
Environment*Time 1 13 0.71 0.41 0.05 1 13 < 0.001 0.98 .0

Only three participants (P01, P11, P13) preferred the VR condition.
P01 felt more relaxed in VR, P13 liked the isolation and was able to do
more work, while P11 liked it because he already knew the system/study
from the PHYSICAL condition week. P02, P05 and P12 preferred the
PHYSICAL condition because it was the same as the VR, but without
downsides such as the heavy HMD. Others preferred the PHYSICAL
condition because it was more familiar (P04, P08, P09), it felt less
limiting (P03), it did not require wearing the HMD (P07), it was easier
(P10, P16) and it allowed to focus more on work as she “did not have
to tackle problems with the system” (P15). Nevertheless, P06 and P05
added that VR was more exciting.

All participants could imagine using VR for work in the future if
some conditions are met, such as having lighter HMDs with higher res-
olution and being able to have multiple displays. Also, all participants
mentioned that they could imagine using VR for a limited amount of
time (on train rides or for certain tasks). Regarding time, P12 mentioned
that “in VR I had 45 minutes of high performance and then 3 hours of
headache”. P06 suggested that using VR could improve ergonomics,
because displays are adjustable, as well as that VR would be good for
working at home to separate work from personal life. P03 and P07 men-
tioned that they prefer not to sit in one place all day and they usually
like to walk around and talk to coworkers. P04 would also like to have
the possibility to play games with other users in VR during breaks and
to have their phone integrated in VR. P16 mentioned that the isolation
in VR could hinder collaboration with colleagues. For both conditions,
participants mentioned concerns about the keyboard, touchpad, screen
resolution and delay induced by the remote desktop. Please note that
this is expected and a result of making the two interfaces comparable
with available hardware.

A week after the experiment, participants were also asked if they
observed any effects after completing the VR week. P04 mentioned that
sometimes during the weekend, she felt as if she was still wearing the
HMD. P16 and P15 still had a feeling of dry eyes after finishing the
use of VR and P15 felt sleepy and dizzy for about 2 hours afterwards.
Also, P01 mentioned she felt a swelling of the face around the eyes
and her neck and shoulders were stiff. P16 and P06 were “amazed by
how detailed the real world is after removing HMD”. P02 and P06 felt
their skin suffered after wearing the headset for one week. All other
participants did not report major effects.

3.7 Dropout
In total, two participants decided to drop out. The first participant
who dropped out experienced regular migraines and mentioned that
the weight of the headset triggered them. Therefore, this participant
dropped out after two blocks of work (four hours). The second partici-
pant who dropped out explained that due to the weight of the headset it

was not possible to sit in a relaxed position. In addition, this participant
mentioned that not having access to the usual setup reduced motiva-
tion and productivity. After approximately two hours this participant
experienced anxiety and felt nauseated and disoriented, resulting in the
participant dropping out from the study.

4 DISCUSSION

In the presented study, we have examined the experience of users
working for one work week in VR and a comparable physical setup. To
control for various factors, such as screen size, input device and working
conditions, our experimental protocol enforced as similar configurations
in both conditions as possible, while considering work experiences that
are accessible to a wide number of users using today’s commercial off-
the-shelf VR solutions (an Oculus Quest2 with accompanying Logitech
keyboard). Given the limitations of current technology and the fact that
VR provides a virtual approximation of the real environment, we did not
expect the VR condition to outperform the PHYSICAL condition which
is also confirmed by the results. However, the quantified results of the
studied VR experience that is comparable to a physical one, can serve as
a baseline for future optimized VR systems. In fact, the extent to which
some of our measures diverged between VR and PHYSICAL is notable.
For example, VR clearly resulted in below average system usability
scale ratings, while PHYSICAL resulted in above average ratings, even
though both systems used the same input devices and had comparable
screen real estates for carrying out work. Similarly, while it is expected
that a VR system induces higher simulator sickness ratings than a non-
VR system, the absolute values of the SSQ ratings indicate that VR
corresponded to the worst category of simulator sickness [54]2. We find
this surprising given that we utilized a setup (Oculus Quest2, Logitech
Keyboard), which can be considered widespread among consumers
and professionals alike. These high ratings of simulator sickness could
be observed throughout the week, even though we note that the SSQ
ratings decreased slightly over the week. On the other hand, not all
differences are as concerning. While the self-rated task load in VR was
approximately 35% higher compared to PHYSICAL condition, it is still
within the 50th percentile of ratings of computer activities [17].

We also examined, if there are any differences between touch-typists
and non-touch-typists. We divided the participants into two groups
based on their need to look at the keyboard while typing which they
reported in the demographic questionnaire on a seven-point likert scale.
Six participants answered either 1 (never) or 2 and were therefore
considered touch-typists. An analysis with TOUCHTYPIST as a between-
subjects factor revealed no significant main effects of this variable. This

2Please note that this categorization is based mostly on military simulators
and that researchers discuss about the associated challenges [7].
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suggests that the need to look at the keyboard while typing does not
have a significantly negative influence on the results.

When fitting a linear model to the data, we observed that any im-
provements across most measures in both conditions are not significant.
Still, examining the development of the scores over the week can serve
as an indication of a possible emerging trend in the future. When in-
specting the graphs, it is possible to observe a rapid adaptation of users
to the VR condition. Within a day or two, many of the scores for VR
improved. At this stage, we do not know if this improvement was a
result of participants’ brains adapting to the new condition or if they
overcame the initial expectations that people had previously about VR.
Another effect observable in the results was a gradual accumulation of
some exhaustion across the week. We observed this effect in some of
the measures of VR (specifically, regarding task load, simulator sick-
ness). We also observed such an effect in the PHYSICAL condition,
although with slower growth, which may hint that this factor might be
independent of the environment and instead more related to the duration
of the experiment.

It is clear that there is still a long way to go for the development
of more comfortable hardware. There are already HMDs that offer
higher resolution displays, faster refresh rates, variable focal distance
displays, and wider field of view. We anticipate future HMDs will
be available in a form factor similar to conventional glasses, and be
lighter and allow the flow of air around users’ face. We expect that such
hardware will further reduce the gap between VR and the PHYSICAL
conditions. Some of the more mundane issues encountered by the
participants in the VR condition are relatively straightforward to address.
For example, multiple participants complained about the keyboard
periodically vanishing from the VR environment, the relative position
of the home environment shifting, and hand movements on the keyboard
being inadvertently recognized as input gestures. To address this, a
dedicated ‘work’ mode may be appropriate, allowing device tracking
and gesture recognition subsystems to operate in a more persistent
manner when the user is known to be engaged in seated work.

The comments from participants in the interviews highlight the
challenge of implementing an effective and enjoyable VR working
experience given the potential influence of personal preference. We
note that several participants appreciated how working in VR helped
isolate them from their physical workspace and enabled periods of
greater focus, separation and privacy. Conversely, other participants
had negative experiences due to this isolation, whether due to a feeling
of unease produced by an inability to perceive who is nearby or the
obstacles the setup presents for face-to-face collaboration. Nevertheless,
despite the generally negative experience reported by the majority of
participants, all commented that they could imagine using VR for at
least some work tasks or at least a portion of the day. This hints to the
future when knowledge workers will combine two modes depending
on the needs for the work at hand.

4.1 Limitations and Future Work

Conducting a complex in-situ study carried out across an entire working
week is inherently intertwined with variables that are outside of our
control. Therefore, many of the measures depend on factors that we
cannot fully control. For example, reflections on frustration, perceived
productivity or ability to concentrate may be influenced by the type
of work being performed. There are also a number of other aspects
of the study that should be considered when interpreting the findings.
First, we discovered that although the overall task load was higher in
VR, task load was at a relatively high level in both conditions (but still
within the bound of comparable computer work [54]). This is likely a
consequence of the limitations of the setup common to both conditions,
such as no use of a mouse, and a display set at a relatively low resolution.
Second, many of our measures are based on participants’ subjective
responses. However, as observed by Wille et al. [59], there can be
a disconnect between objective physiological effects and subjective
user ratings. In terms of eye strain, Wille et al. [59] suggest that this
disconnect may be influenced by the level of familiarity a user has
with the technology. If true, this may serve to explain some of the
reduction seen in some measures over the first few days of the study.

Third, our understanding of other factors related to working in VR,
and how they impact the user experience, is still emerging. Shen et
al. [53] suggest that VR allows for the use of more attention resources.
This may help explain the experience of P12, who commented that
he experienced a high efficiency for 45 minutes and then a headache
for three hours. If VR does indeed allow for the use of more attention
resources, steps should be taken to avoid overloading users, particularly
when they are still acclimating to working in VR. Finally, we only
presented selected analyses of the collected data. Yet, we are planning
to investigate some aspects in more detail, such as micro-breaks and and
other behavioral patterns that could be detected, by closely analyzing
the recorded videos. As we release the collected anonymized data,
future work can also investigate other aspects of the data further. Since
we employed a widely available commercial hardware and software
solution, we would also hope that further researchers could add to the
data set by replicating the study.

This paper has studied the effects of working in VR compared to
a regular working environment at one particular operating point with
experimental parameters set to align as much as possible between both
environments, given the constrains of using a commodity off-the-shelf
VR system. We hope this work will stimulate further work at differ-
ent operating points, investigating how some of the quantified effects
we observed in this study may possibly change if the VR condition
is allowed to deviate from the operating point of a regular working
environment, for instance, by providing flexible solutions to allow VR
users making maximum use of the available VR space and novel VR
interaction techniques to make VR interaction more comfortable.

Additionally, the duration of the study, the need to exercise con-
trol over the work environment, and the fact that participants were
required to perform their standard work tasks largely restricted feasible
recruitment to individuals already embedded within the three different
university sites. Such individuals may inadvertently be more forgiving
of the deficiencies of the setup. Future work is required to look at how
a broader population may experience working in VR.

We also see interesting further work in examining stress and heart
rate more closely when working in different VR environments. There
are also open issues around the social acceptability of working in VR for
a prolonged amount of time, as well as users possibly feeling isolated
or having difficulties in collaborating with their colleagues.

5 CONCLUSIONS

In this paper, we have studied the effects of working in VR for an
entire workweek. While VR has been repeatedly pitched as providing
new exciting possibilities for modern knowledge work, in practice the
potential advantages of virtual work environments can only be used if
it is feasible to work in a virtual environment for an extended period of
time. Prior to this work, there were only limited studies of long-term
effects of working in VR. We reported the results from a comparative
study with 16 participants working for an entire workweek in both VR
and in a baseline physical desktop environment. As a first study of this
kind and scale, we deliberately opted to design these conditions to be
as similar as possible to allow as many quantitative comparisons as
possible. Therefore, the study did not present the participants with the
best possible VR system but instead a setup that delivered a comparable
experience to working in a physical desktop environment. The study
revealed that, as expected, VR resulted in significantly worse ratings
across most measures. For example, VR resulted in below average
system usability scale ratings while the physical environment resulted
in above average ratings. We also found that VR resulted in the worst
category of simulator sickness although the severity decreased slightly
across the week. However two participants even dropped out on the
first VR day, due to migraine, nausea and anxiety. Nevertheless, there
was some indication that participants gradually overcame negative first
impressions and initial discomfort. Overall, this study helps laying the
groundwork for subsequent research, highlighting current shortcomings
and identifying opportunities for improving the experience of working
in VR. We hope this work will stimulate further research investigating
longer-term productive work in-situ in VR.

99



REFERENCES

[1] Time tracker management tracking software. https://www.manictime.
com/. Accessed: 2022-05-31.

[2] A. P. Anderson, M. D. Mayer, A. M. Fellows, D. R. Cowan, M. T.
Hegel, and J. C. Buckey. Relaxation with immersive natural scenes pre-
sented using virtual reality. Aerospace medicine and human performance,
88(6):520–526, 2017.

[3] S. Benedetto, V. Drai-Zerbib, M. Pedrotti, G. Tissier, and T. Baccino.
E-readers and visual fatigue. PloS one, 8(12):e83676, 2013.

[4] M. G. Berman, J. Jonides, and S. Kaplan. The cognitive benefits of
interacting with nature. Psychological science, 19(12):1207–1212, 2008.

[5] V. Biener, T. Gesslein, D. Schneider, F. Kawala, A. Otte, P. O. Kristensson,
M. Pahud, E. Ofek, C. Campos, M. Kljun, K. Č. Pucihar, and G. Jens.
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Chapter 7

Hold Tight: Identifying
Behavioral Patterns During
Prolonged Work in VR through
Video Analysis

Summary
The previous chapter reported on a study in which participants were working
in VR and a comparable physical setup for a whole workweek. The measures
reported in that chapter showed that VR performed generally worse than
the physical setup. However, detailed insights into how participants behaved
during that week and how they might have coped with the difficulties of
VR were missing. Therefore, this article provides a closer look at the video
recordings from that study, which were obtained through a webcam filming
the participants upper body during the whole study. Six annotators watched
four entire work days for each of the 16 participants (the first, third and fifth
day of VR and the first day of physical) and annotated their behavior.

The results indicate that participants adapted to certain restrictions of the
HWD because they mostly did not take off the HWD for talking or using their
phone. Also, throughout the week the frequency of adjusting or supporting
the HWD reduced, which could indicate that participants get used to it. On
the other hand, they took it off for longer periods towards the end of the week
and actions such as eating, drinking, or interacting with physical objects were
less frequent in VR compared to the physical setup, indicating that VR can
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be disruptive to normal behavioral patterns. These unique results can inform
the design of less restricting and possibly more ergonomic XR systems that
can also be used for extended periods of time.
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Fig. 1: Categories of actions observed in the video-analysis: (a) adjusting the HMD; (b) supporting the HMD; (c) handling the HMD’s
power cable; (d) taking the HMD halfway off, by lifting it up a bit; (e) interacting wit the HMD through controllers or gestures; (f)
encountering keyboard tracking problems; (g) eating or drinking something; (h) talking to another physically present person; (i) having a
phone call; (j) rubbing eyes or face; (k) doing physical world activities such as using a phone or reading from paper.

Abstract—VR devices have recently been actively promoted as tools for knowledge workers and prior work has demonstrated that
VR can support some knowledge worker tasks. However, only a few studies have explored the effects of prolonged use of VR such
as a study observing 16 participants working in VR and a physical environment for one work-week each and reporting mainly on
subjective feedback. As a nuanced understanding of participants’ behavior in VR and how it evolves over time is still missing, we report
on the results from an analysis of 559 hours of video material obtained in this prior study. Among other findings, we report that (1) the
frequency of actions related to adjusting the headset reduced by 46% and the frequency of actions related to supporting the headset
reduced by 42% over the five days; (2) the HMD was removed 31% less frequently over the five days but for 41% longer periods; (3)
wearing an HMD is disruptive to normal patterns of eating and drinking, but not to social interactions, such as talking. The combined
findings in this work demonstrate the value of long-term studies of deployed VR systems and can be used to inform the design of better,
more ergonomic VR systems as tools for knowledge workers.

Index Terms—virtual reality, video-analysis, productivity work, long-term, prolonged use, office work, future of work

1 INTRODUCTION

Virtual Reality (VR) has already gained popularity in the entertainment
domain, but it has also been explored in recent years as a tool for knowl-
edge work [4,6,46]. VR can provide various advantages for improving
work experiences, such as enhancing interactivity [4], adapting work-
environments [46] or utilizing large virtual displays [6, 35]. Still, the
prospect of wearing current-generation VR headsets for a prolonged
period of time, such as a full workday or even a whole workweek, could
be off-putting due to the current state of VR systems. When using VR
applications intended for entertainment this may be less of an issue as
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users might be distracted from the less-than-optimal hardware by an
engaging virtual experience. However, this might not be the case for
knowledge workers who need to wear HMDs for prolonged periods of
time. This motivates research with the objective of understanding how
knowledge workers respond to the prolonged use of VR.

To this end, Biener et al. [5] conducted a study in which participants
completed a full workweek in VR and compared it to a week in a
comparable physical setup. They found that the VR condition resulted
in significantly worse ratings for measures of task load, frustration,
negative affect, anxiety, eye strain, system usability, flow, productivity,
well-being and simulator sickness. Nevertheless, some of the reported
measures improved slightly in the course of the five days. While
conducting this study, Biener et al. [5] generated a dataset of over 1,400
hours of video material, capturing the participants’ behavior in both
conditions throughout the duration of both workweeks. However, this
data was not analyzed in the original paper. We have obtained access
to this dataset of the original study and present an extensive analysis of
the user behaviors exhibited in this rich video data.

We report on the behavior of 16 participants as they respond to the
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experience of working in VR over a workweek, by sampling the first,
third, and last day. Where possible, we also compare this behavior
with the observed behavior of participants in the non-VR condition.
This resulted in a total of 559 hours of analyzed video data. To our
knowledge, this is the first paper reporting on such a comprehensive
video study of VR work and it provides substantial and detailed insights
into the behavior of users in a VR work setting. It is covering much
longer time periods in comparison to typical VR studies, and, therefore,
also allows us to describe how participants’ behavior changes over
time.

Common behaviors that we observed include: adjusting, supporting,
or removing the headset, standing, eating and drinking, using a phone,
or interacting with other people. Key insights are: over the five days (1)
the frequency of actions related to adjusting the headset was reduced by
46% and the duration by 50%; (2) the frequency of actions related to
supporting the headset was reduced by 42%; (3) the HMD was removed
31% less frequently but for 41% longer periods; (4) wearing an HMD
is disruptive to normal patterns of eating and drinking, but not to social
interactions, such as talking.

These observations reveal a pattern of accommodation, adaptation,
and appropriation to a novel working setup. Viewed in concert with
the findings of Biener et al. [5], however, these adaptations were in-
sufficient to bridge the gap between the VR and physical work setups.
Our findings thereby provide evidence and motivation for a broader
consideration of usability and ergonomic issues encountered by wear-
ers of HMDs under extended use, which so far has been insufficiently
explored in the literature. The insights presented in this paper can thus
inform both: (1) the physical design of HMDs to improve comfort and
simplify adjustment; and (2) the development of ergonomic guidance
for workers tasked to wear an HMD for any extended period of time.

2 RELATED WORK

VR has several possible advantages and challenges as a tool for knowl-
edge work which are discussed in Section 2.1. However, the studies
investigating the benefits of VR are usually quite short. Therefore,
Section 2.2 reviews previous work about using VR for longer periods
of time. Then, Section 2.3 reports on prior studies using video-analysis
to uncover the behavior of participants.

2.1 Knowledge Work in VR
For more than a decade VR has been used in industry to support work
in various contexts [3]. Recent VR HMDs have been promoted specifi-
cally as a tool for knowledge workers (e.g. [42]) and previous studies
have also shown that VR has the potential to support knowledge work.
Biener et al. [4, 6] have shown that multimodal interaction, combining
touch and eye-tracking can be used to efficiently navigate multiple
screens and that three-dimensional visualizations can facilitate tasks
involving multiple layers of information. In combination with a spa-
tially tracked pen, VR has been shown to facilitate certain tasks in
spreadsheet applications [12], or when authoring presentations [4].
Other work has investigated how to use a 2D mouse to interact with
3D content in VR [59]. Using eye-gaze and blink, Meng et al. [37]
explored techniques for hands-free text-selection in VR, and Lee et
al. [29] proposed a technique that uses gaze to make reading in VR
more efficient and less demanding.

In addition to novel interaction techniques, VR makes it possible
to have any number of displays which could be especially helpful in
a mobile context where the screen space of conventional devices is
limited. However, after comparing physical and virtual monitors in AR,
Pavanatto et al. [44] suggested to use a mix of both, due to the current
limitations of AR devices such as low resolution. McGill et al. [35]
suggested to manipulate the virtual display position using the users
gaze-direction to use a large display space with less head movement.
Even though virtual displays can be beneficial in settings with limited
space, Ng et al. [39] found that passengers in an airplane preferred to
limit virtual displays to their personal seating area. Similarly, Medeiros
et al. [36] found that users avoid placing displays at the location of
other passengers in a public transportation scenario, but that they use
them to shield themselves from others.

VR can also address privacy issues when used in a public space,
for example by randomizing the layout of a physical keyboard when
entering a password [47], or by the fact that only the person wearing
the HMD can see the content on the virtual screens [16].

In addition, VR can be used to reduce distractions and stress. Ruvi-
mova et al. [46] reported that a virtual beach environment when sitting
in an open office environment can reduce distractions and induce flow.
Similarly, Lee et al. [30] showed that using AR to add visual separators
in an open office reduces distractions and allows to easily personalize
the work environment. Thoondee et al. [54] reported that participants
who were experiencing a VR relaxation environment were more re-
laxed. It has also been indicated that experiencing nature in VR can
reduce stress better than watching a video on a regular display [45], and
that interactive nature environments in VR have more positive effects
on stress than passive VR experiences [55]. However, even though
users prefer natural environments, they perform better in familiar work
environments [31].

This prior work demonstrates a range of positive aspects of working
in VR, yet the results have been gathered through short-term studies. In
addition, a review of previous work about office-like tasks in VR [50]
found that VR could induce increased visual fatigue, muscle fatigue,
acute stress and mental overload. Therefore, further research is needed
on the effects of working in VR, especially for extended periods of
time.

VR can reduce distractions [46] or help users relax [54], by shielding
them from the physical world. On the other hand, there are also aspects
of the physical surroundings that the user should be aware of while
working in VR. To overcome this problem, McGill et al. [34] suggested
to integrate relevant parts of the physical environment into the virtual,
so that users are aware of other people or relevant objects, such as a
nearby cup of tea on the desk. To this end, Wang et al. [56] present
a customizable physical world view and Hartmann et al. [22] include
real-time 3D reconstructions of the physical environment into the VR
application. Tao and Lopes [53] show that potential real-world distrac-
tions can be integrated in VR to improve presence. Therefore, Simeone
et al. [49] used a depth camera to detect and display bystanders’ po-
sitions. Displaying bystanders is especially helpful, as O’Hagen et
al. [43] found that users can feel uncomfortable when knowing that
bystanders are present without being aware of their position. Other
research focuses on introducing smartphones into the virtual environ-
ment by showing a video pass-through of the smartphone and the users
hands [1], using a camera stream and screenshots sent from the phone
to the VR device [11], or replacing the phone and hands by a virtual
representation in VR [2].

In the video recordings that we obtained from Biener et al. [5], the
participants were using an off-the-shelf HMD without any of the pre-
viously mentioned advanced techniques. Besides seeing a virtual
representation of the keyboard and a video pass-through of their hands,
they could enable video pass-through to see the physical world. There-
fore, it gives us the opportunity to observe how participants behave in
a baseline VR environment and how they handled situations in which
users had to interact with bystanders or physical objects without the
above-mentioned advanced techniques.

2.2 Prolonged Studies in AR and VR
To better understand and observe all effects of using VR, it is advisable
to conduct studies with a longer duration. There are several studies
that looked at the prolonged use of VR or AR devices. For example,
Steinicke and Bruder [52] conducted a self experiment where one per-
son spend 24 hours working, eating, sleeping and entertaining himself
in VR. Nordahl et al. [41] reported on two participants who used VR
for 12 hours. Lu et al. [32] reported on an in-the-wild study in which
participants used their glanceable AR prototype for three days conclud-
ing that the main issue that would keep the participants from using
this system daily is the form factor of the glasses. Grubert et al. [14]
observed user of AR HMDs in an order processing task for four hours.
While the work efficiency of users increased, they also reported higher
visual discomfort.

Guo et al. [19–21] and Shen et al. [48] report on a study where
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27 participants worked in a virtual and a physical office environment
for eight hours each. They focused on emotional and physiological
needs [20] during short and long-term use of VR, but also on visual
fatigue and physical discomfort [19]. They found that the weight and
form factor of the HMD resulted in higher physical discomfort in VR
compared to the physical condition. Yet, there are no further insights
into how participants coped with wearing the HMD.

So far, the longest VR study was reported by Biener et al. [5] who
compared working in VR to working in a regular physical environment
for five days each. They reported a wide range of measures (task
load, usability, flow, productivity, frustration, positive/negative affect,
wellbeing, anxiety, simulator sickness, visual fatigue, heart rate, break
times, typing speed) taken at regular time intervals. Yet, this paper did
not closely examine the video data recorded during the study, which
includes valuable and interesting insights in how participants use the
HMD, how they interact with it and what problems they encounter.
We have been granted access to this data and analyzed around 40%
of the video data to study participant behavior in more detail. This
can also contribute towards a better understanding of the ergonomics
of current VR devices, as these aspects should get more attention and
consideration [9, 10].

2.3 Video Analysis Studies
Analyzing videos recorded during studies have been used before to
get a better understanding of participant behavior. Southgate [51] ana-
lyzed types of learning behavior in virtual environments by analyzing
screen capture videos, concluding that this can be a good process to
understand learning behavior within an immersive VR environment.
Kang et al. [26] conducted a study where children used a mobile AR
system to learn about mathematical concepts, and analyzed the videos
recorded during the study to see how children used the system. Segura
et al. [33] used video analysis to describe the behavior of participants
while playing games in an immersive exergame platform. For handheld
AR, Grubert et al. used video analysis for a series of studies investigat-
ing the behavior of players and bystanders in public gaming [15, 18]
and tourism [17] scenarios.

In the workplace context, Hindmarsh and Heath [23] provide an
overview of several video-based studies that were conducted in different
workplaces such as call centers, mobile offices or control centers. They
argue that videos provide access to details of social interactions that
might not be available otherwise.

3 METHODOLOGY

This work aims at closely analyzing the behavior of 16 participants
during an experiment (6 female, 10 male, m = 29.31 years, sd = 5.52,
ranging from 22–38 years). Throughout this paper we abbreviate
arithmetic mean as m and standard deviation as sd. All participants were
university employees or researchers. Two participants had no previous
experience with VR, six only slight, two moderate, four substantial, and
two extensive experience. The participants were recorded wearing an
off-the-shelf Oculus Quest 2 while working for five consecutive days
(VR condition) and also for another five without an HMD (PHYSICAL
condition), as specified in Biener et al. [5]. The ethics committee
of Coburg University approved this study, which took place in quiet
lab areas. The VR setup provided the possibility to exchange the
virtual environment with a video pass-through of the physical world and
participants could see a virtual representation of the physical keyboard
and a video pass-through of their hands. Otherwise both conditions
were kept as similar as possible. Each day, participants worked for
eight hours, with a mandatory 45-minute lunch break after four hours.
Instead of a predefined study task, participants carried out their own
everyday work tasks. The videos we use in this study were recorded
during this previously mentioned study [5] using a webcam facing
the participants and recording their face and parts of their upper body.
Similar to prior research involving video analysis [26,51] we used open
and axial coding. Six people were involved in watching and annotating
interesting behavior in the videos (Annotator A, B, C, D, E, and F).
All annotators had a computer science background, either as students
or as employees in our lab. As a first step, annotator A and B were

skimming through one VR video for each participant, taking notes on
possible codes for relevant behavior. Thereafter they discussed and
concluded on a first joint codebook. Both annotator A and B used this
codebook to code four hours of one video during which there were
multiple iterations of discussion to extend and refine the codebook.

The codebook for the PHYSICAL videos was derived directly from
the VR codebook, to allow us to compare participants’ behavior in VR
with their behavior in the PHYSICAL condition. Therefore, annotator
A and B discussed which codes from VR would also be applicable for
PHYSICAL, as well as which additional codes were needed for PHYSI-
CAL. Codes involving the HMD were substituted with regular glasses,
if participants were wearing any. However, actions that were inapplica-
ble to normal glasses were removed, such as managing cables or using
controllers. All codes were grouped into categories as described in
section 3.3.

The study by Biener et al. [5] provided us with around 698 hours
of video material for the VR condition and around 702 hours for the
PHYSICAL condition. The time demand for labeling one video was very
high as annotators required about one hour for processing one hour of
video material. Therefore, we decided to annotate all VR videos for day
1, 3, and 5 and the PHYSICAL videos only for day 1. As participants
were already familiar with using a standard desktop setup for work, we
were not expecting a change of behavior over time for the PHYSICAL
videos. This means we annotated 48 VR videos (420 hours) and 16
PHYSICAL videos (139 hours) for a total of 559 hours. In the end,
annotator A and B finished eight, annotator C and D 16, annotator E 12,
and annotator F four videos. The amount of completed videos varied
between annotators, depending on their available time and the number
of events in each video.

3.1 Inter-Coder Reliability
To ensure a high consistency among annotations, annotator A and B
first explained the codebook to the other annotators and thereafter each
annotator annotated a 30-minute training video, extracted from one of
the VR videos. The results from each annotator were compared to the
results from annotator A, by computing the F-score [25]:

F =
(1+β 2) · recall · precision
(β 2 · precision)+ recall

. (1)

As there was no indication that we should weight recall over pre-
cision or vice versa, the weight β was set to 1. Recall is the number
of overlap between two annotators divided by all annotations of the
first annotator, and precision is the number of overlap between two
annotators divided by all annotations of the second annotator.

The F-score was first calculated for each code and then averaged
among all codes to arrive at a single value comparing the two annota-
tors. The average F-score for the training video was 0.77 (sd=0.09).
The annotations for the training video were also checked manually to
identify any problems, which were then discussed among annotators,
as some actions could not be unambiguously assigned to one code.

After discussing the training video, each annotator was assigned
videos of several participants. Upon starting annotating videos of a
new participant, a random 30-minute-video-section of that participant
was annotated by two different annotators, one of which was always
annotator A, and then checked for inter-coder reliability. The average
F-score for these tests was 0.81 (sd=0.09). After discussing potential
issues, the corresponding annotator proceeded to annotate all videos of
this participant, including short discussions with other annotators about
unclear events. Therefore, all four videos (three VR and one PHYSICAL)
of one participant were annotated by a single annotator to allow for the
highest practically possible consistency in the annotation process.

3.2 Labeling Process
We used ELAN [8,40] to code the videos. We set it up to have multiple
tiers to add codes, as it was possible that labels would overlap. For
example, participants could be talking while rubbing their eyes. Anno-
tators usually watched the video at twice the original speed and stopped
for adding annotations by dragging the mouse in the timeline to mark
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the corresponding time-span and then selecting the appropriate anno-
tation from a predefined dictionary with all the codes. HMD-related
events were generally annotated from the moment the participant was
touching the HMD to the moment when the hands stopped touching it.
Taking off the headset was annotated from the moment the participant
touched the HMD until the HMD no longer touched the head of the
participant and the other way round for putting the HMD on. For other
events, the annotation was added from the point where it was apparent
to the annotator that the event started until the point when the event
concluded. This included observing arm movements to estimate the
start and end of actions, such as using the controller while it is not
visible in the video.

3.3 Statistical Analysis
We grouped all codes into 17 categories. We analyzed the occurrence
of each category in VR using a repeated measures ANOVA. As in
prior work [5] we analyzed DAY (DAY 1, DAY 3, DAY 5) and TIME
(MORNING, AFTERNOON) as independent variables. As the average
number and the total duration of the events per hour are the dependent
variables, we divided the total number and duration during each time
period (MORNING, AFTERNOON) by the length of this time period,
which was usually around four hours and 22 minutes (four hours of
work plus half of the 45-minute break). To ensure the robustness of the
ANOVA, even with data that is not normally distributed [7], we used
Greenhouse-Geisser correction whenever the sphericity assumption
was violated. We applied Bonferroni-correction to all post-hoc tests
involving multiple comparisons.

For categories that are also sensible in PHYSICAL, we compared
DAY 5 of VR, in which participants were already more familiar with
the HMD, to DAY 1 of PHYSICAL using a repeated measures ANOVA
with the independent variables INTERFACE (VR, PHYSICAL) and TIME
(MORNING, AFTERNOON).

In addition, we also ran a separate repeated measures ANOVAs for
each measure with gender as a between-subjects factor to test for gender
differences. We did not run separate analysis for each gender, as the
two groups are very small. However, the descriptive data and trends
of both individual groups (male, female) is in line with the significant
differences reported in the results.

4 RESULTS

The results are clustered into 17 categories, including ‘Other’. All
significant ANOVA results can be found in table 1 and 2.

Adjusting This category describes all events where the partici-
pants adjusted their HMD, by moving it or making any part tighter or
looser. This includes: adjusting the HMD from below by pushing it
upwards; adjusting from the side with one hand; adjusting with both
hands; adjusting with one hand or two hands at the back of the head;
adjusting, moving or touching the fitting strap on top of the head; mak-
ing it tighter or looser by rotating the fitting wheel at the back of the
head; and fixing the face pad by moving the finger between the face and
the headset. A representative visualization of such events is depicted in
Fig. 1 (a).

Analyzing how often the participants adjusted the HMD per hour
showed that this number was significantly influenced by the DAY. Post-
hoc tests showed that there were significantly less adjusting actions
on DAY 5 (m = 8.06, sd = 7.01) compared to DAY 1 (m = 15.07,
sd = 12.64, p = 0.010). Similarly, the average time per hour spent on
adjusting the HMD was significantly influenced by the DAY and post-
hoc tests showed it was significantly higher on DAY 1 (m = 44.88 s,
sd = 29.24) compared to DAY 3 (m = 25.7 s, sd = 21.91, p = 0.008)
and DAY 5 (m = 22.3 s, sd = 17.87, p < 0.001). The number and
duration of adjusting events can be seen in Fig. 2. We did not find
significant differences between genders for this measure. Examination
of the frequency of the individual codes used to label the videos revealed
that 34.4% of them was using two hands, which was the most common,
followed by one hand from the side at 25.3%.

There were five participants who wore glasses during the study.
Comparing their adjusting behavior in VR with PHYSICAL revealed
that two of them adjusted their regular glasses more often than the

Table 1: Significant RM-ANVOA results describing changes within VR.

Number of Events per Hour
Ind. Variable d f1 d f2 F p η2

p

Adjusting
DAY 1.42 21.3 8.06 0.005 0.35

Supporting
DAY 2 30 4.8 0.016 0.24

GENDER 1 14 11.4 0.008 0.45
Taking HMD Off

DAY 2 30 5.05 0.013 0.25
Touching HMD

GENDER 1 14 9.63 0.008 0.41
Keyboard Tracking Problem

TIME 1 15 5.08 0.04 0.25
Rubbing Eyes or Face

GENDER 1 14 5.28 0.057 0.27
Colleague

GENDER 1 14 4.69 0.048 0.25
Total Duration per Hour

Ind. Variable d f1 d f2 F p η2
p

Adjusting
DAY 2 30 14.93 < 0.001 0.5

Supporting
GENDER 1 14 5.06 0.041 0.27

Taking HMD Off
DAY 2 30 8.87 < 0.001 0.37

Screen Time
DAY 2 30 8.31 0.001 0.36

Standing up
DAY 2 30 6.15 0.006 0.29
TIME 1 15 136.79 < 0.001 0.9

HMD (one participant around 80% more; another more than ten times
as much), while the other participants did it less (96%, 67% and 30%
less). For all except one participant, the time spent on adjusting per
hour on average was less in PHYSICAL.

Supporting This category describes all events where participants
held the HMD in a way that suggests the purpose was to hold the
HMD in a more comfortable or correct position. In contrast to the
adjust-category, the HMD is barely moving and supporting generally
lasts longer than adjusting. This category includes: supporting with
one hand or both hands from below; and supporting it with one hand or
both hands from the side. A representative visualization of such events
is depicted in Fig. 1 (b).

Analyzing how often the participants supported the HMD per hour
showed that this number was significantly influenced by the DAY. Post
hoc-tests showed there were significantly less supporting actions on
DAY 5 (m = 4.38, sd = 9.07) compared to DAY 3 (m = 6.67, sd =
10.85) (p = 0.041) as displayed in Fig. 2. However, we could not
find a significant influence of DAY or TIME on the total duration of
supporting events even though it was decreasing from DAY 1 (m =
385.76 s, sd = 695.3) to DAY 5 (m = 308.78 s, sd = 730.70). An
analysis of gender as a between-subjects factor revealed a significant
difference in the number of supporting events, such that it occurred
around ten times more often for female (m = 14.24, sd = 12.69) than
male (m = 1.34, sd = 2.48) participants. We also found a significant
difference between the duration of supporting events, which was around
12 times longer for females (m = 790.21 s, sd = 995.95) than males
(m = 62.9 s, sd = 174.42). This is also displayed in Fig. 2. This
indicates that in general female participants were supporting the HMD
a lot more than male participants. However, it is also notable, that the
standard deviation of these measures for females is much higher than
for males.

We also observed than in the beginning of the study, the number
and the total duration of supporting events was much higher (average
around 30 times higher) for six participants compared to the others. For
all of them except P15 and P10, the number and duration of supporting
events decreased slightly during the week. When asked about the
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Fig. 2: Violin plots, showing the number and total duration of events per hour in VR separated by DAY, TIME and gender. The red dot displays the
arithmetic mean. Stars indicate the level of significance in post-hoc tests: ∗< 0.05, ∗∗< 0.01, ∗∗∗< 0.001.

reasons for supporting the HMD, P04, P08, P09 and P10 mentioned
that this helped them to fix the HMD in a position where they get the
sharpest image. P04 mentioned this was especially difficult for her
as she wore regular glasses underneath the HMD. P08 and P15 also
mentioned that without using their hands, they would need to use their
cheek muscles to lift the HMD. P15 said that making the head-strap of
the HMD tighter caused her to feel dizzy and P14 and P10 did not like
the pressure on their face, so they kept it rather loose and supported the
HMD with their hands instead. P09 mentioned the HMD bothered him
because he is not used to wearing something on his head. However,
it was visible in the video that the participants had to stop supporting
the HMD at times to be able to do things such as typing. Analyzing
the frequency of individual codes also revealed that for more than 91%
of supporting events participants used one hand only. We could not
find indications that wearing glasses or a lack of VR experience would
lead to a high number of supporting events. However, matching the
significant gender differences, five out of these six participants were
female, while only six out of the 16 participants in the study were
female.

Taking HMD Off To analyze how often and for how long par-
ticipants took the HMD off, we annotated parts in the video where
participants take the HMD off and put it back on. In the process of
these events adjusting the HMD was not labeled separately, but consid-
ered as being part of putting the headset on, or taking it off.

The time durations for not wearing a HMD are the time difference
between take-off and put-on events. Analyzing how often the partic-
ipants took off the HMD per hour showed that this was significantly
influenced by the DAY. Post-hoc tests showed that participants took off
the HMD significantly less on DAY 5 (m = 2.17, sd = 1.16) compared
to DAY 1 (m = 3.14, sd = 2.26) (p = 0.04). For the average time per

hour that participants were not wearing the HMD, we also found that
this was significantly influenced by DAY. In contrast to the number
of events, post-hoc tests showed that the duration was significantly
lower on DAY 1 (m = 849.42 s, sd = 492.85) compared to DAY 3
(m = 1202.78 s, sd = 687.28, p = 0.002) and DAY 5 (m = 1199.20 s,
sd = 643.40, p = 0.015). The number and duration of taking-off events
are displayed in Fig. 2. We did not find significant differences between
genders for this measure. Also, we could not find any significant
correlations between the average number and duration of supporting
actions and the average number and duration of taking off the HMD
for each participant.

To gain a better understanding of why participants took the HMD
off, we checked which other labels occurred while the HMD was not
worn. The most frequent ones were talking (14.6%), using the phone
(12.4%), standing up (12.0%) or sitting down (11.8%), rubbing the face
(11.4%) and drinking (10.5%).

For the five participants who wore regular glasses in the PHYSICAL
condition, we noticed that one participant took off the regular glasses
more often than the HMD while all other participants did it less and
one participant never did it. The average duration per hour that they did
not wear the glasses was much lower for all participants in PHYSICAL
(m = 103.84 s, sd = 201.12) compared to VR (m = 1277.58 s, sd =
692.87).

Screen Time We calculated screen time in VR by including all
the times when the participants were wearing the HMD, not including
all the times in which they were taking the HMD halfway off, using
the controller or tapping on the HMD, encountering keyboard tracking
problems or were reading, writing or using their phone. We found a
significant main effect of DAY on the screen time per hour in VR, such
that the screen time was higher on DAY 1 (m = 2684.62 s, sd = 494.58)
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Table 2: Significant RM-ANOVA results comparing VR and PHYSICAL.

Number of Events per Hour
Ind. Variable d f1 d f2 F p η2

p

Eating or Drinking
INTERFACE 1 15 7.97 0.013 0.45

Phone Call
TIME 1 15 7.2 0.02 0.33

Rubbing Eyes or Face
INTERFACE 1 15 5.6 0.032 0.27

TIME 1 15 7.64 0.014 0.34
Rubbing Eyes

INTERFACE 1 15 11.75 0.004 0.44
TIME 1 15 9.03 0.009 0.38

Physical World Activity
INTERFACE 1 15 7.669 0.014 0.34

Total Duration per Hour
Ind. Variable d f1 d f2 F p η2

p

Standing up
TIME 1 15 66.97 < 0.001 0.82

Rubbing Eye
TIME 1 15 10.33 0.006 0.41

compared to DAY 3 (m = 2343.18 s, sd = 686.0, p = 0.004) and DAY
5 (m = 2348.58 s, sd = 643.88, p = 0.017). We did not find significant
differences between genders. The screen time for all three VR days is
shown in Fig. 2.

In PHYSICAL we included two additional codes that mark events
where the participant turned away from the screen and turned back to
look at the screen to compare the screen time in VR and PHYSICAL.
This code could not be reliably used for VR, because it is not clear from
the videos where the participants had placed their virtual monitor and
therefore if they are looking at it or not. Screen time in PHYSICAL
was then calculated similarly to VR, as the time that participants were
looking at the screen not including all times in which they were reading,
writing or using the phone. Comparing VR with PHYSICAL showed
an interaction effect of DAY and TIME but post-hoc tests did not show
significant differences.

Touching HMD We introduced one code which labels events
where participants are touching the HMD without adjusting or support-
ing it or doing any other purposeful action.

Overall, this is a very rare event which did not even occur for 6
participants. Therefore, we could also not find any significant influence
of TIME or DAY on the number or duration of such events. However,
looking at gender as a between-subjects factor revealed a significant
difference in number of touching events such that it occurred more often
for females (m = 0.25, sd = 0.57) than males (m = 0.02, sd = 0.06) as
is displayed in Fig. 2. No difference between genders was detected for
the total time spent on such events.

From what the annotators can estimate from the videos, four partici-
pants touched the HMD to check its position, five were just touching it
for no apparent reason, three moved their fingers along the HMD, one
was tapping on both sides, and one participant was briefly touching it
with a second hand while adjusting it.

Handling Cable This category describes all events related to the
power-cable that was usually plugged in to the HMD during the study.
It can either be that the participants are purposefully touching the cable,
for example to move it out of the way or that the participants take out
or plug in the cable. A representative visualization of such events is
depicted in Fig. 1 (c).

This is also a rather rare event that only occurs in around 67% of
the analyzed videos. We did not find any significant influence of TIME
or DAY on the number or duration of such events nor any differences
between genders. Looking at the labeled sections, we noticed that six
participants were moving the cable behind their arm, six participants
checked that it is properly plugged in and six participants simply tried
to move it to the side a little. P01 seemed to struggle with the weight of
the cable pulling the head down on one side, so she tried to find a more

Fig. 3: Violin plots showing the number of events per hour for VR and
PHYSICAL. The red dot displays the arithmetic mean. Stars indicate the
level of significance in post-hoc tests: ∗< 0.05, ∗∗< 0.01, ∗∗∗< 0.001.

comfortable position by laying it across her head. Four participants
unplugged it during their workday: one of them to be able to turn around
and redraw the boundary; one to stand up while wearing the HMD;
and two participants seemed to take it out because it was annoying. In
six videos the cable was coming from the top hanging over a movable
wall to avoid extra weight. Even though the sample size is very small,
this could be a strategy to avoid cable events, as the average number of
events per hour with the cable hanging down was 0.46 (sd = 0.85) and
with the cable coming from the top only 0.10 (sd = 0.18).

Taking HMD Halfway off This category describes actions in
which participants lift either the front of the HMD above eye-level with
one or two hands, or lift the strap up at the back without completely
removing the HMD. A representative visualization of such events is
depicted in Fig. 1 (d).

We could not find any main effects of DAY or TIME on the number or
duration of such actions, nor significant gender differences. Analyzing
the frequency of the individual codes revealed that 74% of these actions
were performed with one hand and 25% with two hands in the front
and 1% in the back. To get an idea of why participants took the HMD
halfway off, we checked which other labels overlapped with it. The
most common ones were drinking (38.0%), rubbing the face (8.5%),
talking (8.0%), rubbing the eyes (6.9%), using the controller (6.1%)
and using the phone (5.2%). By examination of the overlaps we cannot
be sure that they caused the participants to take the HMD halfway off,
but they can be indications. The back of the HMD was mainly lifted to
scratch the head.

Interacting with HMD We captured how often the participants
had to interact with the interface of the HMD by using the controller or
hand gestures, by tapping on the HMD to enable or disable passthrough
mode, by using the volume-buttons on the HMD or by redrawing the
boundary of the guardian area, which always coincides with controller
usage which is depicted in Fig. 1 (e).

We could not find any main effects of DAY or TIME on the number
or duration of those actions nor did we find significant differences be-
tween genders. This is also not expected since these actions are mainly
mandatory to operate the system. Looking at the individual codes,
we saw that 83.9% of the occurrences was about using the controller
(or hand-gestures), 12.6% about tapping for pass-through and 3.6%
about adjusting the volume. It seemed like only four participants had
to redraw the boundary during the study. We observed that participants
regularly used the controllers after putting the HMD on. This is proba-
bly due to the fact that after putting it back on the virtual desktop often
moved a little, so they had to reposition it.

Keyboard Tracking Problem To get an indication on how often
participants had problems with the keyboard tracking, we annotated
parts of the video in which participants were obviously trying to get the
keyboard tracked.

This is also a rather rare event, as it only occurs in around 42%
of the analyzed VR videos. In these situations, participants generally
lifted the keyboard and moved it around to try to track it again as
visualized in Fig. 1 (f). We found a significant main effect of TIME
on the number of keyboard tracking problems, such that there were
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significantly more in the MORNING (m = 0.2, sd = 0.52) compared to
the AFTERNOON (m = 0.07, sd = 0.19) as visualized in Fig. 2. We did
not find significant differences between genders.

Standing up To analyze how often and for how long participants
stood up from their chair, we annotated parts in the videos in which
they got up and sat down.

We could not detect a significant influence of DAY or TIME on the
number of such events. However, we found a significant main effect
of both DAY and TIME on the duration of standing per hour. Post-
hoc tests showed that participants were standing longer on DAY 3
(m = 2590.74 s, sd = 1862.65) compared to DAY 1 (m = 1752.45 s,
sd = 1855.36, p = 0.027). In addition, participants were standing
significantly less during the AFTERNOON (m = 729.83 s, sd = 522.68)
compared to the MORNING (m = 3612.36 s, sd = 1558.06). These
results are visualized in Fig. 2.

Comparing VR to PHYSICAL revealed a significant influence of TIME
on the duration of standing per hour, yet no interaction effect between
INTERFACE and TIME. This indicates that both in VR and PHYSICAL
participants stood less during the AFTERNOON (m = 742 s, sd = 513.7)
than during the MORNING (m = 3425 s, sd = 1498.5) (see Fig. 3).

No significant gender differences were found for such events.

Eating or Drinking This category summarizes the two codes for
drinking and eating, labeling the parts in which participants put drinks
or food into their mouth, ignoring longer periods of chewing. Fig. 1 (g)
depicts a representative visualization of such events.

We combined the occurrences of both codes to see how often and
for how long participants were engaged with food. In VR, we could not
find a significant influence of DAY or TIME on the number or duration
of such events.

When comparing PHYSICAL to VR, we found a significant influence
of INTERFACE on the number of such events, such that in PHYSICAL
(m = 3.19, sd = 2.67) participants drank and ate more frequently than
in VR (m = 1.79, sd = 1.31) (Fig. 3). However, we did not find a
significant influence on the total time spent eating or drinking per hour.
We did not find any significant differences in gender. Looking at the
frequency of drinking and eating individually, we found that partici-
pants were mostly drinking, accounting for 73.7% of the occurrences
in VR and 76.0% in PHYSICAL.

Generally, participants used the same containers for drinking in VR
and PHYSICAL which included cups, glasses, and bottles. In VR, for
the majority (92.2%) of drinking and eating events and the majority
(94.1%) of time spend eating, participants did not take off the HMD
and of those in only 16% did they lift the HMD (take halfway off),
and in only 10% of the cases did they support the HMD. We noticed
that P06 often did not support the HMD when drinking out of a bottle
but supported or took it halfway off when using a cup. Instead of
supporting the HMD with the hands, P04 sometimes used the cup itself
to push the HMD slightly upwards. P02, however, at one point attempts
to drink out of a glass but gives up because the HMD blocks access to
the mouth.

Talking To detect how often, and for how long, participants were
talking to others in the same room, visualized in Fig. 1 (h), we labelled
such parts in the videos. As the videos were recorded without audio,
we included all events in which the participants move their lips in a
way that suggests they are having a conversation, not including phone
calls or video calls, if this is apparent in the video.

We could not find a significant influence of DAY or TIME on the num-
ber or duration of talking events per hour, and no significant difference
between VR and PHYSICAL or between genders. This is unsurprising,
as talking is probably dependent on many external factors such as avail-
ability of another person. However, we found that 78.2% of all talking
occurrences and 79.5% of the total talking duration was done while
wearing the HMD and only in 1.9% of these did participants lift the
front of the HMD (take halfway off).

Phone Call We introduced one code for annotating all parts of
the video in which the participant is talking on the phone or in a video
call such as visualized in Fig. 1 i).

This is a rare event, as it only occurs in around 40% of the analyzed
VR videos. We did not find any significant influence of DAY or TIME on
the number or duration of phone calls and also no significant influence
of INTERFACE or gender. However, when comparing VR and PHYSI-
CAL there was a significant main effect of TIME, such that there were
more phone calls in the MORNING (m = 0.25, sd = 0.42) compared
to the AFTERNOON (m = 0.15, sd = 0.33). However, we have to be
cautious here, as the frequency of phone calls are probably much more
influenced by other people than the participants experience during the
VR condition.

We could observe that 90.9% of all phone call occurrences and 94.4%
of the total phone call duration occurred while wearing the HMD and in
only 7% of these instances did the participant lift the front of the HMD
(take it halfway off). P04 once removed the HMD after answering the
call. Yet, at another time she put the HMD back on after starting a
call. P11 removed the HMD to answer the call and then afterwards
immediately put it back on. From the videos it appears participants
were both answering and starting calls.

Rubbing Eyes or Face This category combines instances in
which participants are rubbing their eyes or face whenever these actions
are very obvious, not including events in which the participants very
shortly, and probably involuntarily, touch their faces. A representative
visualization of such events is depicted in Fig. 1 (j).

We did not observe any significant influence of DAY or TIME on the
number or duration of such actions in VR. An analysis of gender as a
between-subjects factor revealed a significant difference in the number
of instances of rubbing eyes or faces, which was about twice as high for
males (m = 2.48, sd = 1.82) than for females (m = 1.03, sd = 1.14),
yet no difference was detected regarding the total duration. Significant
differences are visualized in Fig. 2.

Also, when comparing VR and PHYSICAL, we found a significant
main effect of INTERFACE and TIME on the number of such actions , but
no effect on the duration. These effects indicate that participants rubbed
their eyes and faces more in PHYSICAL (m = 2.87, sd = 2.25) than VR
(m = 1.68, sd = 1.44) (see Fig. 3) and that they did this more often
in the MORNING (m = 2.75, sd = 2.36) compared to the AFTERNOON
(m = 1.8, sd = 1.36).

An analysis of the frequency of individual codes shows that in VR
67.1% were about rubbing the face and 32.9% about rubbing eyes,
while, in PHYSICAL rubbing the eyes had a portion of 59.0%.

Therefore, we compared VR and PHYSICAL also for both individual
codes. There were significantly more eye rubbing events in PHYSICAL
(m = 1.7, sd = 1.68) compared to VR (m = 0.58, sd = 0.613), but no
significant difference for the duration or between genders. Yet, there
were significantly more eye rubbing events in the MORNING (m =
1.45, sd = 1.66) compared to the AFTERNOON (m = 0.83, sd = 0.94)
and significantly more time spent on eye rubbing in the MORNING
(m = 4.82 s, sd = 5.68) compared to the AFTERNOON (m = 2.74 s,
sd = 3.06). No significant differences were found regarding rubbing
the face.

Physical World Activities To explore how often and for how
long participants concern themselves with things outside of the virtual
world, this category combines codes that describe events where the
annotators believe the participants were reading something outside of
VR, writing something outside of VR, using a smartphone (Fig. 1 (k))
or otherwise peeking under the HMD to see something. These events
can occur together with previously mentioned events such as taking the
HMD (halfway) off.

We found no significant influence of DAY or TIME on the number or
duration of events in this category. Comparing VR and PHYSICAL indi-
cated a significant main effect of INTERFACE such that physical world
activities where significantly more frequent in PHYSICAL (m = 6.88,
sd = 8.40) than in VR (m = 3.28, sd = 4.97) (see Fig. 3). However, no
significant differences have been found regarding the total time spent
on such actions. We also did not find significant differences between
gender.

An analysis of the frequency of individual events in VR showed that
in 64.0% of the cases participant were using their phone. In 20.1% of
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the cases they were probably reading and in 10.0% of the cases they
were writing something. However, in PHYSICAL only 46.6% of the
actions were related to the phone and 35.6% to writing and 17.7% to
reading. We also found that 92.3% of phone usage in VR happened
while wearing the HMD and only in 7% of these cases did participants
lift the HMD in the front (taking it halfway off).

Colleague To detect if an event was likely triggered by a col-
league or another person, we used this code in combination with any
other code to label such events. For example, the participant could be
taking off the HMD when a colleague approaches.

We could not find any statistically significant influence of DAY or
TIME. An analysis of gender as a between-subjects factor revealed a
significant difference in number of events triggered by colleagues which
was higher for males (m = 0.29, sd = 0.34) than females (m = 0.11,
sd = 0.19) as depicted in Fig. 2. However, this measure heavily
depends on the coworkers, their availability and relationship with the
participant.

Checking which actions were triggered by colleagues in VR, showed
that 37.4% were taking off the HMD, 26.6% were talking, 8.6% were
taking the HMD halfway off, and 5.7% were taking the headphones off.
In PHYSICAL, most common actions were to turn away from (81%) or
towards (6%) the screen, taking the headphones off (5%) and talking
(3%). These values can give some indications on how users react when
approached by a colleague.

Other We also added a code to label any behavior that the anno-
tators might find interesting that do not match any of the previously
mentioned codes. For example, sometimes the washable face-pad that
we used in the study got out of place, so we saw five participants adjust-
ing the face pad while not wearing the HMD. Additionally, we could
observe three participants cleaning the HMD during the study.

5 DISCUSSION

The results provide insights into the behavioral patterns of the partici-
pants as they acclimated to the experience of working in VR. Exposure
to unfamiliar technology is well known to demand an initial period of
familiarization and adaptation, as also seen in studies on user experi-
ence in VR and AR [27, 28]. In this work, however, we investigated
behavioral changes over a much longer timescale than typical VR user
studies so far, and our observations reveal rich patterns of user behavior
not previously documented.

The observed decline of adjusting events suggests that users need
less time to fix the HMD in a comfortable position as they become
more familiar with the device which highlights the need for improved
tutorials for initial fitting. In addition, the number of supporting events
but not the total time spent supporting declined significantly over the
week. This could indicate that users put up with the need to support
instead of repeatedly trying to wear the HMD without support. The
main reasons for support, as mentioned by the participants, were to
obtain a clear image and to avoid pressure on the head by having
the head-strap too tight. This emphasizes the importance of ongoing
efforts to improve the form factor of HMDs. In 95% of the cases, the
participants only supported the HMD with one hand, which made it
possible to use the keyboard or mousepad with the other hand. Still,
from an ergonomic point of view, this is clearly not desirable, especially
for prolonged use of VR or AR HMDs.

Despite the limited number of participants, we observed some sig-
nificant differences between genders, which were especially prominent
in the number and duration of supporting events. Similarly, in their
eight-hour-long study, Guo et al. [19] also noticed significant gender
differences regarding visual fatigue, which was much higher for fe-
males. Yet in both cases, the number of participants was rather small,
and other factors such as experience with VR devices or games, as
mentioned by Guo et al. [19], cannot be ruled out. Therefore, gender
differences should be investigated more closely in future research and
these findings emphasize the importance of having a diverse group of
participants.

The frequency of taking the HMD off decreased over the five days.
However, the break durations and time spent standing increased and

consequently, screen time decreased. Yet, we did not detect any sig-
nificant difference in screen time between VR and PHYSICAL. Also,
our results suggest that supporting the HMD does neither significantly
increase, nor decrease the need for taking the HMD off.

Reviewing why participants might lift the HMD in the front, or even
take it off completely, indicated that this was done to drink, rub the
face and eyes, talk, or to use a phone. These are either basic needs or
common actions in work environments that should not be restricted
by the VR device. Future HMDs could reduce the need for lifting
the HMD when drinking or rubbing the face, by reducing the form
factor or allowing easier access to the face and especially the mouth
while wearing the HMD. One solution could be a raisable visor as
offered by the HoloLens 2 [38]. When talking or using the phone users
could benefit from a clearer pass-through mode or other techniques to
include outside information, such as smartphones [1, 2, 11] or parts of
the surrounding environment [22, 56].

Differences between VR and PHYSICAL were found in the frequency
of participants rubbing their eyes, which was significantly more fre-
quent in PHYSICAL and could be explained by the eyes being more
accessible. The HMD could prevent participants from involuntarily
rubbing their eyes as it requires more actions, such as lifting the HMD.
Also, in PHYSICAL, participants interacted significantly more with phys-
ical objects, such as reading, writing, or using a phone which could
indicate that they were more accessible for spontaneous actions. This
matches the reports of Biener et al [5], who mentioned that participants
missed the ability to write things down in VR. Similarly, the frequency
of eating and drinking was higher in PHYSICAL, indicating that the
HMD was too obstructive to support such activities. This was also
visible in the videos as participants often supported or lifted the HMD
to drink and it is also in line with participants’ comments reported by
Biener et al. [5] about being afraid to spill something, as well as prior
observations by McGill et al. [34]. On the other hand, no significant
differences were found in the total duration of drinking or eating events,
physical world activities, or in rubbing of eyes or faces. This indicates
that participants did not neglect these needs, but instead did them more
carefully and for longer periods, as it was not convenient to do them as
often in VR. Also, the HMD did not substantially restrict participants
from performing actions outside VR. For example, 92% of phone usage
in the VR condition was done while wearing the HMD and participants
only rarely lifted the HMD to do so. Additionally, during 80% of the
time spent talking, 94% of the time spent on phone calls, and 94% of
the time spent drinking or eating, participants wore the HMD. Still,
further efforts to make such interactions more comfortable should not
be neglected, such as including the phone, as mentioned above, or
hinting at and visualizing bystanders [49] or objects. This finding sheds
further light on how people adopt and appropriate technology in their
daily routines, even though those routines might initially be hampered
by that very technology.

Another problem could be caused by the power cable, which can pull
the HMD down and become distracting when obstructing users’ move-
ments. When the HMD should be used for a time span that requires
charging while working, one should think about how to comfortably
adjust the cable, for example by hanging the cable from the ceiling or
running it down at the back of the head rather than the side, which has
already been done for newer HMDs such as Varjo Aero or Apple’s Vi-
sion Pro, or include enough breaks to charge the HMD in between uses.
Participants also seemed to have issues with the keyboard tracking.
This happened more often in the MORNING and we can speculate that it
could be caused by different lighting conditions or because participants
simply coped with not seeing the keyboard in the AFTERNOON, albeit
window blinds were used to control lighting conditions. Taking into
account the significantly fewer standing events that tended to occur in
the afternoon it could also hint at participants being generally less active
in the afternoon than earlier in the day. Still, the observed problem-
sunderline the need to further improve all components of VR HMDs,
including robust object and environment tracking algorithms.

Overall, these varied observations and findings can inform the de-
sign of more comfortable HMDs for work applications, and serve as
guidance for extended use of VR in work settings and risk assessments
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of such activities. Hardware solutions are likely required to address
the trade-off between setting straps tightly to ensure a stable image
and the associated discomfort arising from this tightness after extended
use. Current generation HMDs, such as the Oculus Quest Pro, do offer
different ergonomics compared to the Quest 2. Yet, on an anecdotal
level only, we experienced that even with these changes prolonged
use beyond 30–45 minutes can still lead to increased pressure on the
forehead, and, subsequently, headache. Hence, it should be carefully
studied if these new headset generations deliver a better long-term us-
age experience or not. Prior work has analyzed and designed workplace
ergonomics by using VR as a tool [13, 58]. However, less focus has
been on the ergonomics of VR itself [9, 10], or on possible solutions,
such as Wentzel et al. [57], who amplified hand movements for more
comfortable interactions in VR, or McGill et al. [35], who reduced the
need for head movement in large-display setups. Software solutions
may potentially be able to address other comfort issues, such as stream-
lining interactions to minimize user effort, prompting users towards
more ergonomic virtual display configurations, and facilitating com-
mon tasks currently not easy to perform while wearing a HMD, such
as locating items on the desk, using a phone, and eating or drinking.
Software-based interventions may also allow for promoting compliance
with ergonomic guidance, for example by encouraging workers to take
breaks after predefined time periods, using eye exercises to alleviate
digital eye strain [24], performing some form of exercise after set pe-
riods, or incorporating relaxation methods designed for VR [54, 55].
Although many of these design implications are intuitive, there has
been limited evidence to support and motivate such remedial efforts,
and, hence, we call for increased community efforts to work towards
VR (and AR) experiences that can support prolonged use in various
contexts.

Currently, research is often focused on brief usability evaluations.
Yet, we argue that long-term usability issues require further attention. In
addition, the issues of working in VR for a prolonged time, as described
in this study, which have not been formally documented and described
before, provide a reference against which future hardware and software
improvements can be measured.

6 LIMITATIONS AND FUTURE WORK

As mentioned in the study by Biener et al. [5], a limitation is that tasks
are chosen by participants. This means we cannot fully eliminate the
possibility that the type of tasks on different days influenced the behav-
ior of the participants. Also, no VR-specific benefits were employed, as
the goal of the previous study was to quantify baseline usability issues.
Therefore, the behavior of participants could be different when using
an optimized version of VR that, for example, facilitates certain tasks
or specifically aims at increasing the well-being of the users. Also, only
one type of HMD, the Quest 2, was investigated. Future work should
also consider HMDs that vary in important aspects such as weight,
weight-distribution and resolution. Additionally, this study, as well as
the prior study by Biener et al. [5] is reporting the effects of using VR
in the context of knowledge workers, which does not necessarily imply
a generalizability to other application areas which should therefore be
evaluated in future work.

Another limitation is that we do not have a complete view of the
participants’ surroundingsso we can only report what was within the
camera’s view. For P11 and P14 the camera orientation and participant
positioning were such that it was impossible to see some supporting
actions or when they were using their phone.

Our analysis also hinted at some gender differences, however, fe-
male participants were underrepresented in this study (six out of 16
participants) and future work should therefore have a closer look at
such gender-related behavioral differences.

In addition, due to the high time demand for annotating the videos,
six people were involved in the annotation process. Through training,
calculation of the inter-coder reliability and repeated discussions we
were trying to make the annotations as consistent as possible. Still, the
annotations depend on subjective decisions by the annotators, because
certain actions can not always be unambiguously assigned to one of
the categories. However, as all videos of one participant were only

coded by one annotator, we maximized the coding reliability within
each participant as far as possible.

7 CONCLUSIONS

We presented unique insights into how users behave during prolonged
use of VR HMDs, obtained through reviewing and coding 559 hours
of video material from a study in which participants worked in VR
for an entire workweek. We found indications that participants are
getting used to the HMD during the week, for example, the frequency
of adjusting and supporting actions decreased over the five days of
working in VR. Also, participants seemed to be able to adapt to certain
restrictions, as they mostly did not take off the HMD while talking or
using a phone. On the other hand, by the end of the week participants
removed the HMDs for longer periods of time which also resulted in
less screen time. In addition, we found that the HMD can be disruptive
to normal patterns of eating and drinking, as well as interacting with
objects in the physical environment, as they were less frequent in VR.
These insights can be used to inform the design of less restricted, more
ergonomic VR systems as tools for knowledge workers. Overall, this
paper presents detailed insights into user behavior while working in
VR, which can only be detected through in-depth video analysis of
data gathered over an extended period of time. Therefore, we hope this
work inspires further research on the long-term use of VR in various
contexts.
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Working with XR in Public:
Effects on Users and Bystanders

Summary
As already mentioned before, XR could be especially useful to support mobile
knowledge work. Because many mobile spaces are also public, it is important
to know how using XR for work in public is currently perceived by both the
user and also by people around them, called bystanders. Therefore, this
article reports on a study conducted in a public university cafeteria in which
participants were performing a task once using only a laptop, once using a
combination of a laptop with an augmented reality (AR) HWD, and once
using a combination of a laptop and a VR HWD.

The results indicate that XR users feel more safe if they can see their physical
environment, which was the case in the laptop condition and partially in the
AR condition. Also, using XR in public still makes you stand out. However,
these findings could also change in the future as XR becomes more common.
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Figure 1: The top row shows the view of a bystander passing the area of the study for all three conditions (LAPTOP, AR, VR). C
indicates the coordinator of the study and P indicates the participant. All other people are bystanders. The illustrations are

reenactments of the actual situations. The bottom row shows the participant’s views during the task for each condition.

ABSTRACT

Recent commercial virtual and augmented reality (VR / AR) devices
have been promoted as tools for knowledge work and research find-
ings show that they can be beneficial. One benefit is the possibility
to display virtual screens which could be especially helpful in mo-
bile contexts, in which users might not have access to an optimal
physical work setup. Such situations often occur in public settings,
for example when working on a train while traveling to a business
meeting. However, using such devices in public is still uncommon,
which motivates our study to better understand the implications of
using AR and VR for work in public on the user itself, and also
on bystanders. Therefore, we present initial results of a study in a
university cafeteria comparing three different systems: a laptop with
a single screen; a laptop combined with an optical see-through AR
headset; a laptop combined with an immersive VR headset.

Keywords: Virtual Reality, Augmented Reality, Extended Reality,
Knowledge Work, Public Environment

1 INTRODUCTION

Using extended reality (XR) for knowledge work has recently gained
popularity through the promotion of current commercial off-the-
shelf devices as tools for work, such as the Meta Quest Pro and the
Lenovo Think Reality glasses. With XR we refer to both augmented

*e-mail: verena.biener@hs-coburg.de
†e-mail: jens.grubert@hs-coburg.de

reality (AR) and virtual reality (VR) technologies. Prior research has
also demonstrated the potential benefits of using XR for knowledge
work, such as how VR can be used in open office spaces to reduce
distractions [7] and how new interaction possibilities provided by
VR can improve the performance for certain tasks [3, 2]. In addition,
researchers have evaluated how the large display space provided by
AR and VR can be used in the context of knowledge work [5, 6].
These properties of XR seem especially advantageous in mobile
scenarios, where work environments can be less optimal, such as
in crowded spaces with many distractions, or in confined spaces
that limit the size of physical hardware [4], for example, in public
transportation or in a café. However, prior studies on supporting
knowledge work have focused on new technologies evaluated mainly
through laboratory-based experiments which are typically not rep-
resentative of public spaces. Therefore we see the need to explore
how users of XR devices experience working with these devices in
public spaces, and also to investigate how people around them react
to the currently relatively rare sight of XR-users in public.

2 METHODOLOGY

The study was conducted as a within-subjects design with one inde-
pendent variable INTERFACE having three levels, LAPTOP, AR and
VR. LAPTOP was chosen as the baseline, as it is commonly used
for working in public spaces. For AR and VR, we chose commer-
cially available headsets with current software that can connect to a
laptop as an input device while displaying multiple virtual screens.
Specifically, we used the Meta Quest Pro in combination with the
application “Immersed” [1] for VR and the Lenovo Think Reality
glasses A3 with its built-in display manager in AR. Both devices
were designed and promoted by their respective manufacturers as
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tools for knowledge work. For all conditions we used a 16-inch HP
Envy laptop and an external mouse. While participants could only
use the laptop screen in the LAPTOP condition, they could use three
virtual monitors in AR and VR (see Fig. 1).

The study was conducted in three sessions, one for each condition.
All sessions started in a lab in which participants were introduced to
the device and completed a 20 minute training task. Then, participant
and coordinator moved to different places in the public cafeteria and
the participant completed a task for 35 minutes while the coordinator
was observing the situation (see Fig. 1). Afterwards participants
answered various questionnaires and also several bystanders were
asked to fill out a short online questionnaire. Then, participant and
coordinator returned to the lab for a short interview. Three similar
but different tasks were used for the three conditions which were
counterbalanced along with the order of the conditions. Eighteen
participants (all students or employees at our university) successfully
completed the study (5 female). Their mean age was 25.67 years
(sd = 5.2). The number of bystanders was counted at the beginning
and end of each session resulting in a minimum of 7 and a maximum
of 37. In total, we collected 231 responses from bystanders, given
by 209 different people (104 female, 103 male, 2 others).

3 RESULTS

In the following, we will present initial findings of our study. We
used a repeated measures analysis of variance (RM-ANOVA) to
analyze the data obtained through the study. For subjective data, we
used aligned rank transform (ART) [8] and for post-hoc comparisons
we applied Bonferroni adjustments at an initial significance level
of α = 0.05. In the following we use m to abbreviate the arith-
metic mean and sd for standard deviation. We used axial coding to
structure statements from free-text-fields and interviews.

Safety and Isolation We found a significant main effect of
INTERFACE (F(2,34) = 16.824, p < 0.001,η2

p = 0.497) on partici-
pants’ feeling of safety rated on an 11-point Likert scale (1 = threat-
ened, 11 = safe). Post-hoc tests indicate that they felt significantly
more safe in LAPTOP (m = 8.44, sd = 2.2) as compared to both AR
(m = 7.61, sd = 2.03) (p = 0.04) and VR (m = 5.94, sd = 2.67)
(p =< 0.001). In addition, participants felt significantly safer in AR
than in VR (p = 0.009). Participants also stated that they liked that
they could see the real environment in AR (P5, P15, P21, P22, P24)
which made them feel more secure (P5) and some participants (P16,
P18, P24) did not like being unaware of their physical environment
in VR. These combined findings might indicate that participants’
feeling of safety is related to how well they can perceive their physi-
cal environment.

Only P5 used full passthrough throughout the VR condition, and
P9 switched to passthrough occasionally. All other participants
chose one of the virtual environments, in which they felt comfortable
or which they thought looked nice. Fourteen participants did not
even use a passthrough window in VR, except for the keyboard,
as they thought it was distracting (P4, P14, P16), was not needed
(P7, P11, P17, P18, P19, P23), felt more focused and immersed
without passthrough (P23, P24) or felt like they had less space for
the task (P12). However, P6 regretted not using passthrough, as she
wanted to see who was talking. Of the three participants who used a
passthrough window, P8 moved it out of sight as it interfered with
the task, and P9 and P22 had one on both sides but made little use
of it during the task.

Standing out We also found a significant main effect of IN-
TERFACE (F(2,34) = 6.214, p= 0.005,η2

p = 0.268) on participants’
rating of feeling more observed (1) or unobserved (11). Post-hoc
tests indicate that they felt significantly less observed in LAPTOP
(m = 7.22, sd = 2.76) as compared to VR (m = 4.78, sd = 2.67)
(p = 0.004). P23 also stated that he felt people were looking at him
in VR. From observing the bystanders, we know that this feeling is
valid. We observed that no bystander seemed to have any interest in

the participants during the LAPTOP condition, as they were blending
in well with other people working on their laptops. During the AR
and VR conditions, individual bystanders stared at the participants
for multiple seconds, some also stared repeatedly and some were
obviously talking about the participant. However, the majority of
bystanders either did not, or pretended not to notice the participants
or only looked at them in a very subtle way. Some seemed to find
excuses to look such as when they walked past the participant. In
addition, while in the LAPTOP condition only 65% indicated that
they noticed the participant, compared to 93% and 95% for AR and
VR respectively. Fisher’s exact test revealed that there is a significant
effect of INTERFACE on whether bystanders noticed the participant
or not (p < 0.001), with post-hoc tests showing that in the LAPTOP
condition they noticed the participant significantly less often than
in AR (p < 0.001) and VR (p < 0.001). These findings indicate that
XR-users stand out, and that users are sensitive to that, especially in
VR. However, the reactions of the bystanders remain mostly subtle
and we did not observe any actions that could have been dangerous
for the participants.

4 CONCLUSION

With the goal of observing how using XR devices in public affects
the users and also the bystanders, we conducted a study in which
participants used an AR and VR HMD as well as a LAPTOP in a
university cafeteria. Initial findings indicate that, at the time of the
study, using XR in public still makes users stand out, yet we observed
mainly subtle reactions from bystanders and this behavior might
change if XR becomes more widespread in the future. Our findings
also suggest that seeing the physical surrounding can increase users’
feeling of safety, yet, 14 out of 16 participants stated that passthrough
windows in VR were unnecessary or distracting. Therefore, more
research is required to integrate passthrough in a sensible way.

In future work, we will analyze the full data-set collected during
our study, including a range of questionnaires and interviews from
the XR users and more detailed descriptions of how bystanders
experienced the situations. This will allow us to present a more
complete picture of the current perception of XR use in public as
well as possible challenges.
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Chapter 9

Discussion

In the following sections, I will summarize and discuss the results presented
in chapter 3 [17] to 8 [15]. First, I will discuss the results related to the
first area of research questions about facilitating mobile knowledge work us-
ing the advantages of VR, such as a large 3D display space and multimodal
interaction opportunities. Then, I will discuss how current off-the-shelf VR
and XR devices affect knowledge workers during prolonged use and in pub-
lic environments. Finally, I will also reflect on the limitations of the work
presented in this thesis and future research directions.

9.1 Facilitating Mobile Knowledge Work Using
VR

Chapter 4 [18] and 5 [14], had a closer look at how mobile knowledge work can
be facilitated using certain affordances provided by VR. We have seen two
studies that quantify the benefits of utilizing 3D visualizations in knowledge
worker tasks and saw that they can outperform existing 2D techniques. In
addition, chapter 5 [14] also quantified the effects of the increased display
space in VR in the context of a visual search task, showing that an increased
field of view reduces the search time significantly if the target is preattentive
and, therefore, easy to find among other images. Chapter 4 [18] also presented
a study that shows how a multimodal interaction approach that combines
touch and eye-tracking has benefits, such as a higher usability and faster
task completion times, over a touch-only interaction. Subsequently, chapter
4 [18] described several example applications that utilize the large 3D space
and multimodal interaction techniques. Using similar techniques, chapter 5
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[14] proposed several VR based techniques for certain presentation authoring
tools. In the following, I will discuss these results in more detail.

9.1.1 Advantages of a Large 3D Display

We have seen in two studies, presented in chapter 4 [18] and 5 [14], that
the 3D display in VR and, therefore, the three-dimensional representation of
information can make certain tasks more efficient. In the puzzle task study in
chapter 4 [18], we have seen that participants were around 15% faster when
using the depth visualization compared to using a flat 2D visualization. Very
similar results were presented in the reordering study of chapter 5 [14]. The
3D VR technique for reordering layers of information was significantly faster
than both baseline techniques (69% and 72%), which were established in
current PowerPoint and PowerPoint for Mac versions.

In both studies, participants also reported a significantly higher usability
for the VR techniques. For the puzzle task, we could also observe a lower
mental demand and lower simulator sickness for the condition that used
the depth visualization. For the reordering task, a significantly higher task
load was reported for one of the baseline techniques, namely the dynamic
reordering. No significant difference regarding simulator sickness was found
for the reordering task, which can be seen as a good sign when comparing to
non-VR baselines. In both studies, I received feedback from the participants
on why they liked the VR techniques with depth visualization. They found
it “provides more information” [18] (chapter 4) and it is easier to identify
mistakes [18] (chapter 4), “if something was occluded you could move your
head” [14] (chapter 5), and it provides a "faster overview" [14] (chapter 5).

These results show how displaying information in 3D using VR devices can be
advantageous. Of course, the kind of 3D visualizations presented in this thesis
are directly applicable to scenarios in which there is layered or overlapping
information or information that has some sort of three dimensional relation.
Such scenarios could, for example, be found in the medical area with data
obtained from CT scans, in architecture when looking at layouts of multiple
floors of a building, or when creating digital pictures, which often involves
layers containing different elements of the picture. It remains to be seen if
and how other kind of information can benefit from such a representation.
In chapter 5 [14], we have seen that a 3D representation in VR can also
outperform current well-established 2D techniques implemented in current
office applications. However, there is also a possibility that these established
2D techniques will be advanced in the future to catch up with the 3D version.
Yet, considering that this 3D technique is an early-stage prototype, it is likely
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that it can also be further optimized. Amongst others, possible improvements
could be made by refining the distance between information layers or by
incorporating more visualization techniques, such as transparency, colors, or
varying sizes. Such improvements will not be trivial and will most likely
depend on the type of information and the number of layers. The goal,
however, should not be to promote 3D over 2D applications. Therefore,
combining their strengths regarding different aspects of knowledge worker
tasks could be a promising avenue.

Even though this work focused on mobile work, the results indicate that VR
can not only support knowledge work in a mobile context with limited space
and hardware but also in standard office settings. This means that certain
tasks that benefit a lot from a three-dimensional representation could be
completed more efficiently in VR, also outside of the mobile context. This
could not only be the case for 2D data with three-dimensional relations but
also for a range of tasks involving inherently three-dimensional data, such
as modelling [91], sketching [28] or creating animations [7, 113, 21]. This is
also supported by a survey from Berg and Vance [12] that shows how VR is
successfully used as a tool in various industries for use-cases such as exploring
ergonomics, evaluating aesthetics, or visualizing abstract data.

In addition to the benefits of a 3D representation, chapter 5 [14] also quan-
tified the benefits of the larger screen space in VR on a search task. For this
purpose, the large screen space in VR was compared to a smaller screen space
in VR and a standard mobile display - in this case a tablet. Prior work has
already suggested that a larger field of view can speed up target detection
[88]. The search task study in chapter 5 [14] showed that for an easy search
task, a so-called preattentive search, VR with it’s full field of view makes
the search significantly faster than VR with only a limited field of view or a
tablet. A preattentive search means that the target image stood out from the
rest of the images because it was the only colored one. For such a search, VR
with using the full field of view was around 37% faster than VR with only
a limited field of view and around 52% faster than the tablet. However, for
harder tasks, in which all images were colored, the results did not indicate
significant differences between the conditions. For hard tasks, the target did
not stand out from the rest, and therefore, participants needed to look at
each image carefully, which seems to strongly diminish the advantage of a
large field of view. Still, it can be concluded that the larger field of view is at
least as good as a smaller one and in certain situations definitely outperforms
it, such as when searching for a specific image or, more generally, a specific
piece of information.
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In addition, there might be usability benefits provided by the larger field
of view, as there is no need for additional interactions to scroll through the
information. The study also indicated potential usability benefits of VR
through the built-in eye-tracking. We saw that for the easy tasks VR with
the same field of view as the tablet was still faster than the tablet. This can
be explained by the use of eye-tracking in combination with touch input. In
contrast, the tablet condition used only touch input, which required a lot
of scrolling. The benefits of combining touch and eye-gaze interaction have
also been studied in detail in chapter 4 [18] and will be discussed in the next
subsection. In addition to shorter search times, the large display space pro-
vided by VR can also provide the benefit of displaying more information at
once. This has not been explored in-depth by the presented studies, but the
concept was implemented in the prototype of chapter 5 [14] by visualizing
multiple sources of information, such as a PDF, an image search, or multi-
ple presentation-slides, and participants rated it to be useful. Pavanatto et
al. [82] have investigated this more closely in AR and conclude that, due to
technical constraints of the hardware, the performance and usability of phys-
ical screens is currently higher than that of virtual screens. Therefore, they
recommend to combine both physical and virtual screens. This would allow
for a larger display space in situations where multiple physical monitors are
not available, while also having a familiar high resolution physical screen.

Overall, both the large screen space as well as the 3D display have shown
to be able to facilitate certain knowledge worker tasks, particularly tasks
that naturally consist of layers of information or benefit from a presentation
in multiple layers. The large display space is of course especially helpful
in restricted spaces or wherever additional hardware such as displays is not
feasible. Similarly, it has been shown that the 3D display can make certain
tasks more efficient, even with only a small interaction device such as a tablet
available. In addition, the 3D display also has the potential to support
knowledge work in non-mobile situations due to visualization options not
possible on a standard display.

9.1.2 Multimodal Techniques that Combine VR and Es-
tablished Devices

When creating new interaction techniques and applications as described in
chapter 4 and 5, I focused on a small input area, as the main focus was on
supporting mobile knowledge work. As mentioned before, in mobile contexts
the physical space is often restricted and interacting with novel devices also
poses the question of social acceptability [65]. Therefore, common VR inter-
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action techniques such as in-air gestures might not be well-suited, as they
require a certain amount of free space, and additionally, they might induce
fatigue [47]. For these reasons, I decided to combine VR with touch inter-
faces, namely tablets, and therefore, the input area is restricted to the small
space on the tablet. The first study, presented in chapter 4 [18], was con-
ducted to evaluate how a combination of touch and eye-gaze could enhance
the interaction across multiple screens compared to a bimanual, touch-only
technique. We saw that the gaze-based technique was about 30% faster than
the bimanual technique and all participants also perceived it as being faster.
In addition, the gaze-based technique resulted in a significantly higher usabil-
ity rating and a lower perceived task load. Therefore, all but one participant
preferred the gaze-based approach. This shows that eye-gaze can be an im-
portant addition to the set of input techniques for doing knowledge work
in VR, especially when making use of the large screen space. The value of
gaze-based techniques in VR has also been indicated in other studies such as
by McGill et al. [64], who manipulated the virtual display position depend-
ing on the users gaze-direction to allow them to use a large display space
with less head movement. Other examples are provided by Meng et al. [70]
who explored techniques for hands-free text selection or Lee et al. [59], who
proposed a technique that uses gaze to make reading in VR more efficient
and less demanding.

Both in chapter 4 [18] and chapter 5 [14], I have presented a range of ex-
amples on how multimodal interaction involving a VR HWD, touch on a
tablet surface, gaze, and spatial interaction can be realized. For all of them,
I conducted a usability evaluation in which participants could try the tech-
niques and then rate their ease of use, utility, and enjoyment. Overall, these
applications received positive ratings. Similar results were also reported by
Gesslein et al. [37] through a video-based survey of multimodal techniques
involving VR, gaze, a tablet, and a spatially tracked pen in the context of
spreadsheets. Interestingly, I observed that the ease of use of the presenta-
tion authoring tools in chapter 5 [14] were also rated pretty high, considering
that the presented applications and the interaction with it was totally new
to the participants, and therefore, they had to learn and remember a lot in
a very short time. These ratings acknowledge that combining a variety of
interaction modalities is feasible in the context of VR for knowledge work.
In chapter 5 [14], the participants also rated the usability of the combined
feature set for authoring presentations to be average (71.53 on the system us-
ability scale [19]), which is promising for a first prototype. While participants
found the presented techniques for object manipulation and animation quite
complex and they said it requires some practice, they also mentioned that
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it can be useful and intuitive. One participant even mentioned that "with
a little practice it would be faster than in standard PowerPoint" [14] (chap-
ter 5). This is also in line with the results of the reordering task, discussed
in chapter 9.1.1, which showed that the VR technique outperforms current
state-of-the-art techniques. Still, these comments highlight that users need
time to learn a new technique. This process could be supported by well-
designed tutorials that help users to get the most out of a new technique as
fast as possible. Overall, participants see value in the presented applications
and many could also imagine using such a system in the future.

In chapter 5 [14], we have seen a selection of tools for presentation authoring
and chapter 4 [18] proposed a variety of possible applications, including a
window manager, code version control, a parallel coordinate plot, a map, and
medical imaging. However, these kinds of techniques can be also transferred
to many more application areas, such as already shown by Gesslein et al.
[37] for interacting with spreadsheets.

Even though I have made the design choice to evaluate the presented tech-
niques using VR HWDs, I believe that they are also viable in other XR
devices. For example, the space around the tablet could also be augmented
with additional visualizations in AR. Using VR HWDs had the advantage of
a much larger field of view than that of optical see-through AR devices and,
at the time of the studies, the passthrough mode of mixed reality HWDs was
rather poor (such as Meta Quest 2). When using the techniques for current
AR HWDs with a much smaller field of view, some adaptation might be
needed. To avoid large head movements to see information distributed on
the large virtual screen, techniques such as proposed by McGill et al. [64]
could be employed that change the display position depending on the gaze
angle. Also, the size of virtual screens or elements could be adapted to fit
the field of view of a certain device. Additionally, instead of fully replacing
the physical screens, a combination of physical and virtual screens could be
used in AR, as suggested by Pavanatto et al. [82]. Even though displaying
virtual along with physical content could lead to perceptual issues [31], di-
rectly involving the physical screen can provide a higher resolution than is
possible on current XR devices.

Overall, we have seen that it is indeed feasible to combine touch-input with
VR, which can be especially useful in small constraint environments. This can
then be enhanced by combining the touch input with a spatially tracked pen
or eye-gaze to retarget the touch input on the tablets surface, which enables
the user to interact with the large display space in VR while staying within
the limited interaction space on or above the tablet. For other use cases, the
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tablet could of course also be replaced with other portable devices such as
the touchpad of a laptop, which would then also allow the use of a physical
keyboard for efficient text-entry. Using any kind of small portable device as
the basis for interacting, solves the problem of the limited interaction space
mentioned in the beginning of this section. It makes the interaction more
subtle and, therefore, potentially more socially acceptable, and also reduces
the risk for fatigue induced by large gestures.

9.2 Effects of Current VR Devices on
Knowledge Workers in Realistic Use-Cases

The previous sections have looked at possible advantages that VR can pro-
vide, such as utilizing the large 3D display space and novel multimodal in-
teraction concepts. However, the studies presented in Chapters 4 [18] and 5
[14], as well as the majority of other studies in VR or XR, are rather short
in duration. For example, the studies from Chapters 4 [18] and 5 [14] lasted
for less than two hours. In addition, they are often conducted in lab envi-
ronments and engage the participants in made-up tasks and, therefore, lack
ecological validity. Hence, Chapters 6 [16] and 7 [13] considered the effects
of working in VR for a much longer time-period, namely a whole workweek.
In addition, the participants were able to continue their actual work tasks,
which increases the ecological validity of the study. And finally, Chapter 8
[15], investigated the effects of using both VR and AR devices in an actual
public space instead of a controlled lab environment.

The study presented in Chapter 6 [16] showed that the baseline costs of VR
are higher than for the physical setup for nearly all measures. However, there
were also indications that participants got used to VR, which could also be
concluded by the video analysis presented in Chapter 7 [13]. In general, both
Chapters 6 [16] and 7 [13] provide unique insights into how users are affected
by using VR for prolonged times.

As already mentioned, Chapter 8 [15] provided insights into the use of XR in
a mobile context, by observing XR users and bystanders in a public space.
The results showed that using XR can influence the participants’ feeling of
safety with significant differences between AR and VR and that currently
XR still makes users stand out.

A detailed discussion of the results obtained from the one-week-study and the
study conducted in a public space is presented in the following subsections.
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9.2.1 Knowledge Workers Response to Prolonged Use
of VR

The results presented in Chapter 6 [16] showed that the usability of the
VR system was rated around 36% lower than that of the physical system.
The average usability score for VR was around 54, which is below average
but can still be considered ok [11]. In addition, the reported frustration
was around 42% higher in VR and task load was rated 35% higher in VR
compared to the physical system. However, the average task load of around
46 was still within the 50th percentile of computer activities [39], which can
be interpreted such that the task load was still on a level that represents
normal computer activities. In a study that compared VR and AR HWDs
with a tablet, Li et al. [60] also found increased perceived workload when
using HWDs and in a study lasting for one day (eight hours), Shen et al.
[99] also reported a higher mental fatigue for VR than for a physical system.
Shen et al. speculated that participants achieve a higher engagement level
in VR and, therefore, spend more attention resources on a task. This theory
could be supported by a statement of P12, as reported in Chapter 6 [16],
who said that he could work really focused for 45 minutes, but then suffered
from a headache during the next 3 hours. More research on this topic is
needed, but if VR could enable users to spend more attention resources on
a task, it could be a valuable tool for knowledge workers in situations that
require them to be highly concentrated or that are highly time critical. Yet,
these studies indicate that such intense work can also lead to higher mental
fatigue and should therefore be carefully dosed. In contrast to this theory,
the participants perceived their productivity in VR as lower in the study
presented in Chapter 6 [16] and also report a significantly lower flow in VR,
which indicates that participants did not feel more focused while using VR.
However, the full potential of VR, which includes shielding the user from
distractions in the physical environment and potentially make them work
more focused, could not be explored in this study, as in both conditions the
participants were sitting in a calm environment and, therefore, there were
barely any distractions present. Still, indications that VR could increase
flow and performance by shielding the user from a busy environment were
found by Ruvimova et al. [94].

For other subjective measures, Chapter 6 [16] also reported significantly
worse ratings for VR compared to the physical system. This includes higher
ratings for negative affect, anxiety, simulator sickness and visual fatigue, and
lower ratings for wellbeing. The exact cause for these bad ratings need to
be explored in dedicated future studies. From the observations made in the
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presented study and specifically the interview answers, I can only infer that
participants generally were less happy and felt less comfortable in VR.

The average simulator sickness score of around 34 reported in Chapter 6 [16]
can be considered bad [103] which is alarming because a widespread consumer
device was used. Also, due to the predominantly static VR scene (neutral
background, a screen, and desk with a keyboard), I expected rather low
simulator sickness ratings. Therefore, this needs to be further investigated to
make out the main factors contributing to these ratings and propose changes
in hardware and software accordingly. As the average simulator sickness
ratings also slightly increased during the day for the physical condition, it
is likely that the high values in VR could at least partially be explained
by factors that are not directly related to VR. However, at this point, it is
important to note that two additional participants dropped out of the study
during the first hours of the VR condition due to nausea, anxiety, and a
migraine. This might be due to the known drawbacks of current HWDs or
about these participants general susceptibility for VR sickness [22]. Such
people should also be kept in mind when thinking of a future in which VR
could replace offices.

In addition to the higher visual fatigue in VR compared to the physical setup,
the results indicate that the average visual fatigue increased during the day.
Similarly, Guo et al. [42] found an increase over time regarding subjective
eye-strain and difficulty in focusing during their eight hour long study. Also,
Souchet et al. [102], who reviewed previous work regarding office-like tasks
in VR, report that using VR can lead to higher visual fatigue as well as
muscle fatigue, acute stress, and mental overload. On the other hand, Wille
et al. [116], who conducted a four hour study in VR, found that subjective
ratings suggest a higher strain and no habituation, yet their objective strain
measures indicated habituation effects. Therefore, they hypothesize that the
unfamiliarity with a technology could influence subjective ratings. Neverthe-
less, when working in VR, it would be important to consider including eye
exercises to mitigate eye strain [48] or relaxation methods to reduce stress
[108, 112] to increase users overall wellbeing.

The video-analysis in Chapter 7 [13] also revealed that participants took
the HWD off less often at the end of the week, yet the duration of not
wearing the HWD significantly increased during the week, indicating that
participants took fewer but longer breaks. Taking the HWD off could often
be associated with participants standing up, using their phone, rubbing their
face, or drinking. Rubbing the face or standing up are actions that are only
possible after removing the HWD. However, this is not true for other actions.
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For example, 95% of the time spent drinking or eating and 92% of the time
spent using the phone participants were wearing the HWD. Therefore, these
can not be considered main reasons for taking it off. Also other actions that
are connected with the physical environment were mostly done while wearing
the HWD, such as talking or phone calls. I speculate that participants also
took off the HWD because it got heavy or they felt tired and needed a break.
Especially at the end of the week, they might also have been less motivated
to wear the HWD, as it was not new and exciting anymore.

In Chapter 7 [13], we also saw that supporting the HWD was less frequent
on day 5, yet no difference was found regarding the time spent supporting.
Therefore, I speculate that participants got more used to supporting and did
not repeatedly try not to support the HWD. Participants who supported the
HWD a lot explained this through the need of getting a sharp image without
the pain induced by fixing the HWD in a very tight position. However,
regularly supporting the HWD is not optimal because one of the users hands
is always occupied holding the HWD. Therefore, this reinforces the need to
further improve the form factor of current HWDs.

Interestingly, I found a very distinct difference between male and female par-
ticipants, such that females were supporting the HWD significantly more
often and for longer times. On the other hand, I found that male partici-
pants rubbed their eyes and faces more frequently than female participants.
Prior work by Guo et al. [42] also reported more severe visual and physi-
cal discomfort for female participants. They hypothesize that this difference
could be explained by male participants having more VR experience and
generally spending more time in front of a display. However, in the studies
presented here, no significant effect of VR experience on the supporting be-
havior could be detected. Also, it is important to note that both Guo et al.’s
study and the one presented in Chapter 6 [16] have a rather small sample
size, which means these results could be due to differences between individ-
uals. Therefore, future work should more closely inspect gender differences
when evaluating the effects of VR and also other XR systems, especially for
prolonged usage durations.

In the scope of Chapter 6 [16], participants also reported on problems with
drinking or when they wanted to write something on paper while wearing the
HWD. These problems were explored more closely through the video analysis
in Chapter 7 [13]. We saw that participants were eating and drinking less
frequently in VR, yet there was no significant difference regarding the total
time spent on these actions. Therefore, I speculate that overall, participants
did not neglect these needs but were more careful when eating or drinking
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in VR. This is also supported by the fact that for 94% of the time spent
drinking or eating participants were actually wearing the HWD and some
participants reported they were afraid to spill something. The video analysis
also showed that the frequency of the participants rubbing their faces or eyes
was less in VR which can be explained by it being less convenient, as the face
is less accessible. In addition, there is less of a chance that participants do
such actions unconsciously. Furthermore, as already mentioned, participants
had problems to write something on paper and, therefore, such interactions
with physical objects, also including the usage of phones, were less frequent
in VR. Because of these observations, I believe that future HWDs should
provide easier access to the users face to facilitate actions such as drinking,
rubbing one’s eyes, or scratching the nose. An example for a HWD that
already allows easier access to the face is the HoloLens 2 [73] with its raisable
visor. Additionally, interactions such as writing on a paper or using a phone
could be supported through an integration of the physical world into VR.
This will be discussed in more detail in subsection 9.2.2.

Even though Chapter 6 [16] generally showed worse ratings for VR than
the physical system, participants also saw advantages of using VR for work.
Some reported that they liked the isolation in VR, specifically in combination
with earphones, but admitted it could also be scary to be totally cut off from
the physical world. Others also valued the privacy. All participants said they
could imagine working in VR in the future, yet only if certain improvements
are realized, such as more lightweight HWDs, similar to prescription glasses.
A similar finding was reported by Lu et al. [61], who conducted an in-the-
wild study of glanceable AR. Such responses indicate that XR is a promising
tool for knowledge work, yet there are still technical limitations that restrict
a more widespread use.

In general, Chapter 6 [16] quantified the effects of using an off-the-shelf VR
environment for work during a whole week and can serve as a baseline for
future optimized systems. It showed that the baseline costs for doing knowl-
edge work in VR are higher for most measures as compared to a physical
setup. In addition, Chapter 7 [13] uncovered a range of behavioral patterns
during such a prolonged VR use that were not previously documented. It
showed that VR restricts normal behavior such as eating or rubbing the face,
yet participants also seem to cope with the HWD as adjustments decrease
over time and participants do not take the HWD off for certain actions such
as talking, drinking, or using a phone. Nevertheless, the presented results
show that the hardware limitations of current HWDs still implicate some of
the main concerns when using VR for knowledge work. Therefore, HWDs
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should be improved further to allow a more comfortable experience and be
less restrictive when it comes to personal needs.

9.2.2 Implications on Users and Bystanders when Using
XR for Work in Public

The implications of using XR in public, on both the users and the bystanders,
were examined in Chapter 8 [15]. We saw that participants felt safest in the
laptop condition, followed by AR, and felt least safe in VR. Looking at this in
concert with participants comments saying that they liked to see the physical
environment in AR and that they disliked not seeing the physical environ-
ment in VR, I hypothesize that being able to see the physical surroundings
can increase the feeling of safety. These findings are related to findings of Li
et al. [60], who reported that participants using HWDs had a lower awareness
of their physical environment in comparison to using a tablet and O’Hagen
et al. [79], who found that VR users feel uncomfortable if they are not aware
of the position of bystanders. Also Eghbali et al. [30] reported that, amongst
others, a sense of safety and the freedom to switch between realities is an
important factor influencing the experience of using VR in public. It was
also already mentioned by McGill et al. [63] that it is important to include
certain real world things to VR. Nevertheless, most participants in the study
described in Chapter 8 [15] did not use passthrough mode or passthrough
windows in VR. They thought it was not needed, it was distracting, or it re-
duced the space available for the work task. Yet, there are also participants
who regretted not using it. The experience from this study suggests that
users should either get more guidelines on how to efficiently use currently
available possibilities of displaying real-world content in VR or other tech-
niques should be offered to integrate the physical surrounding in a better way.
There are various approaches to that, such as real-time 3D reconstructions
of the physical environment [45], a customizable physical world view [114],
adding cues from reality such as people and furniture to the virtual world
[10], notifying the user that bystanders are present [79, 66], or displaying
bystanders by using depth cameras [100]. Other approaches try to include
certain objects or devices, such as smartphones [3, 8, 26], physical keyboards
[63, 54, 57], other people [63, 38], or they even substitute the whole physical
environment with a virtual one while preventing the users to hit obstacles
[119, 24]. George et al. [36] presented a design space that covers a range of
possibilities for combining the real and virtual world.

The goal for VR systems should be to allow the user to integrate as much
of the physical world into the virtual one as is needed to make the user
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aware of safety relevant objects and actions from the real world and also
other aspects that would help the user to feel comfortable and productive.
This could include food or work items, as mentioned in subsection 9.2.1, or
relevant personal belongings.

We saw that bystanders noticed the participants less during the laptop con-
dition compared to the AR and VR conditions. This is also perceived by the
users as they reported to feel more observed when using VR than when using
only a laptop. Even though many bystanders where not too familiar with the
XR devices, they did generally not behave in a rude or negative way. Most
bystanders were very subtle when looking at the XR users, even though some
of them were obviously staring or talking to each other about what they see.
This means XR currently still makes users stand out. However, these find-
ings are only representative of the time of the study. If XR becomes more
wide-spread in the future, the observed behavior might change.

Overall, Chapter 8 [15] revealed that further improvements of XR systems
are required to make users feel safe in public environments and to provide
them with the necessary information about their environment. On another
note, it is encouraging that while XR users still stand out, bystanders mostly
reacted in a very subtle and positive way.

9.3 Limitations and Future Work
When designing the studies presented in this thesis, certain design decisions
had to be made that can influence the results and impose certain limitations.
In the following paragraphs I will reflect on these limitations and propose
future research directions to overcome them. In addition, I will point out
further research opportunities that evolve from the results that were discussed
throughout this thesis.

9.3.1 Choice of Hardware

In the presented studies, generally only one type of HWD was used, except
for the last study in Chapter 8 [15] in which an AR and a VR device were
compared. As at the time of these studies, there were no vast differences
between HWDs and I generally used state-of-the-art devices, I would not
expect significantly different results when repeating the studies with other
current devices. Still, it would be valuable to replicate the studies with
different devices to validate the findings. Also, as new devices and software
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are released regularly, new studies should be conducted to explore if current
issues have been solved and which problems remain.

Even though I focused on a mobile context when implementing interaction
techniques in Chapters 4 [18] and 5 [14], I relied on an external tracking
system (OptiTrack motion-tracking system [81]) that cannot be considered
mobile. This was done to achieve the best possible accuracy. However, newer
HWDs might provide better tracking of hands, and also already include track-
ing of other objects such as keyboards [109]. Therefore, the proposed systems
will also be viable in a fully mobile implementation. In future work they could
be translated into mobile systems and evaluated in different contexts.

When designing the prototypes, I decided to focus on a physical tablet to
provide a basis for the interaction concepts. However, these techniques could
also be translated to other mobile devices, such as smartphones or laptops.
Laptops might provide a smaller touch-input area (touchpad) but on the
other hand would facilitate text-entry through its full-size physical keyboard.
Different physical devices could therefore be valuable in different situations
or for different tasks. That is why future work should also explore how the
presented techniques can be translated to other devices, if and how they
would need to be adapted, or which new techniques could be realized. It is
also thinkable to adapt the techniques to situations without any physical de-
vices, for example, by opportunistically utilizing objects in the environment
such as a table or, as suggested by Medeiros et al. [69], the back of a seat.
However, for all interaction techniques that are proposed for use in public
scenarios it is important to also consider their social acceptability, which can
be especially critical when sitting face-to-face with other people [67].

Furthermore, multiple of the presented studies have revealed the form factor
and weight of the HWDs to be one of the main challenges. Therefore, research
should continue making the devices smaller which could also increase social
acceptability and lower barriers for more widespread use. In addition, the
design of HWDs could be adapted to facilitate the fulfillment of personal
needs such as eating or drinking or rubbing one’s eyes. As mentioned before,
a raisable visor such as provided by the HoloLens 2 [73] could solve such
problems. For VR devices, this could also be achieved by using less restrictive
light blockers such as provided for the Meta Quest Pro [72]. However, this
can then reduce immersion because larger parts of the real world become
visible. Therefore, clever systems need to be developed that support the
users in fulfilling their personal needs while also maintaining properties of
VR such as immersion in a virtual world.
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9.3.2 Advancing the Presented Techniques

In the scope of this thesis, I have explored the advantages of VR for knowledge
worker tasks, which was done most detailed for authoring presentations in
Chapter 5 [14]. Moreover, Chapter 4 [18] presented examples of several more
applications on how to enhance knowledge work through VR covering a wide
spectrum of different applications. However, the examples from Chapter
4 [18] were not evaluated in detail, which would be an interesting avenue
for future work. Also, the techniques presented in these studies could be
advanced, such as making the reordering technique [14] (Chapter 5) scalable
also to very large numbers of layers or adding further interaction possibilities
to the object manipulation technique that is controlled through a spatially
tracked pen. Of course, there are also further common knowledge worker
tasks not yet mentioned in this work that could be supported in VR and that
should be explored, such as authoring text or searching for and organizing
information [90]. Also, an important concept that should be investigated
is the combination of multiple VR applications and a seamless interaction
between them, just as we are used to doing when we are working on our
standard devices such as a laptop. This would also allow an investigation of
more realistic use cases, as users could then efficiently use VR for a variety
of tasks.

So far, I have only looked at single users. As knowledge workers also com-
monly collaborate with each other, it should be investigated how the proposed
techniques can be translated to collaborative contexts. This would also in-
clude the compatibility to non-VR devices, as some collaborators might not
always have access to such devices. Also, workers might not always want to
or might not be able to use VR, therefore, non-VR alternatives should always
be maintained.

9.3.3 Participants and Social Aspects

Another limitation of the presented work is that the participants were mostly
university students and employees. Therefore, it would be of interest to rerun
the studies with a much more diverse group of participants that is equally
representing different ages, genders, and professions. This is especially true
for the public study (Chapter 8 [15]) in which most bystanders were uni-
versity students and might be more open-minded towards new technology.
Also, the participants using XR in public could have been influenced by the
location, which was known to all participants, as they were affiliated with the
university, and therefore, might have been less unsettling to them. Repeat-
ing the study in different locations would be very insightful to gain a more
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complete understanding of how XR is perceived in public today. Of course,
many of the results are likely to also change in the future as HWDs and also
serious use cases such as for work or school might become more common.
This is already in progress, as many new devices are advertised in a work
context, such as the Quest Pro [72], Lenovo Think Reality glasses [106], or
Apple Vision Pro [6]. Therefore, it could be very insightful to regularly mon-
itor user and bystander reactions in the future in order to inform the design
of future devices. However, there are also privacy concerns that need to be
addressed if XR use in public becomes more common. For example, O’Hagan
et al. [80] point out the conflict between bystanders privacy and the need
for obtaining data through sensors on the XR device such as a camera, to
ensure the functionality of the device.

While observing the behavior of participants during prolonged use of VR
[13] (Chapter 7), I found indications of gender differences and also other
authors reported on such findings [42]. Therefore, it would be important to
investigate them in a more systematic way to work out design guidelines to
increase usability for all users. The same would also apply for other groups of
people that are often underrepresented in current user studies, such as much
older people. If certain differences between groups of users can be confirmed,
then these findings should be adopted in the design of new HWDs. This
could include adaptions in the hardware such as different sizes of HWDs or
a widespread support for different diopters.

9.3.4 Further Investigations of Long-term Effects

Especially the long-term study of Chapter 6 [16] could be influenced by a
row of confounding variables that could not be controlled. For example, the
type of work that the participants chose to do could have had an influence
on the measures, such as frustration or perceived productivity. However, I
chose to let participants do their own tasks to increase ecological validity and
because doing an artificial task for a whole week could be unpleasant for the
participants.

As I only captured the baseline costs of using VR, not optimizing it with
any potential benefits, the natural next step would be to create an optimized
setup and quantify the effects of working with such a system for a longer
period of time. This could also include using newer and more ergonomic
devices, which will hopefully be available in the near future. Such investiga-
tions could also be done in other contexts, such as public spaces or only for
certain tasks, but on a regular basis.
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In addition, various measures such as negative affect, anxiety, simulator sick-
ness, visual fatigue, and wellbeing have shown to be negatively impacted by
VR compared to a physical setup [16] (Chapter 6). To address these issues
appropriately, further research is required that systematically investigates
the effect of VR on these measures. This can then lead to insights on how to
overcome these issues. First steps to tackle such problems have already been
made, such as looking at exercises to counteract eyestrain [48] or helping the
users to relax [108, 112]. As mentioned in Chapter 7 [13], VR software could
be enhanced to promote a more ergonomic work position or, in a simple case,
just suggest breaks. To optimize this, the system could also recognize the
users’ current condition and propose actions accordingly. Yet these ideas
should be further studied to provide guidelines on how to integrate them in
a work setting.

Moreover, it has been suggested that VR allows the user to access more
attention resources [99], which has also been indicated in Chapter 6 [16].
However, further research is required to confirm this. If it holds true, addi-
tional research would be required to determine how to efficiently make use of
this property without overburdening the users. In general, I hope that this
work inspires more research in the direction of knowledge work, the effects of
using VR for extended periods or on a regular basis, and how to optimally
support the users.

9.3.5 Integrating the Physical Environment in VR

In addition, we have seen that integrating parts of the physical environment
into VR is crucial as this has also been expressed by prior work [63], even
though we saw in Chapter 7 [13] that users could cope with many situations
while wearing the HWD and did not bother to take it off, for example, to talk
or drink. Yet, these results were obtained in the secure location of a lab with
only known people around. It is possible that users would not behave that
way in public scenarios, as they might not know who they are even talking to
or they might be more concerned to spill something or looking foolish while
drinking.

However, in Chapter 8 [15] we have seen that participants were reluctant to
use passthrough in VR, even though they were in a public environment and
felt safer with systems in which they could see their surroundings. Therefore,
it is important to further investigate how to integrate parts of the real envi-
ronment into VR in a way that is not distracting or limiting the advantages
of VR but still makes the users aware of everything important, increase their
feeling of safety, and allow them to use real-world objects if required, such as
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a glass of water, a sheet of paper, or a phone. To increase safety while still
keeping the user as immersed as possible, relevant real-world objects could
also be replaced with virtual content as proposed by Yang et al. [119] for
walking while wearing a VR HWD.

9.3.6 Translating Findings to AR

Lastly, the techniques presented in this thesis were implemented using VR
HWDs. It was already mentioned in section 9.1.2 that it should be possible
to translate them to AR, yet the smaller field of view in AR could impose
some challenges. This should be investigated in future work to see if some
adaptations would be required and which issues might open up. Also, new
techniques could be developed specifically for the use with AR devices.

In addition, it would be interesting to investigate if the long-term use of
AR devices leads to similar issues as the use of VR devices. Problems such
as how to include the physical world in VR is not applicable to AR, in
which the physical world is naturally visible, and therefore, other aspects are
more prominent such as the placement of virtual screens, which has been
explored in other experiments [68, 75]. For example, Medeiros et al. [68]
have shown that users avoid placing screens at the position of other people.
A useful feature for such scenarios could be a system that automatically
adapts to a new environment, as already proposed for different scenarios [35,
58, 34], finding the optimal compromise between a user’s preferences and the
environmental conditions.



139 Chapter 10. Conclusion

Chapter 10

Conclusion

Overall, this thesis has quantified the benefits that certain properties of VR
provide for knowledge work, such as the increased screen space, the possibil-
ity to display information three-dimensionally and the enhanced interaction
possibilities. In addition, a variety of prototypes, such as a display manager
or presentation authoring techniques, were proposed that can support mobile
knowledge work through VR. Even though the long-term study, which lasted
for a full work week, indicated that users can adapt to the VR HWD, the
study also showed certain limitations of current devices when compared to a
physical setup. These limitations were indicated through a range of measures
such as task load, usability, frustration, anxiety or visual fatigue.

In Chapter 8 [15], we have seen that using VR in public is still not well
known. This will likely change as VR becomes overall more widespread and
therefore, also using VR in public could become more common in the next
years. However, there are still important aspects to consider when designing
VR experiences for use in public. Main concerns are the feeling of safety
and being aware of the physical surrounding. Therefore, systems should be
designed in such a way that users can focus on their work tasks in VR while
still being totally aware of all kinds of critical events that might go on around
them, such as pickpockets or medical emergencies. In addition, participants
of all studies mentioned that the hardware, specifically the weight, resolution
and form factor of the VR devices is a major drawback that would keep them
from using the presented systems regularly.

All these findings combined show that common knowledge worker devices
such as laptops cannot simply be replaced by current VR devices. On the
software side, it is important to carefully consider the use cases and design



140

VR-applications that support the knowledge worker in certain tasks or situa-
tions in an optimal way. If this cannot be provided, the drawbacks of current
VR systems will most certainly outweigh the benefits. In addition to sup-
porting knowledge workers in their tasks, VR knowledge worker applications
should also be designed in a way that further increases the user’s wellbeing,
beyond optimizing the work task. This can, for example, be done by improv-
ing the ergonomics, such as placing virtual screens in good positions, or by
designing the virtual environment such that the user feels comfortable. In ad-
dition, VR applications can also actively encourage users to take breaks or do
eye exercises. Even if future VR devices can overcome the above-mentioned
hardware limitations, for example by providing an extremely high resolution
display in a device with the form factor of normal prescription glasses, the
advantages that can be achieved by designing good software should not be
neglected to make VR a valuable tool for knowledge work.

In conclusion, this thesis has shown that for a range of tasks, VR can provide
real benefits for mobile knowledge workers. Yet, there are still drawbacks
which are often caused by the hardware properties of current HWDs and
which will hopefully be resolved in the future. Still, even with current hard-
ware there are many possibilities to enhance VR systems from a software
perspective to, for example, increase safety and wellbeing or make certain
knowledge worker tasks more efficient. With such carefully designed systems
VR can be a viable option for mobile knowledge work.
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