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ABSTRACT
We revisit the use of Meta-Generalized Gradient Approximations (mGGAs) in time-dependent density functional theory, reviewing concep-
tual questions and solving the generalized Kohn–Sham equations by real-time propagation. After discussing the technical aspects of using
mGGAs in combination with pseudopotentials and comparing real-space and basis set results, we focus on investigating the importance of
the current-density based gauge invariance correction. For the two modern mGGAs that we investigate in this work, TASK and r2SCAN,
we observe that for some systems, the current density correction leads to negligible changes, but for others, it changes excitation energies
by up to 40% and more than 0.8 eV. In the cases that we study, the agreement with the reference data is improved by the current density
correction.
© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0167972

I. INTRODUCTION

Time-dependent density functional theory (TDDFT) is fre-
quently used for calculating electronic excitations. The accuracy of a
TDDFT calculation hinges on the approximation that is employed
for the exchange–correlation (xc) functional. The local density
approximation (LDA) and Generalized Gradient Approximations
(GGAs) come at a low computational cost but suffer from systematic
shortcomings that limit their usefulness. Functionals such as range-
separated hybrids can be much more accurate, rivaling many-body
perturbation theory and wavefunction methods in accuracy,1,2 yet
they also come at a much higher numerical cost and conceptual com-
plexity than semilocal functionals. In the context of ground-state
density functional theory (DFT), meta-GGAs that depend on the
non-interacting kinetic energy density have emerged as an attractive
class of xc approximations with an accuracy better than GGAs,3–18

while still being semilocal in terms of the computational expense.
Recently, it has been shown that a non-empirical construction strat-
egy can give meta-GGAs that show (ultra-)nonlocality and can

describe static long-range charge-transfer in great similarity to Fock
exchange,17 while also yielding reasonable results for many ground-
state properties.19 This raises the hope that using meta-GGAs in
TDDFT may allow us to overcome the systematic, qualitative fail-
ures of LDA and GGAs, without having to face the substantial
increase in computational cost that is associated with fully non-local
functionals.

Using a meta-GGA in TDDFT, however, is less straightfor-
ward than using explicit density functionals because the dependence
on the kinetic energy density introduces a gauge dependence.20,21

In this paper, we revisit this issue and address it for two mod-
ern meta-GGAs, the r2SCAN18 and TASK17 functionals. In doing
so, we rely on the real-time propagation formalism, which has
been developed in different technical realizations in the past
years.22–36 The real-time approach is finding increasing inter-
est because, on the one hand, it allows us to go beyond the
linear response regime and, on the other hand, it scales well
with the system size37 and can reach outstanding computational
efficiency.
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In Sec. II, we summarize the basic facts about meta-GGAs
from the ground-state perspective, motivating why we focus on the
r2SCAN and TASK functionals and discussing the technically rele-
vant issue of using pseudopotentials in meta-GGA calculations. In
Sec. III, we review the use of meta-GGAs in TDDFT and discuss
the gauge variance problem and the current density correction that
has been suggested to address it. Sections IV and V are devoted to
the discussion of TDDFT meta-GGA results obtained with TASK
and r2SCAN, respectively. We find that the current density correc-
tion can sometimes be small but can also have a significant impact
and, therefore, should generally be taken into account when meta-
GGAs are used in TDDFT. We close this paper with a summary and
conclusions.

II. RECAPITULATING META-GGA CONCEPTS
In our work, we focus on two relatively recently developed

meta-GGAs. One is the r2SCAN functional,18 which was derived
from first-principles as a broadly applicable xc approximation that
describes many different types of electronic bonding well, while
defusing the numerical intricacies of the original SCAN construc-
tion14 to some extent. SCAN and r2SCAN are considered to be
among the most accurate, non-empirical general-purpose meta-
GGAs. However, here we can only report TDDFT results for
r2SCAN and not SCAN because we could not reach a numerically
long-term stable propagation with SCAN. This latter finding is no
surprise (also see the comments in the supplementary material) in
view of earlier reports about the numerical challenges associated
with SCAN.18,38–41

The second functional that we study is the TASK meta-GGA,17

which is also derived non-empirically from first-principles, fulfill-
ing the same constraints on the exchange energy as SCAN, but
with a focus on incorporating a realistic derivative discontinuity
into the energy functional. This leads to a reliable prediction of
bandgaps17,41,42 and, with a suitable correlation functional, also a
reasonable accuracy for atomization energies and barrier heights.19

The exchange energies of both of these meta-GGAs can be
written as an integral over the exchange energy density emGGA

x , i.e.,

EmGGA
x [n] = ∫ emGGA

x (n,∇n, τ) d3r

= Ax ∫ n4/3Fx(s, α) d3r, (1)

where Ax = −(3e2
/4)(3/π)1/3, with e being the elementary charge,

and Fx(s, α) is the enhancement factor, which depends on the
following dimensionless variables:

s =
∣∇n∣

2(3π2
)

1/3n4/3 (2)

and

α =
τ − τW

τunif . (3)

Here,

n =
N

∑

j=1
∣φj ∣

2 (4)

is the density and

τ =
̵h2

2m

N

∑

j=1
∣∇φj ∣

2 (5)

is the kinetic energy density of the (generalized) Kohn–Sham system,
where m denotes the electron mass. Finally,

τW
=

̵h2

8m
∣∇n∣2

n
(6)

is the von Weizsäcker kinetic energy density and τunif
= Asn5/3, with

As = (3̵h2
/10m)(3π2

)
2/3 being the uniform density limit of τ.

A. Ground state generalized Kohn–Sham
equations for meta-GGAs

As for any orbital-dependent density functional,43 one has the
choice of using mGGAs either in the Kohn–Sham scheme, i.e., with
the potential calculated as the functional derivative with respect to
the density in the optimized effective potential formalism, or in the
generalized Kohn–Sham (GKS) scheme, i.e., calculating functional
derivatives with respect to the orbitals. In TDDFT, meta-GGAs have
been explored within the Kohn–Sham scheme, e.g., in the context of
linear-response calculations that used the Sternheimer approach.44

Here, however, we follow Refs. 21, 45, and 46 and focus on the
GKS approach to avoid the serious difficulties26,47 that are associated
with the solution of the time-dependent optimized effective poten-
tial equation, which could so far only be solved for one-dimensional
model systems.48,49

In contrast to Kohn–Sham theory, in which the real system
is mapped to a non-interacting reference system, in GKS theory,45

the mapping is to a partially interacting system with a ground state
that is still a single Slater determinant Φ. Thus, the original for-
mulation of GKS theory defined a functional S[Φ] that depends
on a Slater determinant. However, for meta-GGAs, the dependence
on the Slater determinant is not necessarily explicitly seen, yet it
is important that S is a unitarily invariant functional of the occu-
pied orbitals, S[{φk}]. The corresponding energy density functional
FS
[n] is then obtained from the orbitals that minimize S while

yielding the density n(r),

Fs
[n] = min

{φk}→n(r)
S[{φk}]. (7)

One writes the meta-GGA energy functional as

S[Φ] = ⟨Φ∣T∣Φ⟩ + EmGGA
xc [{φk}], (8)

where T = −∑N
j=1

̵h2

2m∇
2
j and EmGGA

xc depends on the set of occupied
one-particle orbitals {φk} in a unitarily invariant way via its depen-
dence on n and τ. Taking the functional derivative with respect to
the orbitals leads to the meta-GGA potential operator

v̂mGGA
= vloc

+ v̂GKS
τ , (9)

where

vloc
=
∂emGGA

xc

∂n
−∇ ⋅ [

∂emGGA
xc

∂(∇n)
] (10)
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is multiplicative as in a GGA and v̂GKS
τ is the differential operator,

v̂GKS
τ = −

̵h2

2m
∇ ⋅

∂emGGA
xc

∂τ
∇, (11)

with the meta-GGA xc energy density emGGA
xc . With the Hartree

potential vH as the “remainder potential,” one obtains the following
GKS equation:

[−

̵h2

2m
∇

2
+ vext(r) + vH[n](r) + v̂mGGA

]φk(r) = ϵkφk(r), (12)

with the external potential vext(r) and the GKS eigenvalue ϵk.

B. Using pseudopotentials in meta-GGA calculations
In plane wave and real space calculations, the external poten-

tial in Eq. (12) is typically a pseudopotential that represents the
interaction between the atomic cores and the valence electrons. In
our calculations, we rely on the real-space code BTDFT,31,50 which
uses norm-conserving pseudopotentials of Troullier–Martins type.51

For orbital functionals, constructing consistent pseudopotentials is
considerably more demanding than for semilocal functionals, such
as LDA or GGAs, as demonstrated for exact exchange.43,52 First
steps toward constructing pseudopotentials for meta-GGAs have
been taken,53 but including the differential operator part of the
GKS potential, i.e., Eq. (11), into the pseudopotential construction
is challenging, as the usual inversion from the pseudo-orbitals to
the screened pseudopotential maps to a local potential. Thus, con-
sistent pseudopotentials for r2SCAN and TASK are, unfortunately,
not available yet. Using a non-consistent pseudopotential is always
unsatisfactory from a formal point of view. In the context of exact
exchange calculations, it has been demonstrated that the practi-
cal consequences of using a non-consistent pseudopotential need
not necessarily be large.54 However, in the context of meta-GGAs,
special attention should, nevertheless, be devoted to the pseudopo-
tential question because α of Eq. (3) (or the ratio τW

/τ) is typically
used to detect and adjust the meta-GGA to iso-orbital regions. A
simple example demonstrates that the pseudopotential can have a
significant influence on the iso-orbital character: In a sodium atom
described by a usual LDA or GGA pseudopotential, which only
treats the 3s electron as a valence electron, all of the valence den-
sity is iso-orbital and the meta-GGA treats xc effects in the Na atom
as in the hydrogen atom. Meanwhile, in the all-electron calculation,
the core electrons are present and the Na atom density is mostly
not of iso-orbital character; thus, the meta-GGA does not switch
to its iso-orbital limit. Consequently, a meta-GGA calculation for
sodium based on a GGA pseudopotential may lead to very different
results than a meta-GGA calculation based on all electrons. Thus,
depending on the system that one studies, meta-GGAs can have a
larger sensitivity to pseudopotential inconsistency than, for example,
GGAs.

The problem, however, can be very much mitigated by adopt-
ing a technique that has been developed in Ref. 55 in the context
of local hybrid functionals, which also use τW

/τ for detecting iso-
orbital regions. The key idea is that the core density is available in
many pseudopotentials, e.g., for the purposes of the non-linear core
correction,56 and we can thus use the core density nc(r) in addition
to the valence density nv(r) in the actual calculation to eliminate the

erroneous classification of the core region as an iso-orbital region.
We achieve this by writing τ, τW, and τunif in Eq. (3) in the following
forms:

τ =
̵h2

2m

⎧
⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪
⎩

⎛

⎜
⎜
⎜
⎜

⎝

∑

k
valence
states

∣∇φv
k∣

2

⎞

⎟
⎟
⎟
⎟

⎠

+ ∣∇(nc(r))1/2
∣
2

⎫
⎪⎪⎪⎪⎪⎪
⎬
⎪⎪⎪⎪⎪⎪
⎭

, (13)

τW
=

̵h2

8m
∣∇(nv(r) + nc(r))∣2

nv(r) + nc(r)
, (14)

τunif
= As(nv(r) + nc(r))5/3, (15)

where φv
k denotes the valence orbitals and

∑

k
core states

∣∇φk(r)∣
2
≈ ∣∇(nc(r))1/2

∣
2 (16)

has been used. The latter relation is exact for atoms with only
one (doubly occupied) s core orbital. We have explicitly checked
the accuracy of this procedure by comparing pseudopotential-
based BTDFT results with results obtained with the highly accurate
all-electron code DARSEC57,58 for diatomic molecules.

For the calculations presented in Secs. IV and V, we can, there-
fore, be sure that the results for molecules that only consist of light
atoms, such as N, C, O, and Li, e.g., CO and Li2, are not at all
affected by the pseudopotential iso-orbital problem. For molecules
also containing atoms with more than just 1s core electrons, pseu-
dopotentials with the core correction of Eq. (15) are used for the
atoms with only a 1s core, whereas standard pseudopotentials are
used for the heavier atoms. The comparison with all-electron cal-
culations has shown that this pragmatic strategy leads to overall
reliable results for the systems that we study in this paper. For gen-
eral future work on meta-GGAs, consistent pseudopotentials are, of
course, very desirable.

III. TIME-DEPENDENT GKS THEORY FOR META-GGAs
In the usual TD-GKS procedure, functionals are used in the

orbital-adiabatic sense, i.e., the time-dependent orbitals are inserted
into the potential expression that has been derived as in the ground-
state case. For a meta-GGA, the TD-GKS potential thus depends on
the TD density,

n(r, t) =
N

∑

k=1
∣φk(r, t)∣2, (17)

on∇n(r, t), and on the TD kinetic energy density,

τ(r, t) =
̵h2

2m

N

∑

k=1
∣∇φk(r, t)∣2. (18)

For ground state calculations with real orbitals, the kinetic energy
density is well defined. However, as discussed by Bates and Furche21

and Baer and Kronik,46 questions arise for current carrying states
and in time-dependent calculations.
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A first issue is the gauge variance of τ(r, t). This gauge variance
is seen when one considers the gauge transformation,

Aext[Λ](r, t) = Aext(r, t) +∇Λ(r, t), (19)

vext[Λ](r, t) = vext(r, t) −
∂

∂t
Λ(r, t), (20)

of the external potentials using the real gauge function Λ(r, t). It
leads to a time- and position-dependent phase in all GKS orbitals,

φk[Λ](r, t) = φk(r, t) exp(−
ie
̵h

Λ(r, t)), (21)

where i is the imaginary unit. All observables should be gauge-
invariant, i.e., independent of Λ(r, t). Consequently, one expects the
GKS potential to be gauge invariant. However, the kinetic energy
density transforms as

τ[Λ](r, t) = τ(r, t) − e(∇Λ(r, t)) ⋅ jp(r, t) +
e2

2m
∣∇Λ(r, t)∣2n(r, t),

(22)
with the paramagnetic current density

jp(r, t) =
̵h
m

N

∑

k=1
Im[φ∗k (r, t)∇φk(r, t)]. (23)

As τ enters the GKS potential directly, gauge invariance of the GKS
potential is not guaranteed.

A second problem arises in the continuity equation due to the
non-multiplicative character of the potential (11): Starting from the
time-dependent GKS equation,

i̵h
∂

∂t
φk(r, t) = ĥGKS(r, t)φk(r, t), (24)

one can derive

∂

∂t
∣φk(r, t)∣2 =

1
i̵h
[φ∗k (r, t)ĥGKS(r, t)φk(r, t)

− φk(r, t)ĥGKS(r, t)φ∗k (r, t)]

=
2
̵h

Im[φ∗k (r, t)ĥGKS(r, t)φk(r, t)], (25)

where the time-dependent GKS-Hamiltonian for meta-GGAs is

ĥGKS(r, t) = −
̵h2

2m
∇

2
+ vlocal(r, t) + v̂GKS

τ (r, t), (26)

with vlocal(r, t) = vext(r, t) + vH[n](r, t) + vloc
(r, t). Inserting

Eq. (26) with Eq. (11) into Eq. (25) leads to

∂

∂t
∣φk(r, t)∣2 =

2
̵h

Im{φ∗k (r, t)[−
̵h2

2m
∇

2φk(r, t) + vlocal(r, t)

× φk(r, t) −
̵h2

2m
∇ ⋅ (

∂emGGA
xc

∂τ
∇φk(r, t))]}

= −∇ ⋅ {

̵h
m

Im[φ∗k (r, t)∇φk(r, t)]

× (1 +
∂emGGA

xc

∂τ
(r, t))}. (27)

Finally, summing over k yields

∂n(r, t)
∂t

= −∇ ⋅ [jp(r, t)(1 +
∂emGGA

xc

∂τ
(r, t))]. (28)

Thus, the continuity equation no longer holds.
The gauge variance and the violation of the continuity equa-

tion can be addressed21 by replacing the kinetic energy density
of Eq. (5) by

τ̂(r, t) = τ(r, t) −m
∣jp(r, t)∣2

2n(r, t)
, (29)

as suggested by Becke59 and Tao.20 This correction also restores the
property that τ̂ can be used to detect iso-orbital regions. Using this
current density correction in TD-GKS, called “TD-CGKS,” means
that one replaces all appearances of τ in the meta-GGA definition by
τ̂. Doing so and taking the functional derivative with respect to the
orbitals shows that v̂GKS

τ is replaced by

v̂CGKS
τ̂ =

1
2m

π̂(r, t)
∂emGGA

xc (n,∇n, τ̂)
∂τ̂

(r, t)π̂(r, t), (30)

where

π̂(r, t) = p̂ −m
jp(r, t)
n(r, t)

, (31)

in which p̂ = −i̵h∇. As detailed in the supplementary material,
this replacement restores the validity of the continuity equation
for the total density. (We note in passing that for the individual
orbital densities, the continuity equation only holds, “on average,”
as also shown in the supplementary material, and we discuss suitable
numerical representations of the GKS and CGKS operators there.)

Due to the inherently local Kohn–Sham potential, TDDFT cal-
culations using meta-GGAs that were performed in the Kohn–Sham
instead of the GKS approach44 did not need to worry about
the challenges that arise from the operator-potential Eq. (11).
They were, however, limited to the Krieger–Li–Iafrate approxi-
mation. TDDFT calculations for meta-GGAs in the GKS scheme
with the operator potential and including the current den-
sity correction have been performed by Bates et al.21,60 for
the Tao–Perdew–Staroverov–Scuseria9 functional. They found the
effect of the current density correction to be relatively small. Other
TD-GKS meta-GGA calculations did not take the correction into
account.61 As it is clear from Eqs. (28) and (31) that a more pro-
nounced τ-dependence will lead to more pronounced effects, the
development of meta-GGAs, such as TASK, which have a strong
τ-dependence, and to some extent also r2SCAN, calls for a re-
evaluation of the importance of the current density correction. In
the following, we, therefore, present a systematic comparison of
excitation spectra calculated with and without the use of the cur-
rent density correction. We here focus on just a few model systems
for which accurate calculations can be performed and for which
accurate reference data are available. The chosen systems, though
few, nevertheless, span a range of paradigmatic electronic struc-
tures, from few electron diatomic molecules to conjugated aromatic
molecules and organic semiconductors.
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IV. TD-(C)GKS CALCULATIONS WITH THE META-GGA
TASK
A. Results for diatomic molecules

We first calculate the absorption spectra of the diatomic
molecules Li2 and CO, because for these small systems, all numer-
ical parameters can be chosen to yield high accuracy and accurate
reference results are available. Our calculations focus on TASKx,
where “x” denotes that we are using exchange only without a cor-
relation functional, because in this way, we can focus on the effect of
the pronounced τ-dependence that is part of the construction strat-
egy of the TASK meta-GGA for exchange. However, we also do an
exemplary check of the effect of correlation. For ground-state ener-
getics, reasonable accuracy is achieved by combining TASKx with
the cc-functional of Ref. 19, i.e., a self-interaction corrected LDA
correlation. However, for the closed shell systems that we study here,
the cc energy correction vanishes, reducing to LDAc, and therefore,
we use TASKx+LDAc in our TDDFT calculation.

Following Ref. 62, we choose a bond length of 2.1421a0 for
carbon monoxide (CO). In a first set of calculations, we check the
relative accuracy of our real-time real-space calculations using a
pseudopotential with a core correction as described in Sec. II B
in comparison with explicitly linearized all-electron TDDFT with
different Gaussian basis sets as implemented in TURBOMOLE.63 The
real-time real-space calculations use the program package BTDFT
and the propagation evaluation as described in Ref. 31. Concern-
ing TURBOMOLE, we note that discrepancies that we observed with
earlier versions of TURBOMOLE disappeared after the recently made
update.60 As a guide to the eye, in the following, we plot schematic
excitation spectra with a Gaussian broadening exp (−̵h(ω − ω0)/η)2,
where η = 0.025 and hω0 is the excitation energy. Tables listing all the
excitation energies that are discussed here and in the following are
given in the supplementary material.

The upper panel of Fig. 1 shows the schematic spectra obtained
for CO with TASKx calculated with BTDFT and TURBOMOLE, in
straightforward GKS TD calculations, i.e., without the current den-
sity correction. In BTDFT, we used a grid spacing of 0.2a0 and a
spherical grid of radius 15a0. Using a bigger grid of 22a0 changes
the excitation energy by less than 0.01 eV. In TURBOMOLE, the results
are noticeably influenced by the basis set, and with increasing size
of the basis set, the excitation energy systematically shifts toward the
value that we obtained with BTDFT. The high sensitivity toward the
basis set and requirement for a very large basis is in line with earlier
findings reported in the context of Kohn–Sham linear-response cal-
culations for CO.64 We, therefore, strongly assume that the remain-
ing small discrepancy between the TURBOMOLE and BTDFT spectra
is due to the different numerical representations and would vanish in
calculations that could reach the numerical limits. The lower panel
of Fig. 1, which shows the excitation energy for TASKx combined
with LDA correlation, confirms these findings. The LDA correlation
shifts the excitation energy up by ∼0.1 eV, and the basis-set depen-
dence in TURBOMOLE is a bit less pronounced, but qualitatively, the
results are the same. Therefore, we do not discuss the combination
with LDA correlation for other systems.

As we have thus established an estimate of the numerical accu-
racy for the excitation energies, we investigate in our next step the
influence of the current density correction. Figure 2 shows the com-
parison of the results from our real-time real-space calculations

FIG. 1. Vertical excitation spectra calculated with BTDFT and TURBOMOLE for
CO calculated with TASKx-GKS in the upper panel and TASKx+LDAc-GKS in the
lower panel.

FIG. 2. Vertical excitation spectra for CO calculated with (CGKS) and with-
out (GKS) the current density correction with TASKx in the upper panel and
TASKx+LDAc in the lower panel.

without (dashed line) and with (solid line) the current density cor-
rection for TASKx (upper panel) and TASKx+LDAc (lower panel).
The difference between GKS and CGKS is considerable, as the cur-
rent density correction lowers the excitation energy by about 0.46 eV
in both cases, shifting the excitation to 8.54 eV (TASKx) and 8.64 eV
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(TASKx+LDAc).65 This is an interesting observation in view of
the experimental value of 8.51 eV for the first excitation energy in
CO66 and the third-order response coupled cluster (CC3) results of
Ref. 62 that find the prominent excitation line at 8.47 eV (calculated
with Dunning’s basis set aug-cc-pVQZ67): The current density cor-
rection obviously brings the TD-meta-GAA results in much better
agreement with the reference data.

The second small molecule that we study as a test case is Li2. For
our calculations, we adopt the experimental bond length of 5.051a0
from Ref. 68. With a grid-spacing of 0.2a0 and a grid radius of 15a0,
our real-time real-space calculations show two prominent excita-
tion lines at 2.63 and 3.33 eV for TASKx-GKS, i.e., without the
current density correction, as depicted in Fig. 3. In the TURBOMOLE
calculations, we again observe a noticeable basis set dependence,
in particular, for the second excitation. Whereas the TZVPP result
deviates non-negligibly from the real-space real-time result for the
second excitation, the QZVPP69 and QZVPPD results are close to
each other and to the real-time results. The remaining small dis-
crepancy of 0.09 eV is in the range of what is to be expected on
numerical grounds for such different techniques. With the aug-cc-
pVQZ basis set, the second excitation shifts further in energy, but
the calculation appears sensitive to numerical details and a pre-
viously unseen third excitation appears. We, therefore, regard the
result with the QZVPPD basis set as the most reliable TURBOMOLE
spectrum.

With the numerical trust range thus established, we again check
the impact that the current density correction has on the spectra.
Figure 4 shows the comparison of the spectra obtained with BTDFT
for TASKx without (dashed line) and with (solid line) the current
density correction. Again, we observe a substantial difference. The
two prominent excitations are at 2.63 and 3.33 eV for TASKx-GKS
and at 1.90 and 2.46 eV for TASKx-CGKS. Thus, the excitations shift
by 0.73 and 0.87 eV, respectively.

Once more it is instructive to compare these values to refer-
ence data. We used the experimental and coupled cluster (CC3)
results from Ref. 68 to calculate the respective values for the verti-
cal excitation energies with the help of the harmonic approximation.
This results in 1.86 and 2.57 eV for the experimental values and

FIG. 3. Vertical excitation spectra calculated with BTDFT and TURBOMOLE for Li2
calculated with TASKx-GKS.

FIG. 4. Vertical excitation spectra for Li2 calculated with (CGKS) and without (GKS)
the current density correction with TASKx.

1.83 and 2.57 eV for the CC3 values. Therefore, taking the current
density correction into account reduces the relative error signifi-
cantly from 40.9% to 2.2% for the first excitation and from 29.6%
to 4.3% for the second excitation, compared to the experimen-
tal data. Thus, the results for Li2 confirm the previous findings
for CO: The current density correction can have a large impact
on the excitation energies, and the TASKx-CGKS results are in
good agreement with the experimental and theoretical reference
values.

B. Results for organic molecules
We continue our study with a few paradigm organic molecules

that have a conjugated π-electron system and thus an electronic
structure that shows other features than in diatomic molecules. Our
first test case is benzene (C6H6), with Fig. 5 showing the schematic
spectrum that we obtain with the real-space real-time approach
without and with the current density correction. Again, the excita-
tion shifts to a lower energy when going from GKS to CGKS. The
magnitude of the shift, however, is with 0.15 eV smaller than what we
observed for CO and Li2. A possible explanation for this observation
is seen in Eq. (28): It shows that the derivative ∂emGGA

xc /∂τ is decisive
for how strongly the continuity equation is violated, and this is also

FIG. 5. Excitation spectrum of benzene (C6H6) calculated with TASKx-GKS and
TASKx-CGKS. See the main text for discussion.
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an indication for the strength of the current density correction that
one expects. The importance of this derivative has also been pointed
out in the context of meta-GGA calculations of the optical response
of semiconductors.70 It is one of the construction principles of TASK
to generally have this derivative larger than previous meta-GGAs to
increase the (ultra-)nonlocality of the meta-GGA exchange. How-
ever, the magnitude of this derivative for a given system depends
on which values of n, s, and α are realized by the system’s electronic
structure and which parts of the enhancement factor are thus probed
by the given system.41 Organic molecules, such as benzene, that have
delocalized electrons are more “electron gas like” than a diatomic
molecule. Consequently, one can expect that such molecules probe
the enhancement factor closer to the electron-gas limit. Since both
TASK and r2SCAN are designed to respect the electron gas limit,
one expects a reduced derivative and thus a smaller impact of
the current density correction, in agreement with the numerical
observation.

We further note that in contrast to the energetic position of the
excitations, for which we always observe a downshift, there does not
seem to be a similarly systematic trend in the changes in the oscil-
lator strengths of the main excitations: Whereas for CO and Li2, the
oscillator strength of the dominant excitation decreased when going
from GKS to CGKS, it slightly increases for benzene.

As a test case of a certain practical relevance, we next look
at a model organic semiconductor molecule (NDI-1). In NDI-1, a
naphthalene diimide core serves as an electron acceptor and two
thiophene molecules are attached to it, one to the left and the other
to the right, serving as electron donors. This system was designed
with the aim of being used in organic solar cells, and it has been
used in several TDDFT studies as a test case,44,71 because its lowest
excitation is of charge-transfer character, with electron density being
transferred from the thiophenes to the NDI core. This is the type
of charge-transfer excitation that typically is of relevance in organic
electronics, with a spatial separation of electron and hole densities,
yet carrying some oscillator strength.

The NDI-1 molecule contains sulfur (S), which requires a
pseudopotential with more than just 1s electrons in the core. Conse-
quently, the core-correction described in Sec. II B cannot be used
for S and we fall back to a regular Troullier–Martins pseudopo-
tential for this atom (see the supplementary material for details),
while using the core correction for all first-row atoms. To check
whether this leads to inaccuracies, we calculated the GKS spectrum
of NDI-1 also with all electrons using TURBOMOLE (spectra shown
in the supplementary material). The two calculations agree closely.
We are thus confident that for NDI-1, the pseudopotential incon-
sistency for the S atoms does not deteriorate the quality of the
results.

Figure 6 shows the comparison of the result from the real-
time real-space GKS and CKGS calculations. The first striking
observation is that, now, the spectra with and without the current
density correction are very similar. For TASKx-GKS, the first line
appears at 2.05 eV, and for TASKx-CGKS, the first line appears at
2.03 eV, i.e., the difference is minute. Furthermore, it is instructive
to compare the energy of the first peak, which corresponds to the
above-mentioned charge-transfer excitation, with the energies that
one obtains for this excitation with other xc approximations: With
TD-LDA (and similarly with typical GGAs), this excitation is found
at 1.69 eV, whereas an optimally tuned range-separated hybrid

FIG. 6. Schematic excitation spectra for NDI-1 calculated without (GKS) and
with (TASK-CGKS) the current density correction. The charge transfer excitation
discussed in the main text is marked with “CT.”

places it at 2.52 eV, close to the experimental result.71 Thus, this exci-
tation paradigmatically shows the well-known problem that usual
(semi-)local approximations severely underestimate charge-transfer
excitation energies.72 In light of this comparison, the findings for
TD-TASK appear as a mixed result: On the one hand, there is a
clear improvement compared to TD-LDA, as about half of the gap
between TD-LDA and the optimally tuned result is closed. This is
plausible in view of the construction strategy of the TASK func-
tional that stresses ultra-nonlocality and leads to field-counteracting
terms.17 On the other hand, we see that the TD-TASK result is still
noticeably lower than the optimally tuned reference, which shows
that the TDDFT charge-transfer problem is not fully solved by
TD-TASK.

These conclusions are confirmed by our last test, in which
we calculate the excitations of two aggregated bacteriochlorophyll
(BChl) chromophores, BChl-302 and BChl-303, from the B850
ring of the light harvesting complex 2 (LH2) of purple bacteria
Rhodoblastus (Rbl.) acidophilus. This is a challenging test because
one BChl molecule by itself shows two excitations, the so-called
Qy and Qx excitations, but here, the two molecules are coupled.
Consequently, one expects that there should be four excitations in
the combined BChl-302 and BChl-303 system: The Qy excitations
typically show the characteristic J-aggregate type coupling, i.e., a
symmetric and an antisymmetric coupling31 that leads to one excita-
tion of high and one of low oscillator strength, and the Qx excitations
couple just weakly and mostly retain their individual molecular
character. A calculation using the optimally tuned range-separated
hybrid ωPBE, which we adapted from Ref. 73 and depict in the upper
panel of Fig. 7, shows exactly these characteristics: There is one line
of Qy character with a high oscillator strength and one with low
oscillator strength slightly below 1.8 eV, and the two Qx excitations
appear between 2.2 and 2.3 eV with a small energetic separation. The
only further excitation in the shown energy range is a very weak line
that appears above the coupled Qx lines at 2.33 eV. A TD-LDA cal-
culation, on the contrary, also shown in the upper panel, shows the
characteristic problems that one has with spurious charge-transfer
excitations in this system: Instead of two well-defined coupled Qy
excitations, there are now four excitations around 1.8 eV, because
in addition to the two coupled Qy lines, there are two low-lying
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FIG. 7. Schematic excitation spectra for the combined BChl-302-BChl-303 molec-
ular system calculated with LDA and ωPBE in the upper panel and TASKx-GKS
and TASKx-CGKS in the lower panel. Excitations with very low oscillator strength
that lie close to stronger excitations are additionally highlighted by small arrows
below the energy axis.

spurious CT excitations. We marked the low-intensity excitations
that lie close to the high-intensity ones by little arrows below the
energy axis for clarity of the visualization, and the numerical values
of all excitation energies can be found in the supplementary material.

The lower panel of Fig. 7 shows the TASKx results. As for
NDI-1, the influence of the current density correction is negli-
gible. In addition, as for NDI-1, the results with respect to the
charge-transfer excitations are mixed: On the one hand, the cou-
pling of the excitations is more correct than with the TD-LDA, as
we observe the qualitatively correct picture of one high-strength and
one low-strength excitation for the coupled Qy and Qx excitations.
On the other hand, there are additional excitations slightly below
1.8 eV, at 2.04 eV, and at about 2.2 eV that are spuriously low,
showing that the TDDFT charge-transfer problem is not fully fixed
by TASKx.

V. TD-(C)GKS CALCULATIONS WITH THE META-GGA
r2SCAN
A. Results for diatomic molecules

In the following, we investigate the importance of the current
density correction for the r2SCANx functional by looking at the
same paradigm test systems in Sec. IV. We again focus on only the
exchange part in order to allow for a transparent comparison with
the TASKx results, and also because the r2SCAN meta-GGA corre-
lation is expected to have a τ-dependence of opposite sign to meta-
GGA exchange,41 obscuring the non-locality effects in r2SCAN for x
and c.

In the spectrum that we obtain for CO in GKS and CGKS with
the real-time real-space propagation, we again observe a consider-
able difference between GKS and CGKS, similar to what we found
for TASKx in Sec. IV B. The excitation is shifted by 0.36 eV from
8.82 eV (r2SCANx-GKS) to 8.46 eV (r2SCANx-CGKS), i.e., the shift

is smaller than for TASKx but still very noticeable. Once more taking
the current density correction into account improves the agreement
with the experimental reference.

The situation is similar for Li2. As for TASKx, we see a red shift
of the excitation spectrum when switching from GKS to CGKS. The
first excitation is shifted from 2.15 to 1.93 eV, and the second exci-
tation is shifted from 2.76 to 2.49 eV. So again, the shift is noticeable
but smaller than for TASK, and again, the current density correction
improves the agreement with the experimental values of 1.86 and
2.57 eV. The oscillator strength shows a drop from GKS to CGKS
for r2SCANx as well as for TASKx.

B. r2SCAN results for organic molecules
Turning toward the organic molecules, we again start with

benzene. When going from r2SCANx-GKS to r2SCANx-CGKS, the
dominant excitation line is once more red shifted but only by 0.07 eV
from 7.24 to 7.17 eV, i.e., to a much lesser extent than for CO or
Li2. The trend thus corresponds to the trend that is seen with the
TASK functional, but the absolute scale is smaller. As discussed in
Sec. IV B, these findings are explained by the fact that the magnitude
of the current density correction is related to the electronic structure
of the system, and the different meta-GGAs pick these differences up
with different strengths, related to the different magnitude of ∂ex/∂τ
in the different functionals.

Figure 8 shows the r2SCANx results for NDI-1, and again, we
see the trend confirmed that we already saw for the TASK func-
tional: There are only tiny differences between GKS and CGKS,
i.e., the current density correction does not have any significant
effect. With respect to the energy of the charge-transfer excitation,
we observe some differences between r2SCANx-CGKS and TASKx-
CGKS: With the former, the charge-transfer excitation shows up
at 1.92 eV, whereas it is at 2.03 eV with TASKx. Thus, TASKx
does somewhat better than r2SCAN in working against the spu-
rious downshift of charge-transfer excitations that is common for
semilocal functionals. This is in line with the construction strategy
of TASK, which put emphasis on the ultra-nonlocality.

Finally, we look at the description of the coupling of the
BChl-molecules of the combined BChl-302-BChl-303 system. The
corresponding spectrum is shown in Fig. 9. One immediately sees
that the effect of the current density correction is very small.

FIG. 8. Photoabsorption spectra for NDI-1 calculated with r2SCANx-GKS and
r2SCANx-CGKS.
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FIG. 9. Photoabsorption spectra for the combined BChl-302-BChl-303 molecules
calculated with r2SCANx-GKS and r2SCANx-CGKS. The arrows indicate every
single excitation. The arrows below the energy axis highlight the energetic posi-
tions of weak excitations that lie close to strong excitations and are thus hard to
see.

In addition, the coupling of the Qy excitations is similarly described
with r2SCANx as with TASKx: There is one spurious low-strength
excitation near the coupled Qy-lines. The situation in the energy
range of the Qx excitations is more difficult with r2SCANx: Whereas
for TASKx, one could identify the two coupled Qx lines, as the spu-
rious CT excitations were energetically separated from them, with
r2SCANx, there are four excitations that lie so close to each other
that one cannot count on the correct description of the coupling.
So, overall, the results for r2SCANx are qualitatively similar to the
ones obtained with TASKx, but the TASKx functional is doing some-
what better on the charge-transfer excitations. Both meta-GGAs,
however, do not reach the accuracy of the tuned range-separated
hybrid.

VI. SUMMARY AND CONCLUSION
We have calculated the absorption spectra of paradigm molecu-

lar model systems with the TASK and r2SCAN meta-GGA exchange
functionals in the GKS scheme with and without a current density
correction that restores gauge invariance and the continuity equa-
tion. The linear response was obtained by real-time propagation on a
real-space grid, and we discussed how the reliability of pseudopoten-
tial results can be increased via a core-correction when meta-GGAs
are used with usual norm-conserving pseudopotentials that have
been constructed based on LDAs or GGAs.

Our results show that the current density correction can have
a substantial influence on the excitations, changing the excitation
energy by 40% and more than 0.8 eV in the most pronounced case
of Li2. The current density correction shifts the excitations to lower
energies and, in the cases studied here, improves the agreement with
experiment. For larger conjugated organic molecules, however, we
found that the correction is negligible. The differing importance of
the current density correction is a consequence of differences in the
electronic structure of the different molecules to which the meta-
GGA enhancement factor is sensitive. That is, the magnitude of
the current density correction is system dependent because differ-
ent molecules probe different values of n, ∇n, and α, and these are

mapped to differing degrees of non-locality by the enhancement fac-
tor F of Eq. (1). The conjugated molecules have more delocalized
densities than small molecules, such as CO and Li2, i.e., they are
somewhat more “electron gas like.” TASK and r2SCAN respect the
homogeneous electron gas limit and thus reduce their non-locality
for systems that become closer to the electron-gas. As the magni-
tude of the current density correction is related to the degree of
non-locality of the meta-GGA, one expects a reduced importance
of the current density correction for systems with more delocalized,
electron gas-like densities. It is, however, hard to a priori quantita-
tively predict the extent to which the non-locality of a meta-GGA
is relevant in a given system. Furthermore, attempts to do so would
require a very detailed analysis of the electronic structure, and while
examples of such an analysis are known, e.g., in the context of under-
standing bandgaps,41 analyzing the interplay of the three variables
n, ∇n, and α is not anything that one wants and can do routinely.
Therefore, it is advisable not only for fundamental reasons but also
for practical reasons to use the current density correction in all
TDDFT calculations that employ meta-GGAs.

A comparison of TASKx and r2SCANx showed that the over-
all trends are very similar for the two functionals, but the effects of
non-locality are more pronounced with TASKx than with r2SCANx.
This is in line with the different non-empirical construction strate-
gies of the two functionals, with r2SCAN focusing on ground-
state energetics, while a special emphasis was given to the ultra-
nonlocality in TASK. This reasoning also explains the somewhat
better performance of TASKx for charge-transfer excitations. How-
ever, neither TASK nor r2SCAN reaches the quantitative accuracy
for charge-transfer excitations that one sees in optimally tuned
range-separated hybrid functionals. This finding is plausible and,
to some extent, expected: The derivative discontinuity physics that
TASK captures is necessary for a proper description of the field-
counteracting term74,75 and charge-transfer, as repeatedly discussed
in the past,17,72,76 yet other properties of a functional are also very
important for the proper description of charge transfer excitations,
especially being not or only weakly affected by self-interaction. Nei-
ther TASK nor r2SCAN is free from self-interaction, as their semilo-
cal potentials cannot cancel the non-local self-Hartree potential.
Designing a non-local self-interaction correction for meta-GGAs is
thus a relevant direction of future research.

SUPPLEMENTARY MATERIAL

See the supplementary material for a detailed discussion of the
continuity equation for meta-GGAs, the real-space representations
of the GKS and CGKS operators, pseudopotential parameters, fur-
ther numerical parameters and computational details, tables and
figures listing further excitation details, comments on propagating
SCANx, and the author contribution statement.
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