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We review stability and instability results for self-gravitating matter distribu-
tions, where the matter model is a collisionless gas as described by the Vlasov
equation. The focus is on the general relativistic situation, i.e. on steady states
of the Einstein—Vlasov system and their stability properties. In order to put
things into perspective we include the Vlasov—Poisson (VP) system and the

relativistic VP system into the discussion.
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1. Introduction

Consider a large ensemble of massive particles which interact only through the gravitational
field which they create collectively. The density f > 0 on phase space of such a collisionless
gas obeys the collisionless Boltzmann or Liouville equation, which in mathematics is usu-
ally (and regrettably) called the Vlasov equation. The exact form of this equation depends on
the situation at hand—Newtonian, special relativistic, or general relativistic—, but its content
is always that f is constant along particle trajectories. This equation is coupled to the field
equation for gravity which in the Newtonian case results in the Vlasov—Poisson (VP) system
and in the general relativistic one in the Einstein—Vlasov (EV) system; these systems will be
formulated in the next section.

The former system has a long history in the astrophysics literature where it is used to model
galaxies and globular clusters, and we refer to [12, 28] and the references there. The importance
of the latter system is two-fold: on the one hand there are major open, conceptual problems in
general relativity such as the cosmic censorship hypotheses for which the choice of a matter
model which by itself is well understood is important, and the Vlasov equation is a natural
candidate in this context. On the other hand, general relativistic effects become increasingly
important in astrophysics, given for example the fact that most galaxies have a massive black
hole at their center. Historically, this interest started in the mid 1960s with the discovery of
quasars [13, 14, 119].

From a mathematical point of view one gains a better understanding of these systems if
one includes the so-called relativistic VP system, a hybrid system which is neither Galilei
nor Lorentz invariant. All three systems under consideration share the property that they have
a plethora of steady state solutions which represent possible equilibrium configurations of a
galaxy or a globular cluster; only steady states with finite mass will be relevant here. A natural
question both from the mathematical and the astrophysical point of view is which of these are
stable, and how stable or unstable equilibria react, at least qualitatively, to perturbations.

For the VP system several different approaches to the stability question exist in the by now
quite extensive mathematical literature on this subject, part of which we will recall later on.
Our focus in these notes is on the stability problem for the EV system where much less is
known. We aim to bring out the differences between the non-relativistic and the relativistic
situation and to discuss why some approaches which were successful in the Newtonian case
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seem to fail in the general relativistic case and which approaches are at least partially successful
also in the relativistic case. In the context of general relativity the stability question differs
in an essential and striking way from its Newtonian counterpart: in the latter case one can
formulate conditions on the so-called microscopic equation of state which guarantee nonlinear
stability of any steady state with that microscopic equation of state, but in the former context
such a microscopic equation of state guarantees stability only if the steady state is not too
relativistic, while a sufficiently relativistic steady state with the same microscopic equation of
state will be unstable. This instability of strongly relativistic steady states has no analogue in
the Newtonian context. We should also emphasize that so far the general relativistic case has
only been attacked under the assumption of spherical symmetry.

These notes are intended to be such that they can be followed and the main ideas can be
appreciated without consulting the original literature. We aim to introduce the necessary con-
cepts and major results self-consistently and explain at least the ideas of most proofs. But
while some hopefully instructive proofs are given in detail, we very often have to refer the
reader to the original literature for a complete, rigorous analysis. Although we try to do justice
to the mathematical literature on the subject, the selection and presentation of the material is
without doubt strongly influenced by the author’s preferences, prejudices, and limitations; the
coverage of the relevant astrophysics literature is certainly quite incomplete.

The paper proceeds as follows. In the next section we state the three systems under
discussion—the VP system, the relativistic VP (RVP) system, and the EV system—together
with their conserved quantities which play a key role in the stability analysis; we will often use
the abbreviations (VP), (RVP), (EV) to refer to these systems. We also point out an import-
ant, basic difference between (VP), (RVP), and (EV), according to which they may be dubbed
energy ‘subcritical’, ‘critical’, or ‘supercritical’. In section 3 we review the basic construction
of one-parameter families of steady states which in the general relativistic case are parameter-
ized by their central redshift and share the same microscopic equation of state. Section 4 recalls
the basic strategies which have lead to stability results for (VP) or (RVP), which we distin-
guish into global variational methods, local variational methods, and linearization. Section 5
is devoted to a linear stability result for steady states of (EV) with small central redshift, while
section 6 discusses a linear, exponential instability result for large central redshift. The spec-
tral properties of the linearized (EV) system are reviewed in section 7, where we in particular
discuss a recently derived Birman—Schwinger principle for (EV). In section 8 we review the
main numerical observations concerning stability for (EV) and discuss some related conjec-
tures and open problems. The last section provides an example which shows that for infinite
dimensional dynamical systems strict global energy minimizers need not be stable.

1.1. Notation

Since these notes are fairly long it may be useful to provide a place where some general notation
is collected which is used throughout these notes; some of it will be re-introduced again later.
For vectors like x,p,v € R* we use | - | and - for the Euclidean norm and scalar product,

3
X V= ijvj, x| = v/x - x,
=1

etc. Gradients with respect to, say, x or p are denoted by O; or J,, and in order not to be too
consistent we occasionally write V instead of d,. We also abbreviate

vy =/1+|v? w:%, L:|x><v|2forx,v€]R3;
X
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this will make more sense when it first comes up. If H is some Hilbert space and £ a linear,
bounded or unbounded operator on H we denote by 2(L), #Z(L), and A (L) its domain of
definition, its range, and its null-space or kernel, i.e.

L:H> (L)~ H, Z(L)=L(D(L)), V(L) =L ({0}) C 2(L).

2. The systems under consideration and their conserved quantities

2.1. The VP system

In the Newtonian case the density f = f(#,x,p) > 0 of the particle ensemble on phase space is
a function of time ¢, position x € R*, and momentum p € R3. It obeys the VP system

6tf+p'8xf_axU'apf:0a 2.1
AU =4rp, ‘ l‘im U(t,x) =0, (2.2)
pUﬁ0=i/ﬂL%pﬁw, (2.3)

where U = U(t,x) is the gravitational potential induced by the macroscopic, spatial mass dens-
ity p = p(t,x); integrals without explicitly specified domain extend over R3. The boundary
condition in (2.2) corresponds to the fact that we consider an isolated system in an otherwise
empty Universe. As usual, we assume that all the particles in the ensemble have the same mass
which is normalized to unity so that p is also the velocity of a particle with coordinates (x, p).
Up to regularity issues a function f satisfies the Vlasov equation (2.1), iff it is constant along
solutions of the equations of motion of a test particle in the potential U, namely

x=p, p=—0U(s,x); (2.4)

the latter is the characteristic system of (2.1). If the sign in the Poisson equation is reversed, the
system models a plasma, where one will typically add a neutralizing ion background and/or
an exterior confining field.

Smooth, compactly supported initial data fj,—o = f € C!(RR®) launch classical, smooth solu-
tions to this system, which are known to be global in time [75, 85, 104], see also the review
[99]. These solutions conserve the following quantities, which we define as functionals acting

on states f = f(x,p):
H) = BunlF) + Ema(1)i= 5 [ PAxp) o= o [ IVU@Par 25)

is the total energy of the state f, i.e. the sum of its kinetic and potential energies, where the
potential Uy is induced by f via (2.2) and (2.3), and

c(f) = // B(f(x,p)) dpdx 26)

is a so-called Casimir functional, which is conserved for any choice of ® € C!([0,00[) with
®(0) = 0. The fact that the energy H is conserved along solutions of the VP system simply
says that the latter is a conservative system, while the conservation of the Casimir functionals
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corresponds to the fact that the characteristic flow induced by (2.4) preserves Lebesgue meas-
ure. In other words, f(¢), the state of the system at time ¢, is related to f via

A1) =Fo2(0,1) 2.7)
where

s (X, P)(s,t,x,p) = Z(s,1,2)
is the solution to (2.4) with (X, P)(¢,t,x,p) = (x,p), which induces a diffeomorphism

Z(1,0) = Z(1,0,-): R® — RS
with inverse Z(0, 1), and

detd.Z(1,0) = 1.

Both types of conservation laws are essential for deducing global-in-time existence of solutions
and for nonlinear stability issues, see section 2.4.

Before we proceed to relativistic models we mention a different way of writing the Vlasov
equation (2.1). To this end we recall the Poisson bracket of two smooth functions g = g(x,p)
and i = h(x,p),

{g,h} := 0,8 - Opyh — 0,8 - Osch, (2.8)

and the energy of a particle with coordinates (¢, x,p),
1
E=E(t,x,p) = §|p|2—|—U(t,x). (2.9)
Then the Vlasov equation (2.1) can be written as

Of+{f,E}=0. (2.10)

We recall that - denotes the Euclidean scalar product between vectors in R3, and the Euclidean
norm of such vectors is denoted by | - |.

2.2. The relativistic VP system

For this system the Vlasov equation takes the form

p
ouf+ ——2—
1+ |p|?

where we again assume that all the particles have the same rest mass, normalized to unity, and
the speed of light is set to unity as well. The Poisson equation (2.2) together with its boundary

condition and the relation (2.3) remain unchanged. The characteristic system now reads
. p .
x=——, p=—-0,U(s,x),

V1+Ipl?

and the relation (2.7) remains true with the flow map redefined accordingly. The characteristic
flow is still measure preserving so that we keep the Casimir functionals (2.6) as conserved
quantities, and (RVP) is still conservative with the obvious change that now

Bolf) = [[ /1) apa.
The Vlasov equation (2.11) can again be put into the form (2.10) with (2.9) replaced by

E=E(t,x,p) =1/14+|p|* + U(t,x). (2.12)

5
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As mentioned above, this system is neither Galilei nor Lorentz invariant. While it may not be
so relevant from the physics point of view it will be useful in illustrating the difficulties which
the stability discussion encounters when moving from (VP) to (EV). Initial data as specified for
(VP) launch local, classical, smooth solutions of (RVP) which can easily be seen by adapting
the proof of [99, theorem 1.1]. But it is known that such solutions can blow up in finite time,
see [32]. In section 2.4 we will explain this difference to (VP) and consider the question what
this means with respect to stability.

2.3. The EV system

On a smooth spacetime manifold M equipped with a Lorentzian metric g,g with signature
(— + + +) the Einstein equations read

Ga[g:gﬂ'Tag. (2.13)

Here G,z is the Einstein tensor induced by the metric, and T, is the energy—momentum
tensor; Greek indices run from O to 3. The world line of a test particle on M obeys the geodesic
equation, which can be written either as a first order ODE on the tangent bundle 7M of the
spacetime manifold, coordinatized by (x*,p”) where x are general coordinates on M and p®
are the corresponding canonical momenta, or on the cotangent bundle 7M*, coordinatized by
(x*,pg) where pg = ggp?. If we opt for the latter alternative,

. _ 1
X =g pg, pa = = 87 papy;

g*” denotes the inverse of the metric 8ap, the dot indicates differentiation with respect to
proper time along the world line of the particle, and the Einstein summation convention is
applied. All the particles are to have the same rest mass which we normalize to unity, and to
move forward in time. Their number density f is a non-negative function supported on the
mass shell

PM* .= {gaﬁpapﬂ = —1, p® future pointing},

a submanifold of the cotangent bundle 7M™ which is invariant under the geodesic flow. Letting
Latin indices range from 1 to 3 we use coordinates (#,x*) with zero shift which implies that
goa = 0. On the mass shell PM* the variables po and p° then become functions of the variables

(tvxaapb>:

po = —lgool"*V/ 1+ g®papy, P° = [g00] ™"V 1 + g% paps.

Since the number density f = f(z,x%,p;) is constant along the geodesics, the Vlasov equation
reads

ab
g“p 1
of+ Tb Owaf — ﬁaﬂgﬁvpﬂpva,,a f=o. (2.14)
The energy—momentum tensor is given as
_ dpdpdp
Top=lg|™'/? /Papﬁf 1 p02 2, (2.15)

where |g| denotes the modulus of the determinant of the metric. The system (2.13)—(2.15) is
the EV system in general coordinates. As we want to describe isolated systems, we require
that the spacetime is asymptotically flat which corresponds to the boundary condition in (2.2).
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An obvious steady state of this system is flat Minkowski space with f =0. In [24, 72, 112]
nonlinear stability of this trivial steady state was shown for the system above, which is a highly
non-trivial result. Under the simplifying assumption of spherical symmetry this result was
shown in [94, 100]. Mathematically speaking, these results are small data results which rely on
the fact that close to vacuum the characteristic flow of the Vlasov equation disperses the matter
in space. When perturbing a non-trivial, i.e. non-vacuum, steady state no such mechanism
exists, and the problem becomes completely different. Our discussion is focused exclusively
on the stability of non-trivial steady states.

Questions like the stability or instability of non-trivial steady states are at present out of
reach of a rigorous mathematical treatment, unless simplifying symmetry assumptions are
made. We assume spherical symmetry, use Schwarzschild coordinates (#,7,6, ), and write
the metric in the form

ds? = =N 4+ AN A2 4 2(d6? + sin® 0d?). (2.16)

Here t € R is a time coordinate, and the polar angles § € [0, 7] and ¢ € [0, 27] coordinatize the
surfaces of constant ¢ and r > 0. The latter are the orbits of SO(3), which acts isometrically on
this spacetime, and 47 is the area of these surfaces. The boundary condition

lim A(z,r) = lim u(t,r) =0 (2.17)

r—o0 r—00

guarantees asymptotic flatness, and in order to guarantee a regular center we impose the bound-
ary condition

A(1,0) =0. (2.18)

Polar coordinates have a tendency to introduce artificial singularities at the center. Hence it is
convenient to also use the corresponding Cartesian coordinates

x = (x',x%,x*) = r(sinfcos p,sinf sinp, cos )

and the corresponding canonical covariant momenta p = (py,p2,p3)-

Before we proceed to formulate (EV) in these variables we emphasize the fact that from
this point on we will not raise or lower any indices, treat x and p simply as variables in R?, and
use notations like

3 3
xp=Y Xpa, IpF =D (pa)’
a=1 a=1

for Euclidean scalar products and norms, just as we did for (VP) or (RVP).
In order that the particle distribution function f = f(#,x, p) is compatible with (2.16) it must
be spherically symmetric; we call a state f = f(x, p) spherically symmetric iff

flx,p) =f(Ax,Ap), x,p € R, A€ SO(3). (2.19)

Using the abbreviation

(p) =~ "py= \/ LR+ @ - 1) (22 (2.20)

r
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(EV) can be put into the following form:

o, p—2x_P_ -0,
f+e ) f

e gy e et (- () armoan

e 2r\ — 1)+ 1=8xrp, (2.22)
e A 2rp' +1)— 1 =8nr0, (2.23)
A= —drrerthy, (2.24)

e (u”+ (' —\') (u’+ i)) e (X+A(A—p)) —8rop, (2.25)

where
pla.0) = pltx) = [ )it p)p, (226)
o(tr) = o) =e / (x'r”)?(r,x,p)gfy (2.27)
o(6r) = 1,x) = / ~Lf(t.x.p)ap, (228)
2
or(t,r) = or(t,x) = %e*” / “;p ‘ f(t,x,p)zf;. (2.29)

Here "and ’ denote the derivatives with respect to ¢ and r respectively, p is the mass-energy
density—its integral is the ADM mass, see (2.30)—, and o, o7 are the pressure in the radial
or tangential direction, respectively.

The equations (2.21)—(2.29) are a form of the spherically symmetric (EV) which does not
look too appealing and has so far not been used in the literature. The fact that the source terms
defined in (2.26)—(2.29) depend on the metric, in particular via (2.20), makes it technically
unpleasant to handle. But this form of the system has some advantages. The characteristic flow
of the Vlasov equation (2.21) is again measure preserving, and hence the Casimir functionals
defined exactly as in (2.6) remain conserved quantities. Moreover, the Vlasov equation (2.21)
still is of the general form (2.10) with

E=E(t,x,p) =¢" (p).

The total energy, which in this case is usually referred to as the ADM mass, is given as

Hen= [ e 1 o+ (1) (22 e p) dp 230

where ) is the solution to (2.22) subject to the boundary conditions from (2.17) and (2.18)
and with p satisfying (2.26).
We rewrite the above form of (EV) by introducing non-canonical momentum variables via

X-px

v=p+(e*—1) (2.31)

ror

In these variables (2.20) turns into

(v) :=—e"Hpy=4/14+|v|? (2.32)
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in the definition of spherical symmetry of f = f{¢, x, v) we simply replace p by v, and the Vlasov
equation (2.21) becomes

8tf+e"”\<—:> O f — (A% +e#*Au’<v>) ir‘ f = 0. (2.33)
The field equations (2.22)—(2.25) remain unchanged, but the source terms
pla.r) = plt0) = [ () slexv)av @34)
o(t,r) =o(t,x) :/(2)2]”(1‘)( v)g (2.35)
) ) r 1y <V> 7 M

X-v

st =500 = [ fiexa, @36)
1 xx v dv

7i(tr) = orle0) = 5 [ 2] feen 75 .37)

are now given completely in terms of f, they do no longer depend on the metric. The price to
pay for this simplification is that the characteristic flow of the Vlasov equation (2.33) is not
measure preserving, and the Casimir functionals, which are still conserved quantities, take the
form

C(f) := // eV (f(x,v))dvdx. (2.38)
On the other hand, the ADM mass simplifies to a linear functional that depends only on f,
H(f) := // W) flx,v)dvdx = // 1+ [v]*(x,v)dvdx. (2.39)

Taking into account the boundary conditions (2.17) and(2.18) the metric components are given
explicitly in terms of p and o, and hence of the state f = f{x,v); we suppress the time variable
t for the moment:

2m

e =1-2 (2.40)
r
and
I 2X m
uo=e (7 +47rr0) , (2.41)
I
where
m(r) :4#/ p(s) s*ds. (2.42)
0

At this point we notice that a spacetime manifold can only be covered by Schwarzschild
coordinates if 2m < r everywhere; the spacetime must not contain trapped surfaces. Finally,
we also mention that the structure (2.10) is lost when using the non-canonical momentum
variable v. As in most of the stability-related literature we will use the version of (EV) in non-
canonical variables, but since many important aspects of the stability issue are still widely open
(even in spherical symmetry), it may be useful to keep the alternative, canonical formulation in
mind. It is also possible that other coordinates adapted to spherical symmetry are more suitable
for the stability analysis. We will not pursue this issue but mention maximal areal coordinates
as one alternative [35].
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2.4. A basic difference between (VP), (RVP), and (EV)

Let us suppose that we want to make use of conservation of energy to get insight into global
existence issues for the initial value problem or stability issues. Then in the case of (VP) or
(RVP) we must deal with the fact that while Ey;, + Ep is conserved, the two terms have oppos-
ite signs, and no immediate control of Ey, or Epy results.

In what follows we sometimes employ the notation

)= [ )

for the spatial density induced by some measurable phase-space density f = f(x,p) > 0.
Similarly, we will write U, or U for the potential induced by p or pr via (2.2).
Now let 0 < k < oo and n = k+ 3/2. For any R > 0,

pr(x) = flx,p)dp + fx,p)dp

IpI<R lp|>R

47 ket 1
<(5) T WM+ g [Prvpap

where || - ||; denotes the usual L* norm, in this case over R?. We choose

R= ( / |p|2fdp/|v<x,~>||1+1/k) -

take the resulting estimate to the power 1+ 1/n and integrate with respect to x to conclude
that

lorlhim < CUAITL ( / | f(x,p>dpdx) . (2.43)
On the other hand, the Hardy—Littlewood—Sobolev inequality [71, theorem 4.3] implies that

~Epar(f) < Cllprlls s-
We require that

1_6 7
1+->—-,ie n<5,ie. k< <.
+ 275 1e. n 1.€ >
Then we can interpolate the L%/ norm between the L' and L'*!/” norms and conclude that
T=% kL 12
- pot(f) < CHf”l ° Hf”]jrl/kEkin(f) . (244)

This key estimate has important consequences for (VP). Assume that we have a local-in-
time, smooth solution to this system, which conserves the total energy and both [|f(#)||; and
[If(?)|| - Then (2.44) with k = 0 implies that along this solution both Ep(f(¢)) and Exin (f(f))
and hence also [|p()||s/3 remain bounded, which are key a-priori bounds toward global-in-
time existence.

Staying with (VP) we now suppose that we want to minimize an energy-Casimir
functional

H(f)+C(f)

under the constraint that the mass [[ f = M is prescribed and for a Casimir function ® which
grows sufficiently fast to control || f||;;/« with k < 7/2; a corresponding minimizer will be
a candidate for a stable steady state, see section 4. Then the key estimate (2.44) implies that

10
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along a corresponding minimizing sequence Ei; (f) and hence also || pyl[ 141/, remain bounded,
which is an important step toward a necessary compactness argument along such a minimizing
sequence. We see that the success of both global-in-time existence results and stability results
via global variational techniques hinges on the estimate (2.44).

Let us check how (2.44) fares in the (RVP) case. Proceeding as before,

k41

3
23} ==l
ol < U e (J] wiswprapar) ™
and (2.44) turns into

2—k k1
- pot(f) < CHf”l3 ||f||1jr1/kEkin(f)a 0 < k < 2. (245)

This estimate gives no control on Ei;, along either a local-in-time solution or a minimizing
sequence for the variational problem mentioned above. The point here is that for (RVP) the
kinetic energy is only a first order moment in p while for (VP) it is a second order moment.

For (EV) the situation is even worse in the following sense. The key point above is that the
kinetic energy is a higher-order moment in p than what appears in the definition of p so that
some L* norm of p with s > 1 is under control, provided Ey;, is under control. But as we see
from the formula for the energy (2.39) in the (EV) situation, this energy gives us exactly an L
bound for p and nothing more. This missing ‘something more’ makes (EV) that much harder
to deal with, both with respect to global-in-time existence and with respect to stability.

3. Steady states

Before we address their stability we must recall what typical steady states of (VP), (RVP),
or (EV) look like, and how one can establish their existence. To this purpose let us suppose
that we are given a time-independent potential U = U(x) or a time-independent metric of the
form (2.16). Then the particle energy, defined for (VP) or (RVP) in (2.9) or (2.12) and for the
non-canonical form of (EV) as

E=E(x,v)=¢e"(v), 3.1

is constant along characteristics of the corresponding static Vlasov equation and hence solves
that equation. For (VP) or (RVP) we therefore make the ansatz

flx,p) = ¢(E) = p(Eo — E) (3.2)
for the particle distribution function, which for technical reasons we modify to
E
) =)= (1- £ ) 33)
0

in the (EV) case. We refer to the relation (3.2) or (3.3) as a microscopic equation of state. To
keep matters simple we assume that

0 € C(R)NC*(]0,00[), ¢ =0o0n]—00,0], ¢ >0on]0,00]; (3.4)

E) is a cut-off energy with Ey < 0 for (VP) or (RVP) and 0 < Ey < 1 for (EV). Such a cut-off
energy is necessary to obtain steady states with a localized matter distribution. Notice that
the ansatz function ¢ depends on the cut-off energy E(, which must be specified to in order to
specify ¢, but the ansatz function ¢ does not depend on Ej, and it has the reversed monotonicity
behavior with respect to E.

With this ansatz we satisfy the Vlasov equation, the source terms become functionals of U
or pu, respectively, and the static systems reduce the the field equation(s) with this dependence

1
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substituted in. In the (EV) case these functions are spherically symmetric by assumption, but
also in the (VP) and (RVP) case the ansatz (3.2) leads to steady states which necessarily are
spherically symmetric, see [31]. In particular, both U and p can be viewed as functions of
r = |x|. Instead of looking for U or  directly, we define a new unknown

y(r)=Ey—U(r)ory(r)=Ey— U(r) — 1
in the (VP) or (RVP) case, respectively, and
y(r) =InEo — p(r)

in the (EV) case. In the latter case,

p(1) =8, or) = hO() = o1 (0), (5)
where

) = dre® | T e (- e ) P (.6
and

) =47 [ o) (- - ) 6

The functions g and / are continuously differentiable on R, see [101, lemma 2.2], they are
strictly decreasing for y > 0, and they vanish for y < 0. For (VP),

p(r) = gn(y(r)), where gn(y) := 47”[2/: p(n) (y—m)" do;

the subscript N stands for ‘Newtonian’, and the exact form of the analogous relation for (RVP)
is not relevant here. We recall that A is given in terms of p via (2.40), and the static (EV) system
is reduced to

y'(r)=— 1= 2;(”)/” <mr(2r) + 47 ra(r)) ,¥(0) =k (3.8)

see (2.41); here m, p, and ¢ are given in terms of y by (3.5) and (2.42), and s > 0 is prescribed.
The static (VP) or (RVP) systems reduce to

y'(r)=— S5 ¥(0) =~ (3.9)

For any given s >0 a fixed point argument yields a unique, smooth, local solution to (3.8)
or (3.9) on some short interval [0,d]. The solution y is strictly decreasing, can be extended to
exist on [0, 00], and either remains strictly positive, or has a unique zero at some radius R >0
beyond which there is vacuum. The crucial question is for which ansatz functions ¢ respect-
ively ¢ the latter case holds, because in that case the above procedure yields steady states with
compact support and finite mass. Once such a solution y is obtained, Ey := lim,_, -, y(r) and
U(r) := Ey — y(r) defines the cut-off energy and the potential in the (VP) or (RVP) case, while
Ey :=exp(lim,, o, ¥(r)) and p(r) = InEy — y(r) for (EV); in either case the boundary condi-
tion at infinity follows. For more details to these arguments we refer to [87] and the references
there.
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A sufficient condition on ¢ which guarantees finite mass and compact support of the res-
ulting steady states in all three cases, (VP), (RVP) and (EV), is that

(1) = Cn' for n €]0,no] (3.10)

for some parameters C > 0, 1y > 0, and 0 < k < 3/2, see [87]; in passing we note that condi-
tions on ¢ or ¢ which are both necessary and sufficient for finite radius and finite mass are not
known. To sum up:

Proposition 3.1. Let ¢ satisfy (3.4) and (3.10).

(a) There exists a one-parameter family of steady states (f,.,Uy)r>0 of the spherically sym-
metric (VP) (or (RVP)) system, and k = U;(R,;) — U, (0).

(b) There exists a one-parameter family of steady states (f.., M., i) >0 Of the spherically
symmetric, asymptotically flat (EV) system, and k = p,(Ry;) — 1 (0).

The spatial support of such a steady state is an interval [0,R;] with 0 <R, <
00, pr> @ € C'([0,00]), Vi, Upes pe; A € C2([0,00[), and py,(0) = 0,(0) = y/.(0) = U/(0) =
wh(0) = AL(0) = 0. Moreover, we denote D = D,; := {f,; > 0} so that suppf,, = D,;, which is
compact in R®.

An essential difference between the (VP) and the (EV) case concerning the stability of
steady states is the following: for (VP) one can formulate conditions on the microscopic
equations of state—¢ in (3.2) should be strictly increasing on [0, co[—which guarantee that all
steady states in the corresponding one-parameter family from proposition 3.1 are nonlinearly
stable; this remains true even for the King model ¢(n) = (e” — 1) where the mass-radius
diagram, mentioned in item (d) of the remark below, exhibits a spiral structure, see [44]. For
(EV) the same type of microscopic equation of state will yield a one-parameter family where
the individual steady states change from being stable to being unstable as the central redshift
k increases from small values to larger ones. There is by now ample numerical evidence for
this behavior [7, 34, 36], and we will discuss the first steps toward an analytic understanding
of this behavior. To do so, we must understand the consequences which very small or very
large values of x have on the structure of the corresponding steady states (f.., A\, fix)x>0 iN
the (EV) case.

In what follows we make the dependence of the (EV) steady states on « explicit in the
notation only when we study the limits x — 0 in section 5.2 and k — oo in section 6.1 or when
the logic of some statement requires this. For other parts of our discussion, in particular for
the (VP) case, the value of  plays no role or is fixed, and we will abuse notation in saying that
(fo, Uo) or (fy, Ao, o) is a steady state of (VP) or (EV), which is to be understood in the sense
that some xo > 0 is fixed and fy := f;, etc.

One should also notice that many other quantities depend on « such as the particle energy

E=E(x,v) =et" (v),

the set D = {f,; > 0}, the ansatz function ¢ in (3.3) via the cut-off energy Ey, and various
operators introduced in sections 5—7. These dependencies on s will always be suppressed in
our notation.

We conclude our steady state discussion with some remarks.

13
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Remark. (a) The steady states obtained in proposition 3.1 are isotropic in the sense that o =
or; we use o to denote the (radial) pressure also in the Newtonian case. In the (EV) case
they satisfy the following identities on [0, co[, the second of which is known as the Tolman—
Oppenheimer—Volkov equation:

Mol =4dnre® (pe+0,), (3.1

/

ol =—(px+0x) 1. (3.12)

(b) A remarkable property of these steady states is that their induced macroscopic quantit-
ies solve the Euler—Poisson or Einstein—Euler system respectively. Given the fact that the
functions gy or g are one-to-one for y >0 one can write y as a function of p, and sub-
stituting into the relation for the pressure in (3.5) yields the corresponding macroscopic
equation of state o = o(p), which is part of the corresponding Einstein—Euler of Euler—
Poisson system.

(c) The parameter x which parameterizes the above steady state families is the difference in
the potential between the center and the boundary of the matter distribution. In the (EV)
case it is related to the redshift factor z of a photon which is emitted at the center » =0 and
received at the boundary R, of the steady state; this is not the standard definition of the
central redshift where the photon is received at infinity, but it is a more suitable parameter
here:

el‘%(RN) err (0) o
S ) ke B

Although this is not the standard terminology we refer to x as the central redshift, and we
will see later that it is a measure for how non-relativistic or relativistic a steady state is.
In the (VP) case the parameter x seems to have no effect on the stability properties of the
corresponding steady states, but in the (EV) case steady states with sufficiently large x will
be seen to be unstable.

(d) An instructive way to visualize one of these one-parameter families of steady states is
to plot, for a certain parameter range, the points (M,,R,;) representing the (ADM) mass
and radius of the state with parameter . The resulting curve is referred to as a mass-
radius curve. For (VP) these curves can be strictly monotonic, for example in the polytropic
case ¢(n) =n%., or they can exhibit a spiral structure, for example for the King model
»(n) = (e" — 1)4, see [88]. In strong contrast, these curves always have a spiral structure
in the (EV) case, see [8, 79]. This is interesting, because according to the so-called turning
point principle [110] passing through a turning point on the mass-radius spiral should
affect the stability behavior of the steady state. For the Einstein—Euler system a rigorous
version of this principle has been proven in [46], see also [47], but the principle does not
hold in the (EV) case, see [34, 36]. The principle is known to be false for (VP) where for
example all the steady states along the mass-radius spiral for the King model are known
to be nonlinearly stable.

(e) Due to spherical symmetry the quantity

L:=[xxpl,
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the modulus of angular momentum squared, is conserved along characteristics of both
(VP) and (EV); for the latter system, L = |x X v|2. Hence one may include a dependence
on L into the microscopic equation of state (3.2) or (3.3). Resulting steady states are
then no longer isotropic, i.e. ¢ # o7, and the correspondence to the Euler matter model
explained in part (b) above is lost. A common way to include the L-dependence is to
generalize (3.3) to

fx,v) = ¢(E,L) <p<1§;> (L— L), (3.13)

Here [ > —1/2, and the analogous ansatz is used for (VP). If L is bounded away from
zero, i.e. Ly > 0, then the resulting steady states have a vacuum region at the center, if
Ly = 0 they do not. The static shell solutions with Ly > 0 look somewhat artificial, but
they become more interesting if one places a Schwarzschild black hole (or a point mass in
the (VP) case) into the vacuum region, which is then surrounded by a static shell of Vlasov
matter, see [37, 59, 93, 96].

4. Strategies toward stability in the (VP) and (RVP) case

In this section we recall the main methods which have resulted in stability results for the VP
or the relativistic VP system. We do not aim for completeness, but only wish to give some
orientation on what approaches one may try for the stability problem in the EV case. Our
discussion will be even less complete concerning results from the astrophysics literature. All
the available results rely explicitly or implicitly on the condition that the ansatz (3.2) or (3.13)
is strictly decreasing in E on its support:

¢'(E) < 0 for E < Egy or Og¢p(E,L) < 0 for E < Eg,L > Ly. 4.1)

4.1. Global variational methods
Let us consider the following variational problem: minimize the energy-Casimir functional
He=H+C

over the set
Fui={re ) 1720, [[sapar=tt. Bt +o( < <.

Here the kinetic, potential, and total energy Eiin, Epor, and H are defined as in (2.5), the Casimir
functional C is defined in (2.6) where for the moment we take

k
D(f) := mﬁ“/" 4.2)

with some & €]0,3/2[, and M >0 is fixed. Since k < 3/2 we can choose a such that 0 <
a k
273

—%_ < 1. The key estimate (2.44) and Young’s inequality then imply that for any f € Fy,,

a—1

Exin(f) +C(f) — CC(f)**Exin(f)'/?

>
> Exin(f) — CEuin(f)? +C(f) — CC(f)35T 4.3)

where the constant C > 0 depends on M, k, and «. This estimate implies that

He(f)

hy = inf —00.
M glMHc> o0
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Now consider a minimizing sequence (f;) C Fy, i.e. Hc(f;) — hu. Then by (4.3), Ein(f;) and
C(f;) remain bounded, in particular, (f;) is a bounded sequence in L'*!'/¥(R®) which by the
Banach—Alaoglu theorem has a weakly convergent subsequence, again denoted by ( }3) Its
limit is a natural candidate for a global minimizer of H¢ over Fy,. By (2.43) the sequence
of induced spatial densities (p;) is bounded and (up to a subsequence) weakly convergent in
L+ 1/n (RS ) .

The key difficulty now is to upgrade these weak convergences in such a way that one can
pass to the limit in the potential energy; the kinetic energy is not a problem since it is linear
in f. More generally speaking, some sort of compactness argument must be applied to the
minimizing sequence. The following lemma, which is proven for example in [99, lemma 2.5],
captures the compactness property of the solution operator to the Poisson equation; recall that
U, or Uy denotes the Newtonian gravitational potential induced by a spatial density p or a
phase-space density f.

Lemma 4.1. Let 0 < n < 5. Let (p;) C L'T'/"(R3) be such that

0 < pj — po weakly in L'V/"(R%), and

Ve >03dR>0: limsup/ pi(x)dx <e. 4.4)
|x|>R

Jj—oo

Then VU, — VU, strongly in L*(R?).

Under our assumption on k it holds that n = k+ 3/2 < 3, so the key issue is to verify (4.4),
i.e. the minimizing sequence must in essence remain concentrated. To do this, one may employ
the concentration-compactness principle introduced by Lions [74] combined with an analysis
of how Epy(f) behaves under scalings and splittings, or one may rely on the latter arguments
exclusively, and all this is greatly simplified if one restricts the discussion to spherical sym-
metry; we refer to [99] and the references there for details. At this point one should note that
while the steady states under consideration are spherically symmetric anyway, an a-priori
restriction to spherical symmetry in the variational problem limits a resulting stability result
to spherically symmetric perturbations and is thus undesirable.

In the concentration argument it turns out that in order to achieve (4.4) the ball in which
the mass remains concentrated must be allowed to shift with the sequence; notice that all the
functionals used above are invariant under translations in x. The resulting existence result for
the above variational problem reads as follows.

Theorem 4.2. Let ( ]3) C Fu be a minimizing sequence of Hc. Then there exists a function

fo € Fu, a subsequence, again denoted by (f;) and a sequence (a;) C R? of shift vectors such
that

Fi(-+aj,) = fo weakly in L'V (R?), j— oo,
VU (- + ) = VU, strongly in L*(RY), j = oo,

and the state fy minimizes the energy-Casimir functional Hc over Fy.

One should realize that the compactness along minimizing sequences captured in the the-
orem above is indispensable for concluding that the state f is a nonlinearly stable steady state
of (VP); its minimizer property is not sufficient for stability. To appreciate this point, we now
discuss how stability is obtained; a pedagogical example which further illustrates this issue,
which is typical for infinite dimensional dynamical systems, will be given in section 9.
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First we remark that by standard arguments which can for example be found in [99, the-
orem 5.1] the minimizer obtained in theorem 4.2 is of the form

folx,p) = (Eo —E),. (4.5)

with E defined as in (2.9) with the induced potential Uy = Uy,; Ey arises as a Lagrange multi-
plier. So f is a polytropic steady state of (VP).
For f € Fu,

Helf) — Helfy) = d(fify) — / VU~ VU, “.6)

where

A(Ffo) // —®(fs) + E(f—fi)] dpdx
// —O(fy) + (E—Ep) (f—fo)] dpdx
> [[1@)+ €= B ) apax >0

with d(f,fo) = 0 iff f = fy. Let us define
1
dist(f,fo) :=d(f.fo) + o / VU — VUy|*dx. 4.7

Notice the switch in the sign between (4.6) and (4.7); dist(f,fp) is a perfectly fine measure for
the distance of a perturbation f from fy. We obtain the following nonlinear stability result.

Theorem 4.3. Let fy be a minimizer as obtained in theorem 4.2. Then for every € > 0 there
exists a § >0 such that for every classical solution t+—s f(t) of the VP system with f(0) €
CI(R®) N Fy the initial estimate

dist(f(0).fo) < 6

implies that for every t > 0 there is a shift vector a € R? such that
dist(f(z,- +a,-),fo) <e.

Proof. Assume the assertion is false. Then there exist € > 0, ; > 0, £;(0) € CL(R®) N Fy such
that forj € N,

dist(f;(0).fo) < =

but for any shift vector a € R?,

diSt(};(Ija -+ a, '>7f0) Ze€

Since Hc is conserved, (4.6) and the assumption on the initial data imply that Hc(f;(#)) =
Hc(£,(0)) = Hc(fy), ie. (fi(4)) C Fu is a minimizing sequence. Hence by theorem 4.2,
JIVU ., - VUp|* — 0 up to subsequences and shifts in x, provided that there is no other
minimizer to which this sequence can converge. By (4.6), d(f;(#;).fo) — 0 as well, which is
the desired contradiction.

For the polytropic case (4.5) there exists for each value of the total mass M exactly one
corresponding steady state—up to shifts in x—which provides the uniqueness of the minimizer
fo used above. O
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The spatial shifts in the above arguments are necessary due to the Galilei invariance of the
problem, and a stability assertion of the form above is sometimes referred to as orbital stability
[81].

At the end of this subsection we will briefly comment on various variations and extensions
of the basic theme discussed so far, but one variation deserves some attention. As seen from
lemma 4.1 the basic compactness mechanism along minimizing sequences operates on spatial
densities p. Following [97] we define for r > 0,

G, := {g e L'(®Y)] g >0, / <;|p|2g(p) + @(g(p))> dp < 0o, /g(p)dp - r}
and

g€G,

wi)i= int [ (3loPet) + w(sto) ) o

We consider the problem of minimizing the reduced functional

H-(p) ::/\I/(p(x))dx—i-Epo:(p) (4.8)

over the set
Rui={pet!®) >0, [wipar<oc, [oar—n}:

the potential energy Epo(p) is defined in the obvious way and is finite for states in this con-
straint set. For the polytropic choice (4.2),

U(r)= etV r >0,

which should be compared with the estimates introduced in section 2.4; here n = k+3/2 as
before, and ¢, > 0 is some constant. There is a close relation between the reduced variational
problem and the original one. For every function f € Fy,,

He(f) = Helpp),

and if f = fp is a minimizer of H¢ over F, then equality holds, i.e. the reduced functional ‘sup-
ports’ the original one from below. Moreover, if py € Ry, is a minimizer of #, with induced
potential Uy then it can be lifted to a minimizer f, of H¢ in Fy, as follows: the Euler—Lagrange
equation for the reduced functional says that

W) E- V), Up<Eo,
po 0 , Uy = Ey,

where E| is the corresponding Lagrange multiplier. With the particle energy E defined as before
the function

fO = ((I)/)_I(EO_E) ) E<E0a
0 ) E> EO)

is a minimizer of H¢ in F,; for the details see [99, theorem 2.1].

To attack the variational problem through the reduced functional has several advantages.
The minimizer of the reduced functional can be shown to be a nonlinearly stable steady state
of the Euler—Poisson system with macroscopic equation of state o = o(p) = c,p'*!/". The
relation between the latter system and (VP) which was noted for isotropic steady states carries
over to their stability properties, see [98, 99]. More important for the present context, compact-
ness properties are easier to study for the reduced functional, because the latter lives on a space
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of functions of x and, in case of spherical symmetry, of the 1d variable r = |x|. In addition,
a result of Burchard and Guo [16, theorem 1] shows that if one minimizes the reduced func-
tional only over spherically symmetric densities p = p(|x|), the resulting minimizer is actually
a minimizer over the full set Ry, and the stability result theorem 4.3 is recovered.

A somewhat different reduced functional which acts on the mass functions my(r) =
4 for ps(s) s?ds induced by spherically symmetric phase-space densities f was used in [116].
This was historically the first rigorous stability result for (VP), but for (VP) the approach was
not explored any further. The approach may become useful for (EV), see [5, 6, 117].

As mentioned before, there are many variations to the basic theme discussed above, and we
mention some:

Remark. (a) The form of the Casimir functional can be much more general than the proto-
typical form (4.2). Strict convexity of ® and growth conditions for small and for large
arguments compatible with (4.2) are sufficient. Strict convexity of ® corresponds to the
main stability condition (4.1).

(b) For such more general Casimir functionals the uniqueness of the minimizer, which played
a role in the proof of theorem 4.3, will in general be lost, but this is not essential for the
stability argument, see [106].

(c) Instead of minimizing the energy-Casimir functional H + C under the mass constraint
[Jf =M, one can also minimize the energy # under the mass-Casimir constraint [[ f +
C(f) = M. This has the advantage that one can cover the polytropes (4.5) for 0 < k < 7/2,
see [42, 99], and, with some extra effort, also the limiting case k = 7/2, the so-called
Plummer sphere; for k > 7/2 finite mass and physical relevance are lost.

(d) The reduction mechanism does no longer work for the situation described in (c), but
this is as it should be, since for k > 3/2, i.e. n> 3, stability of the corresponding Euler—
Poisson steady states is lost, see [60]. That the (VP) steady states remain stable also for
k > 3/2 shows that the parallels between the Euler and the Vlasov matter models have
their (obscure) limitations.

(e) By making the Casimir functional depend on the angular momentum variable L, in which
case it should no longer be called ‘Casimir’ functional, steady states depending on L can
be covered, see [38, 40, 41]. Besides such spherically symmetric, non-isotropic states one
can apply the method also to states with axial symmetry, with a point mass at the center,
or to flat steady states with or without a dark matter halo, see [25-27, 43, 95, 108].

(f) One can also minimize the energy H under two separate constraints, a mass constraint and
a Casimir constraint, see [103]. Along these lines the arguably strongest result on global
minimizers for (VP) was obtained by Lemou ef al [68].

4.2. Local minimizers; the structure of D*H¢

The global minimizer approach reviewed in the previous subsection has been quite successful,
but it also has limitations. Suppose we want to investigate the stability of the King model, an
important steady state of (VP) which appears in the astrophysics literature, obtained via

p(n) =(e"—1)+.
Then the function ® in the corresponding Casimir functional becomes
O(f) = (1+H (1 +9) —f,
which grows too slowly to control any L° norm of f with s> 1, and hence the key estim-

ate (2.44) cannot be brought into play. If instead we consider (RVP), then the corresponding
estimate (2.45) provides no control in the context of the global variational problem to begin
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with, so the method from the previous subsection fails. Notice further that the global minim-
izer method provides the existence of a steady state which then turns out to be stable. The
method is not really one for addressing the stability of some given steady state, obtained by
some other method.

In the present subsection we discuss an approach which aims to show that a given steady
state fo is a local minimizer of an energy-Casimir functional by examining the structure of the
latter near f. The method was first applied to the King model in the (VP) context, see [44].
Following [48] we review this approach in the context of (RVP), which is a little closer to (EV)
where for analogous reasons the global approach seems to fail as well.

We consider some fixed, isotropic steady state (f;,po, Up) of (RVP) given by an ansatz
like (3.2), and an energy-Casimir functional defined as before. By a (formal) expansion,

Helf) = Helfo) + // (E+ () (F—fy) dvd
- g [ VU= VU [[ o0 prapan .

and we now define ®: [0,00[— R such that f, becomes a critical point of H ¢, namely

/¢ 2)dz, fe (0,00,

so that ® € C%([0,00]) with ®'(f;) = —E on suppfy. To simplify the discussion we restrict
ourselves to the polytropic form (4.5) with 1 < k < 7/2 where the above becomes rigorous;
the key assumption is again that on its support the ansatz strictly decreases in the particle energy
E, see (4.1). The question whether f is a strict local minimizer of H ¢ obviously depends on
the behavior of the quadratic term in the expansion above, i.e. on

D*Hc(fy)(3,8) // - gp /IVUIdx
{fo>0} |¢

we write the argument g twice to emphasize that this is a term which is quadratic in g,
and we notice that ¢’ <0 where fy > 0. It was a remarkable insight in the astrophysics
community and for the (VP) case that on so-called linearly dynamically accessible states
g = {fo,h} = ¢'(E){E,h} the quadratic term D*H¢(f;)(g, g) is positive definite, see [62, 111],
and the analogous result holds for (RVP); the Poisson bracket {-,-} was introduced in (2.8).

Lemma 4.4. Let h € C°(R®) be spherically symmetric with supph C {fo > 0} and such that
h(x,—p) = —h(x,p). Then the following inequality holds:

3

This lemma is proven in [48, lemma 3.4]. It provides positive definiteness of D*H¢(f;) on
dynamically accessible states in a quantified manner. A crucial step in any stability analysis
is to specify the set of admissible perturbations. In astrophysical reality, perturbations arise
by some exterior force acting on the steady state ensemble. It redistributes the particles in
phase space by a measure preserving flow, leading to perturbations of the form f = f; o T with
T: R® — R® a measure preserving diffeomorphism. Such perturbations are called dynamically
accessible from f. For the case at hand we restrict ourselves to spherically symmetric such
perturbations and require that the diffeomorphism T: R® — R® respects spherical symmetry,
i.e. for all x,p € R? and all rotations A € SO(3),

T(Ax,Ap) = (AY . Ap) and [¥' x p'| = x x p|, where (x',p') = T(x,p).

2

D*He(fo)({E.h) {E.h)) > // s [zﬂ

U/ 2
T it | P
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From a physics point of view this restriction is undesirable. The set of admissible perturbations
is defined as

Dy, = {f =fyoT| T: R® = R® is a measure preserving C'-diffeomorphism
which respects spherical symmetry} .

This set is invariant under classical solutions of (RVP). At least formally, states of the bracket
form g = {fy, h} are tangent vectors to the manifold Dy, at the point f, and the set of these states
is invariant under the linearized dynamics; this terminology is borrowed from Hamiltonian
dynamics, see [83].

We are going to measure the distance of a state f € Dy, from the steady state f by the same
quantity which we used in the previous subsection, namely

dist(£.fo) = // —®(fp) + E(f— fo)]dpdx+—/|vuf VU dx,

see (4.7). Then

diSt(f’fO):HC(f)_HC(fb)“F%/‘VUf—VU()FdX. (4.9)

It can be shown by Taylor expansion that there exists a constant C > 0 which depends only on
the steady state fy such that

If = foll3 + VU= VU5 < C dist(f,fo), f € Dy,

see [48, lemma 3.1]. The key result is the following theorem which says—in a precise, quan-
tified manner—that the steady state is a local minimizer of the energy-Casimir functional in
the set Dy,.

Theorem 4.5. There exist constants 0o >0 and Co >0 such that for all fe Dy with
dist(f,fo) < 0o the following estimate holds:

He(f) —Helfo) = Coll VU~ VUplf3.

The proof goes by contradiction: if the theorem were false, one could eventually con-
struct a linearly dynamically accessible state that would contradict the positive definiteness
of D*Hc(f;) obtained in lemma 4.4; for the quite technical and non-trivial details we refer to
[48]. Stability of f, is an immediate corollary.

Theorem 4.7. There exist constants § > 0 and C > 0 such that every solution t — f(t) of (RVP)
which starts close to fy in the sense that f(0) € Dy, with dist(f(0),fy) < 9, exists globally in
time and satisfies the estimate

dist(f(1).fo) < Cdist(f(0).fo), 7> 0.

Proof. With §y and Cy from theorem 4.5, define § := do(1+ 1/(47 Cp))~!, and consider a
solution [0, T[> t— f(t) of (RVP) with f(0) € Dy, on some maximal interval of existence; a
suitable local existence result can be found in [64]. Assume that

diSt(f(O),f()) < < dg.

By continuity,

dist(f(t).fo) < o, t € (0,7,
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where 0 < r* < T is chosen maximal. Since f(1) € Dy, for all t € [0, T], theorem 4.5, the rela-
tion (4.9), and the fact that H is conserved yield the following chain of estimates for
te[0,1*:

dist(10)fo) = He(f(0) ~ Hel) + -V Uy ~ VU

< Helf(0) = Heli) + 4 (He(0) ~ Helf)

— (14 g ) ety = Hel) < (1+ 7 ) o)) < i

This implies that 7* = T. Thus Ey, (f(¢)) is bounded on [0, 7] which for spherically symmetric
solutions is sufficient to conclude that 7= oo, see [48, proposition 4.1] and [64].

O

A nice feature of this theorem, also in view of the (EV) case, is that the stability estimate
provided by the theorem implies global existence of spherically symmetric solutions which
start close enough to fy, while spherically symmetric solutions of (RVP) with H(f(¢)) < 0 are
known to blow up in finite time, see [32]. The only previously known global solutions of (RVP)
were small data solutions (and steady states). We should also point out that the need for the
spatial shifts which were necessary in theorem 4.3 is eliminated by the restriction to spherical
symmetry.

We close the discussion of the local minimizer approach by some comments on possible
variations and extensions.

Remark. (a) We restricted ourselves to the polytropic case (4.5) in order to avoid formulat-
ing the general conditions on the steady state which are needed for the above arguments,
see [48].

(b) The method works for (VP) just as well and was introduced in [44] to deal with the King
model for which the global method fails.

(c) The local minimizer method can be combined with a suitable reduction of the energy func-
tional. In [69] this was done for (VP) by exploiting the monotonicity of H under general-
ized symmetric rearrangements. This analysis was inspired by results from the astrophysics
literature [2, 78, 86, 115] and was restricted to spherical symmetry. The latter restriction
was removed in [70] which provides arguably the strongest result on (VP) in the spirit of
the present subsection.

4.3. Linearization

Why is it that linearization has up to this point not shown up in this review, when this approach
is probably the first that one encounters in the relevant mathematics courses and when it figures
most prominently in the relevant astrophysics literature [9, 12, 19, 28, 62]? For a possible
answer we have to look at the linearization of (VP) about some given steady state f, which
we take as isotropic; fo = ¢(E).

If we substitute f = fy + Jf into (VP), use the fact that f is a stationary solution, and drop
the term which is quadratic in Jf with the justification that f is very small, the result is the
equation

O0i0f + T of — VUss -pd'(E)=0, (4.10)
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where
T:=p-0.—VUy-0,={,E}

is the transport operator associated to the steady state f, i.e. the operator which generates the
characteristic flow in the steady state potential Uy = Uy, see [102]. Following Antonov [9] we
split 6f = of} + df— into its even and odd parts with respect to p,

1
5fi (tvxap) = 5 (af(tvxap) + 6f(taxa _p)) :
Since U(gf(,) = U5f+([),

0f- +Tofy =VUs, -pd' (E),

We differentiate the first equation with respect to ¢ and substitute the second one in order to
eliminate Jf, . If we write g instead of Jf_ the linearized (VP) system takes the form

g+ Ly =0, @D
where the Antonov operator L is defined as
Lg:=—T’¢—Rg=—T g+ VUi, p¢'(E)

with j, := [ pgdp; notice that 0,Uss, = Ua,sr, = —Ursr_ and pysr = divjss_. The operator
‘R is the gravitational response operator. We will not go into the functional analysis details
of properly defining these operators on suitable Hilbert spaces. This has been done in [52], in
particular, £ can be realized as a self-adjoint operator on some Hilbert space; since the latter
is a weighted L? space on {fy > 0} with weight |¢’(E)|~! the key assumption on the steady
state is again that (4.1) holds.

One can now check that a state f = f{x, p) is an eigenfunction of the operator in (4.10) with
eigenvalue ) iff g =f_ is an eigenfunction of £ with eigenvalue 1 = A\2. Since the spectrum
of L is real, the eigenvalues of (4.10) come in pairs of the form £+ and £i\ with A € R.
But this means that the best possible situation as to stability is that the spectrum of (4.10) sits
on the imaginary axis, which is the situation when even in finite dimensions no conclusion
to nonlinear stability is possible; the example in section 9 will show that in such a situation
stability (in the Lyapunov sense) cannot even be concluded for the linearized system.

Given the fact that the variational methods by-pass all spectral considerations and yield
nonlinear stability directly, linearization seemed, for the author, of little value for the ques-
tions at hand. But this conclusion turned out to be too rash for two reasons. Firstly, variational
methods so far do not seem to succeed for (EV), while linearization has lead to some inter-
esting, non-trivial results. Secondly, once a steady state is known to be nonlinearly stable the
question arises how exactly it responds to perturbations: does it start to oscillate in a time-
periodic way or are such oscillations damped? Very recently, progress on this question was
made via linearization [51, 52, 65], and hence we now take a closer look at (4.11).

To do so we restrict ourselves to spherically symmetric functions; f = f{x, p) is spherically
symmetric in the sense of (2.19) iff be abuse of notation

fo,p) = flr,w, L), where r=|x|, w= "L L= |xxp].
r

In order to understand the transport operator 7 we must understand the characteristic flow in
the stationary potential Uy = Uy(r).
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Lemma 4.7. (a) Under the assumption of spherical symmetry the characteristic system (2.4)
for the stationary potential Uy takes the form

i=w, w=—¥/(r), L=0, (4.12)

where the effective potential Uy is defined as

L
‘I/LS ]0,00[ %R, \I’L(I’) = U()(r) + ﬁ

The particle energy E is conserved and takes the form
1
E=E(r,w,L)= P +UL(r).

(b) For any L> 0 there exists a unique ry, > 0 such that min W = ¥, (r;) <0, and for any
E €|U,(ry),0[ there exist two unique radii r1 (E,L) satisfying

O0<r_(E.L)y<r,<ry(E,L)<ooand ¥;(rL(E,L)) =E.

(c) Let t — (r(t),w(t),L) be a solution of (4.12) with U, (r) < E = E(r(t),w(t),L) < 0. Then
r(t) oscillates between r_(E,L) and r.(E,L), and the period of this motion, i.e. the time
needed for r(t) to travel from r_(E, L) to r4. (E,L) and back, is given by the period function
of the steady state,

r+(E7L)
T(E,L) =2 / I
r_(EL) /2E—=2¥.(r)

These assertions a fairly easy to see. The key property of the effective potential is that it has
a single well structure. Since

W)= & (rm(r) ~ L)

and r — rm(r) is strictly increasing from 0 to oo, ¥/ has a unique zero r, >0, and ¥y is
strictly decreasing on ]0, ;] with lim,_,o U, (r) = 0o, and strictly increasing on [rz,00[ with
lim,_, o W7 (r) = 0; the mass function m(r) is defined as in (2.42).

The structure of the stationary characteristic flow can be used to introduce action-angle
variables on the set

D :={(r,w,L) €R’ | fo(r,w,L) > 0};

this is a slight abuse of the notation introduced in proposition 3.1. For (r,w,L) € D let
(R,W)(-,r,w,L) be the solution to (4.12) with (R, W)(0,r,w,L) = (r,w); (R,W)(-,r,w,L) is
periodic with period T(E, L), where E = E(r,w,L). We supplement the action variables (E, L)
with the angle variable 6 € [0, 1] defined by

(r,w,L) = ((R,W)(HT(E,L),}L(E,L),O,L),L);

the mapping [0,1] > 6 — R(OT(E,L),r_(E,L),0,L) € [r_(E,L),r,(E,L)] is bijective with
inverse

O(rE,L) = —— / s
o . T(E7L) r—(E,L) 2E—2\I/L(S)
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Functions defined on D can now be written as functions of the action-angle variables (E,L,0).
By the chain rule,

(T%8) (E.L,0) = (938)(E.L,0) (4.13)

1
T*(E,L)
for suitable functions g defined on D.

One can now analyze the spectra of —7 2 and £. Using (4.13) and the fact that R is relatively
T 2-compact, one can show that the essential spectra of £ and —7 2 coincide, and

) ) 4722
Oess (L) = Oess(=T") =0 (=T") = TEL ‘keNo, (E,L) € DFL (4.14)

where DL = (E,L)(D), see [52, theorems 5.7 and 5.9]. For suitable steady states the period
function T(E, L) is bounded from above and bounded away from zero on the support of the
steady state. Thus (4.14) shows that the essential spectrum has a gap between 0 and the value

Sup (T) , the principal gap G.

The spectrum of —72 is purely essential, but the spectrum of £ may contain isolated eigen-
values, in particular, eigenvalues in the principal gap G. To obtain such eigenvalues a version
of the Birman—Schwinger principle has been developed, inspired by a paper by Mathur [80].

It is easily checked that A € G is an eigenvalue of L iff 1 is an eigenvalue of the operator

O\=R(-T*-\)"".

The operator Q) is not easy to analyze directly, but due to spherical symmetry,

(Re)(r.w,L) = ——wqb / /wg L)dLdi.

Hence R and Q) map onto functions of the form |¢’(E)|w F(r) which allows the definition of
an operator

./\/l)\:]:—>.7:

on a Hilbert space of functions of the radial variable r such that any eigenvalue of M gives an
eigenvalue of 0. When considered on the appropriate function space F this Mathur operator
is a symmetric Hilbert—Schmidt operator with an integral kernel representation. The largest
element in its spectrum, which is an eigenvalue, is given by

My, = sup{(h, Mh) 5 | h € F, ||A]l 7 = 1}.

It follows that the operator £ has an eigenvalue in the principal gap G iff there exists A € G
such that M > 1, see [52, theorem 8.11]. This criterion can be verified for certain examples
of steady states by rigorous proof, and for more general examples with numerical support,
see [52, section 8.2].

A positive eigenvalue of £ gives rise to a time-periodic, oscillating solution of the linearized
(VP) system (4.10), and this explains—at least on the linear level—numerical observations
made in [89]; the fact that the latter oscillating solutions pulse in the sense that their support
expands and contracts can be understood by linearization in mass-Lagrange variables, which
leads to the same spectral problem, see [52, section 3.2].

But in [89] it was also observed that some steady states upon perturbation start to oscillate
in a damped way. In [51] such damping phenomena are for the first time rigorously analyzed in
the gravitational situation. A family of steady states of (VP) with a point mass at the center is
constructed, which are parameterized by their polytropic index k > 1/2, so that the phase space
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density of the steady state is C! at the vacuum boundary if and only if k > 1; see remark (e)
at the end of section 3. The following dichotomy result is established: if k > 1, linear perturb-
ations damp, and if 1/2 < k < 1 they do not. The undamped oscillations for 1/2 < k < 1 are
obtained by Birman—Schwinger type arguments as above. The damping for k£ > 1 occurs on
the level of macroscopic quantities and is (up to now) non-quantitative: no damping rate is
established, but (for example)

17 )
TIHEO?/O IVUrg) l12d1 =0,

where [0,00[2 t — f{¢) is any solution to (4.11) with initial data f(0) in the domain of L.

This type of damping is obtained by an application of the RAGE theorem [17]. The main
fact which has to be established in order to apply this theorem is that the operator £ has no
eigenvalues, and the key difficulty is to exclude eigenvalues embedded in the essential spec-
trum, see [51, theorem 4.5].

The damping result can also be viewed as a result on macroscopic, asymptotic stability for
the corresponding steady states on the linearized level. The importance of relaxation processes
in astrophysics can be seen from the discussion in [12] and the references there; we explicitly
mention the pioneering work of Lynden—Bell [76, 77].

In the plasma physics situation an analogous damping phenomenon around spatially homo-
geneous steady states was discovered by Landau [66] on the linearized level, and on the non-
linear level in the celebrated work of Mouhot and Villani [82], see also [11, 33]. It should be
noticed that in this case the characteristic flow of the unperturbed steady state is simple free
streaming, so the corresponding result for the gravitational case has to deal with substantial
and qualitatively new difficulties due to the non-trivial characteristic steady state flow.

5. Stability for (EV)—steady states with small central redshift

5.1 The set-up

We consider the spherically symmetric (EV) system as formulated in section 2.3 and choose
the formulation which employs the non-canonical momentum variable v, see (2.31). Functions
or states f = f{x,v) > 0 are always spherically symmetric, i.e.

Sflx,v) = flr,w, L) with r= |x|, w= )%, L=|xxv|, (5.1
and induce the mass-energy density
i) =) = [ Gt v) v
and the metric component A = \s via
e M) =1 — %r(r) =1- 87” ' pr(s) s7ds; (5.2)
0

only states f with 2my(r) < r are admissible.

Let us fix some steady state (f;,, Ao, tto) of (EV) of the form (3.3) with (3.4); for the moment
the central redshift « of this steady state is not relevant and suppressed. Let us also fix a function
® € C1([0,00[) with ®(0) = 0. In section 2.3 we introduced the energy and Casimir function-
als, see (2.38), (2.39), and we define the energy-Casimir functional

Hef) =1 + () = [ sx)avaes ] Mgt avas
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We formally expand H ¢ about f:
Helfo +of) = Hefo) + DH(fo) () + D*He(fo) (9, 0f) +O((0f)°).

To proceed we again make the standard stability assumption that on the support of the steady
state ¢ is strictly decreasing, see (4.1). If the function @ is such that

' (fy) = ®'(H(E)) = —E, i.e. &' = —¢ 1,
then a non-trivial, formal computation [49], see also [61], shows that

DHc(fo)(6f) =0

and

5 1 e 5 L[ , )
D Hc(fo)(9f,6f) = 2//(15,@)(6]‘) dvdx—i/o 07N (2rpd + 1) (ON)dr. (5.3)

Here 6 is to be expressed in terms of Jf through the variation of (5.2), see (5.7) below. Only
perturbations Jf which are supported in the support of the steady state f are considered—odf
must be small compared to fop—which is important for the first integral in (5.3). We see that
the steady state is a critical point of the energy-Casimir functional H¢, but like for (VP) the
quadratic term (5.3) is the sum of two terms with opposite signs, which is the central difficulty
in the stability analysis; one should notice that since p > 0,

2rpg+121,r>0. (5.4)

For (VP), one way to by-pass this difficulty was the global minimizer approach explained in
section 4.1, but so far this strategy has not been successful for (EV) for reasons which we
indicated in section 2.4. But we also saw in section 4.2 how for (RVP) DZ’HC( 5) is positive
definite on linearly dynamically accessible states, and how this fact can lead to a stability result
as well. We follow this route in the present (EV) case. To do so we first need to discuss the
concept of dynamically accessible states for (EV).

An admissible state f is nonlinearly dynamically accessible from f iff for all y € C'(R)
with x(0) =0,

Cx () =Cx (fo) 5.5

where C,, is defined like C, but with the general function Y instead of @, the latter being specific
for the steady state under consideration. Property (5.5) is preserved by the flow of the Einstein—
Vlasov system. Taking the first variation in (5.5), a definition for df to be linearly dynamically
accessible could be that

DC, (fy)(8f) = // & (' ()8 -+ X(fo)5N) dvdx = 0 (5.6)

for all y € C'(R) with x(0) = 0, where

4 r
oA = ez)“’l/ s> pss(s)ds. (5.7)
rJo

This needs to be turned into a more explicit and workable definition. A suitable integration by
parts turns (5.6) into

2

pe ()@ = [ x'() [6fe~°6A¢'<E>z§> dvdx =0, (58)
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see [49, lemma 3.1]. Hence a variation Jf satisfies (5.6), if
w2

@ =
for some spherically symmetric generating function 4 € C?>(R®); note that for any such £,

//x’(fo) {h,fo}dvdx=0.

We make the definition more explicit; recall that D = {fy > 0}.

e if — e TNENG! (E) {h.fo} (5.9)

Definition 5.1. A state fis linearly dynamically accessible from f if there exists some spher-
ically symmetric generating function 4 € C'(D) such that

of =fi:=e {h,fo} +47rre2“0+%¢”(E)Zf>/qs’(E(x,v))h(x, )W dp. (5.10)

Notice that possible values of the generating function % outside D would not influence Jf
which vanishes outside D. The justification for this definition is the following result, see [49,
proposition 3.2]; we will see later that this form of Jf is preserved under the linearized (EV)
dynamics, and we will give a slightly more general, functional-analysis type definition of this
concept.

Proposition 5.2. If 0f is linearly dynamically accessible from fy and 6\ is defined by (5.7),
then

OA =\ :=dmretotho /¢’(E)h(x,v)wdv, (5.11)
Of satisfies both (5.6) and (5.9), and
2
of =fi=¢'(E) (e’\"{h,E} +ero), X>> . (5.12)

The key feature of linearly dynamically accessible states is that if we substitute such a
state into D*H¢(f;), then, for sufficiently non-relativistic steady states, this quadratic form
becomes positive definite, just as for (RVP), see lemma 4.4. To see this we have to understand
the behavior of the steady states obtained in proposition 3.1 for small redshift .

5.2. Steady states for k small—the non-relativistic limit
We fix an ansatz function ¢ satisfying (3.4), define
() := Crf forn >0
with 0 < k < 3/2 and C > 0, and require that
¢ (n) = pn(n) +O(n'*°) for n — 0+, (5.13)

with some § > 0; notice that this condition implies (3.10). For x > 0 small we wish to relate
¥ and the induced steady state (f,., A, i) obtained in proposition 3.1(b) to the solution yy
of the Newtonian problem (3.9), with yy(0) = 1 and py as Newtonian microscopic equation
of state, and the induced steady state (fy, Uy) of (VP). We define

k12
a = ) .
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Proposition 5.3. There exist constants ko > 0, S > 0, and C > 0 such that for all r €]0, kg,
supp p C [0, 5™ “So],

and for all r > 0,
’Hilyﬁ(r) —yN(/i“r)| < CKY,
’62/\"(’) — 1‘ < Ck,

—1—-2a

I () = Un (k)| 4+ 5™ =2, (r) — pi(5r)| < .

This result was shown in [50]. For the proof one introduces a rescaled function y,; and a
rescaled radial variable s by

(1) = K3 (Kr) = KYu(s), s =r"r.

One can then derive an equation for the function y, which corresponds to the equation (3.8)
for y,. In this rescaled version of (3.8) the microscopic equation of state becomes

r(n) =K p(rn),
which by (5.13) converges to ¢y for k — 0. In addition, the ‘relativistic corrections’ in the
rescaled version of (3.8) like the pressure term o and the term 2m/r in the denominator pick
up multiplicative factors of «, while y,,(0) =1 =yy(0). A lengthy Gronwall-type argument
implies that there exist constants ko > 0 and C > 0 such that for all 0 < xk < k¢ and s > 0,

[V (5) = yw(s)| < Cr°.
The assertions in proposition 5.3 then follow.
In section 4.3 we saw that action-angle variables are an essential tool for understanding
the linearized dynamics in the (VP) case. Introducing these variables relied on the single-

well structure of the effective potential ¥ discussed in lemma 4.7. For (EV), the steady state
characteristics obey the equations

F=e () OwE(r,w,L), w= —e M) OvE(r,w,L)

L
E.(r,w,L) =" 14w 4 =
\/ =

Let us define the analogue of the Newtonian effective potential as

A\ r L
W () s=et=0y 14 2

and assume that

2m,, 1
me(r) 12, (5.14)
r 3
Then one can show that ¥, ; has a single-well structure analogous to lemma 4.7(b), and
the conclusions of lemma 4.7(c) and its action-angle consequences remain valid, see [37,

section 3]. By proposition 5.3, the condition (5.14) holds for x small.

with

Remark. The question whether the steady state characteristic flow has the single-well struc-
ture is intimately related to the question whether for spherically symmetric steady states the
phase space density can always be written in the form f = ¢(E, L). For (VP) this result, which
is sometimes called Jeans’ theorem, is a direct consequence of the single-well structure of
the effective potential. For (EV), Jeans’ theorem is known to be false, see [105]. Numerical
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evidence strongly suggests that for isotropic steady states of (EV), 2m(r)/r < 1/2, which is a
considerably sharper bound than the general Buchdahl inequality [3, 4, 15], but it is unclear
whether this is sufficient to yield the single-well structure.

The information provided by proposition 5.3 can be used to show that on linearly dynamic-
ally accessible states the quadratic form D*Hc(f,,) is positive definite for & sufficiently small.

5.3. An energy-Casimir coercivity estimate

As in the previous section, let the microscopic equation of state ¢ satisfy (3.4) and (5.13), and
let (fy, Ao, to) be a steady state as obtained in proposition 3.1(b). As an abbreviation, let

A(6f,6f) = D*Hc(fo) (6f, of)

- vm

The following result is the desired energy-Casimir coercivity estimate.

1 o0
dvdx—E/ e (2rp 4 1) (0N)*dr
0

Theorem 5.4. There exist constants C* > 0 and £* > 0 such that for any 0 < k < £* and any
spherically symmetric function h € C' (D) which is odd in v,

awranzc [0 ( ‘{Eh}

where h generates the dynamically accessible perturbation df according to (5.10).

+/<1+2“h|2> dvdx,

For a dynamically accessible perturbation Jf = fj, defined by (5.10) and (5.11),

A(GF, ) = Al ) = 3 A (1) + 5 Ao (),

P
—
>
~—
i

[ e @nEmPavac [ e+ 1
Ay (h) = =2 // |¢' (E)|{E, h})\he‘“’Tdvdx—l- // ¢/ (E)|e2Hot20 <W> (A\n)*dvd.

It turns out that A, yields the desired lower bound while A4, is of higher order in s and can be
controlled by the positive contribution from .4;. For more details we refer to [S0, theorem 5.1],
but we emphasize that for the proof the complete structure of the stationary (EV) system must
be exploited, in particular, the static version of (2.25) and (3.11) come into play.

The assumption in theorem 5.4 that / is odd in v can be removed. We split a general, spher-
ically symmetric function 4 € C*>(R®) into its even and odd-in-v parts, h = h, +h_. Then

A 47Tre““+’\°/<;5 (x,y)wdv=N\,_,

and

2
ofy = (fi)- =e {hy fo}, of- = (f)+ =e {h_.fo} +7€“°¢/(E)Z%>/\h,.
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Hence

A(0f,0f) = A(Sf+,0f+) // o f+ d et // N |5f ‘2

= A8 0f ) + //—w ) [{E, iy} dvdr

S LGICH R

+§//e”\°|q§’(E)\ {E,hy}*dvdx. (5.15)

If one tries to proceed from this positive definiteness result on the second variation of H¢
towards nonlinear stability, analogously to section 4.2 for (RVP), serious difficulties in deriving
an analogue of theorem 4.5 arise, again from the inherent lack of compactness for (EV). We
believe that some analogue of theorem 4.5 remains correct for (EV), but so far the result of the
present section has only been used to derive linear stability.

1+2a‘h_ |2> dvdx

5.4. Linear stability

In order to deal with this issue we need to linearize (EV) about some given steady state
(fo, Ao, to); for the moment, no assumption is made on the size of k, because we will use
the linearized system also for large «. We substitute

Jt) = fo+0f(t), A(t) = Ao+ OA(t), p(t) = po + Su(t)

into the system, use the fact that (f;,, Ao, t4o) is a solution, and drop all terms beyond the linear
ones in (df,0\,0p). In addition the boundary conditions dA(z,0) = dA(7,00) = du(t,00) =0
are imposed. We observe that

4 r
S\ = Ngpi= eDOTW / % pss(s) ds (5.16)
0

is the corresponding solution to the linearized version of the field equation (2.22), see (5.7).
The linearized versions of the field equations (2.23) and (2.24) yield

1

op' = Néf = 47rr62)‘005f+ <2,u6 + ) Asfs 5.17)
r

O\ = —4mretothogs, (5.18)

where as before,

2
p5f=/<V>5fdv, UéfZ/ZVT)(Sde J5f:/W5de‘

If we substitute into the linearization of the Vlasov equation (2.33),

2
D0f +e N {f, E} + dmre? 06/ (E) <2V>J(sf WUaf)
— g0 <2u + ) Nssd (E)w (5.19)

it can be shown that (5.18) follows from the other equations.
In order to proceed we need to observe that linear dynamic accessibility propagates under
the dynamics of the linearized (EV) system. We recall that some i € C' (D) generates a linearly
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dynamically accessible perturbation Jf = f;, according to (5.10), and (5.16) turns into A = )\,
defined by (5.11). One can check that if # — A(¢) solves the transport equation

w2

v)

with spherically symmetric initial data 7(0) = h, then Of (t) = fu() defined according to (5.10)
is the solution of the above linearized (EV) system to the linearly dynamically accessible
data 0f =f;. In particular, Jf(f) is the linearly dynamically accessible state generated by

Oh+e M {h,E} +e" Ny — e (v) gy =0 (5.20)

h(t). A simple iteration argument shows that for any hec (D) there exists a unique solu-
tion h € C'([0,00[; C(D)) N C([0,00[; C'(D)) of (5.20) with 2(0) = k. The induced linearly
dynamically accessible solution Jf needs to be only continuous (unless one demands more
regularity of h and ) and solves the linearized (EV) system integrated along the steady state
characteristics, see [10] for the analogous concept for the linearized (VP) system. We do not
discuss these issues further, since in the context of the more functional analytic approach in
section 7 we solve the linearized (EV) system by a suitable Cy group.

The important fact here is that such linearly dynamically accessible solutions preserve the
energy

1 Mo 1
Al = A = 3 [ oot Pavae— 3 [Ce ™ @uign (e G2n

Combining this fact with theorem 5.4 or with the more general estimate (5.15) proves the
following stability result.

Theorem 5.5. Let C* and k* be as in theorem 5.4, and let 0 < k < k*. Then the steady state
(fios A, i) i linearly stable in the following sense. For any spherically symmetric function
heC (E)Othe solution of the linearized (EV) system with dynamically accessible data (Sof gen-
erated by h according to (5.10) satisfies for all times t > 0 the estimate

c [l <<rw>2 {r=01

+ // e |/ (E)| {E,ha (0} dvdr <A@

2

+/£1+2“|h_(t)|2> dvdx

The restriction to perturbations 5f of the form (5.10) may seem a bit special. Conodition (5.8)
suggests that the natural set of perturbations for the linear problem are functions f € C'(R®)
supported on the support of fy with the property that

w2

{v)

For any such perturbation there exists a generating function # € C?(IR®) so that

eMdf — e TN (E)— is L2-orthogonal to any 1(fy) € L*(R®), ¢ € C(R).

i8]

{hsfo} = 03— e 200 () 5,
v
which by proposition 5.2 says that 5 )fis linearly dynamically accessible. The proof is analogous
to the proof of the parallel fact for (VP) given in [44, section 3.2] and relies on the fact that
for x small the stationary characteristic flow (or rather its effective potential) has a single-well
structure, see the end of section 5.2.
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6. Instability for (EV)—steady states with large central redshift

We continue to use the set-up which we discussed in section 5.1. We saw in section 5.3 that the
second variation D*# ¢ is positive definite on linearly dynamically accessible states, provided
the central redshift x of the steady state (f,,Ax,u) in question is small, and we saw in
section 5.4 that this fact implies linearized stability of the corresponding steady state. The
key to this was a good understanding of the behavior of the steady state in the limit x — 0, the
Newtonian limit. It turns out that for « sufficiently large, such steady states become unstable.
The major step towards this result is that there is a direction in which D*# - becomes negative,
provided x is sufficiently large, and the key to this is a good understanding of the behavior of
the steady state in the limit k — oo. This is more challenging and more interesting, because
no K — oo limiting system seems to suggest itself for the role that (VP) plays as the xk —0
limiting system. But such a system exists.

6.1. Steady states for r large —the ultrarelativistic limit

We again consider steady states of (EV) as obtained in proposition 3.1. As indicated in
part (b) of the remark following that proposition a microscopic equation of state ¢ gives
rise to a macroscopic equation of state which relates pressure and mass-energy density, more
precisely,

0. =P(p,), where P:=hog™! (6.1)

with g and h defined by (3.6) and (3.7). When « is very large also y.(r) and p,(r) become
very large at least for r close to 0. For y very large,

y

1—e™
g(y) :47Te4y/0 o) (1= ((1=m)? —e2)2dym e = g*(y), (6.2)
and

41
= 764)7

h(y) 3

I—e™ ' 1
| em == P e o), 63)

where for the sake of notational simplicity we normalize

1
477/0 () (1 =) dn = 1.

Hence for x very large and close to the center the equation of state (6.1) asymptotically turns
into

" 1
0w =P (ps) = gp,{ (6.4)

which is known in astrophysics and cosmology as the equation of state for radiation. It can be
shown that

for some constant C > 0, see [47], which is the precise version of the limiting behavior of the
equation of state.
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Of course now the question arises how the limiting equation of state (6.4) fits into the Vlasov
context, since that equation of state cannot come from an isotropic steady state particle distri-
bution of the form (3.3):

o) = [ ) (S2) 55 = 5 [RenhP 5 < 5 [ fn) (1P 5 = 3000

massive particles do not behave like radiation. To obtain a Vlasov-type system which captures
the limiting behavior as k — oo we must pass to a collisionless ensemble of massless particles.
Mathematically, this means that throughout the (EV) system the term (v) must be replaced by
[v]. In particular, (3.3) turns into the ansatz

i et |y
flx) = (b)) = (1= <)
0
This ansatz satisfies the massless version of (2.33), we get exactly the radiative equation of
state (6.4), and

p(r) = / ¢ [v]) [v]dv = 4 /O o(n) 1 dne 410

which is as expected from (6.2). Hence if y is a solution of (3.8) where g and & are replaced by
g" and h*, and p, A\, p, o are induced by y, then these quantities satisfy the stationary Einstein
equations together with the radiative equation of state and the above f is a consistent, stationary
solution of the massless EV system.

Proceeding as in [93, theorem 3.4] one can obtain the following result.

Lemma 6.1. For every x>0 there exists a unique solution y* =y* € C'([0,00]) to the
problem

y'(r) = . 2’;* " (m:gr) +47rr0*(r)> , ¥(0) =k >0, (6.5)

where p* = g*(y), o* = h*(y) with (6.2), (6.3) and
m*(r) =m"(r,y) =47 / s2p*(s)ds.
0
For « very large and close to the center the behavior of the massive steady state is indeed
captured by the massless one, more precisely:
Lemma 6.2. There exists a constant C > 0 such that for all k>0 and r > 0,
ye(r) = yi(r)| < Ce*® (r2 + e4“r4) exp (C (e‘““r2 + e8"’r4)) .

In [47, lemma 3.10] this result is proven for the pressures ¢ instead of the functions y,
because that allows one to treat the EV and the Einstein—Euler cases simultaneously. The result
above is actually more easy to obtain. Essentially, the proof consists of a lengthy Gronwall-
type estimate, based on the equations satisfied by y,;, and y};, but rewritten in the rescaled radial
variable 7 = e**r, and using the facts that due to the Buchdahl inequality [3, 4],

2m(r) 2m*(r) 8
— <
r r 9
and that the asymptotics in (6.2) and (6.3) take the quantitative form
8() —&" ) +h(y) = h* ()] < Ce¥, y € R,
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This is indeed a good approximation for large y, since all the terms on the left are then of
order e’

Since g* and h* are strictly positive, a steady state of the massless system is never compactly
supported. The massless system has a scaling invariance which is important for what follows.

Lemma 6.3. Let y; denote the solution of (6.5) with initial data y§(0) = 0. Then for all
k>0,

yi(r)=k+y; (ez“r), r>=0.

We see that in order to understand the behavior of y* () for positive, small » and very large
x we need to understand the behavior of the special solution yg(s) for s — co. The key point
here is that the massless steady state equation (6.5) can be turned into a planar, autonomous
dynamical system. We let wi(7) = r*p(r), wa(7) = m(r)/r with 7 = Inr. Then the Tolman—
Oppenheimer—Volkov equation (3.12) and the relation between p and m imply that

dWl 2W1 8

= 1—4w, — — 6.6
dr 1—2W2< "2 3"“)’ (66)
d

2 sy —wa. (6.7)
dr

The system has two steady states,
3 3
0,0)andZ:=| —,— | .
(0,0) an (56w’14>
Using Poincaré—Bendixson theory it can be shown that there is a unique trajectory which cor-
responds to one branch T of the unstable manifold of (0,0) and converges to Z with a rate
determined by the real parts of the eigenvalues of the linearization at Z, which equal —%. For

the solution induced by y; it holds that w(7) — (0,0) for 7 — —o0, and its trajectory coincides
with T. The result is that for any 0 < v < 3/2 and all 7 sufficiently large,

lw(T)—Z] < Ce™ 7.

When we rewrite this in terms of the original variables and combine it with the previous three
lemmata, we obtain the following result:

Proposition 6.4. There exist parameters 0 < o) < ap < i, ko > 0 sufficiently large, and con-
stants 0 > 0 and C > 0 such that on the critical layer

[rl rZ] = [/ﬁa‘e’%,naze’z”]

KRR
and for every k > Ky the following estimates hold:

3 1 mg(r) 3
3| _ L me(r) 3
ser |7 |7 o)~ 562 14

7

ox, !

Ty

For more details on the proof of this result we refer to [47, propositions 3.13 and 3.14],

but we wish to discuss the limiting object which corresponds to the stationary state Z of the
dynamical system (6.6) and (6.7). Indeed, Z corresponds to the macroscopic data

3 2m(r) 3 5 T o, . 1
“uh e T T =g
which represent a particular steady state of the massless (EV) system; there is a free constant

when defining s« which we take such that e2*(") = %r. We refer to this solution as the BKZ
solution, because these macroscopic quantities are the same as for a certain massive solution

P pe(r) — ; : |2rp, =1, AL < CcrTC.

o) = g, o) = g, m(r)
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found by Bisnovatyi-Kogan and Zel’dovich [13]. It does not represent a regular, isolated sys-
tem: it violates both the condition (2.18) for a regular center and for asymptotic flatness (2.17),
and it has infinite mass. Its Ricci scalar vanishes, while its Kretschmann scalar

72 _,
= Er
blows up at the center; the BKZ solution has a spacetime singularity at r =0. The curves

r(t) = (c+1/2)* t> —2¢

with ¢ > 0 represent radially outgoing null geodesics which start at the singularity and escape
to r = 00, i.e. the singularity is visible for observers away from the singularity. Hence it viol-
ates the strong cosmic censorship hypothesis; the concept of weak cosmic censorship is not
applicable to this solution, since it is not asymptotically flat. According to the cosmic cen-
sorship hypothesis such ‘naked’ singularities should be ‘non-generic’ and/or ‘unstable’. The
analysis which we review in the present section shows that regular steady states, which in the
critical layer are close to the BKZ solution for large central redshift «, seem to inherit this
instability and are indeed unstable themselves.

We also point out that the BKZ solution can for obvious reasons not capture the behavior
of the massive (EV) steady state at the center or for large radii. But the information provided
in proposition 6.4 on the critical layer [r., 2] turns out to be what is needed for the next step.

KRR

K(r) := Rap,sR* (1)

6.2. A negative energy direction for « large

When « is sufficiently large there exists a linearly dynamically accessible direction in which
the second variation of Hc, i.e. the bilinear form A, becomes negative.

Theorem 6.5. There exists ko > 0 such that for all k > Kk there exists a spherically symmetric,
odd-in-v function h € C*(R®) such that

A(h,h) = A(fu.fu) <0,
where f;, is given by (5.12).
The negative energy direction / is of the form
h(x,v) = g(r)w, (6.8)

with a suitable function g € C*([0,00]). Clearly, / is spherically symmetric and odd in v, where
we recall (5.1). A suitable integration by parts implies that

/qb’(E) wrdv = —e "5 (p. + 0. (6.9)
Combining this with (6.8) and (3.11) the expression (5.11) for A, can be simplified:
Ay = 47rre”“+’\”g/¢'(E) wdv=—e Mg (N 4+ pul).

Moreover,
2

/ m / w / lv‘z —w’
) =@ (0075 - st )+ o)™ ),

and thus

fu=et g/ (E) <(g’ gl AN — g ) +g|v|2_wz) :
SRR
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On the critical layer [rL,72] the steady state (f., A, ) is well approximated by the BKZ

solution, provided « is sufficiently large, see proposition 6.4. We localize the perturbation &
given by (6.8) to this interval by setting

1
e
g=e2# X

where 0 < x < 1 is a smooth cut-off function supported in the interval [r!,72] and equal to 1
on [2r 72 /2]; the latter interval is non-trivial for  sufficiently large. In addition, |x’(r)| is to
satisfy certain bounds which are not relevant here. The perturbation f;, now takes the form

2

Substitution of this expression into (5.21) yields the following identity:

2

" 22\ ?2
A(h,h) :/1 e2n—Any 2 [4m.2€uh.,+2/\x(ug)2/¢/(E)| (ZVZ‘))_|_<V>_M}r|v|<V>w> &

— (2rul, + 1) (pu, + /\;)2} dr+4n et (/)2 / |¢’(E)|<v::2 dvdr

suppx’

4 1 w22 — w?
+8n Pednthe o [16E) [ 2wt — WMWY g
K 2 / 2
suppx’ 2(v) Pl (v)

The key point now is that if in the first integral the steady state quantities are replaced by their
corresponding limiting quantities according to proposition 6.4, a strictly negative term arises,
together with error terms, which, being like the second and third integral of lower order in &,
do not destroy the negative sign of A(k,h), provided & is sufficiently large; for the details we
have to refer to [47, theorem 4.3]".

6.3. Linear exponential instability

An adaptation of an argument by Laval et al [67] shows that the existence of a negative energy
direction as provided by theorem 6.5 implies a linear exponential instability result. At first
glance this may seem surprising, since the energy A could be negative definite in which case
its conservation should imply stability. In order to appreciate the role of the negative energy
direction, & in (5.20) must be split into even and odd parts with respect to v, which turns the
latter equation into the system

Oh_+Thy =0, (6.10)
Ohy +Th_=Ch_. 6.11)
Here
w2
Th:=e *{hE}, Ch:= —e““)\h@ +etruy (v).

Let L2, = L%(D) denote the weighted L* space on the set D = {fy > 0} with the weight
W:=e*«|¢’(E)|,and let (-,-);2 denote the corresponding scalar product. As we noted before,

! The proof published in [47] contains an error which has been corrected in arXiv:1810.00809.

37


https://arxiv.org/abs/1810.00809

Class. Quantum Grav. 40 (2023) 193001 Topical Review

solutions to (5.20) conserve the energy A(h, k). But substituting & = hy + h_ and using the
fact that \;, = \;,_ it follows that

A(h,h) = A(h—,h_) + <7'h+,7'h+)L€V.
Hence for the system (6.10) and (6.11) conservation of energy takes the form
(Thy, Thy) 3, + A(h—,h—) = const,

and A now plays the role of potential energy. A negative direction for the latter together with
the positive definiteness of the kinetic energy gives a saddle point structure for the total energy,
and instability is expected.

Using the fact that solutions of the system (6.10) and (6.11) also satisfy the virial identity

P <h— ) h_ >L€V = _'A(h— ) h—) + <Th+ ) Th+>L%V
one can now follow the idea in [67] to derive the following linear, exponential instability result;

for details we refer to [47, theorem 4.8].

Theorem 6.6. There exist initial data iur,}oz, € CY(D) and constants cy,cy > 0 such that for
the corresponding solution to the system (6.10) and (6.11),

1h—(D)llz, 1T Ay (D)l| 3, = 1.

A much stronger result, namely the existence of an exponentially growing mode, is dis-
cussed in the next section.

7. Spectral properties of the linearized (EV) system

71. The functional-analytic structure of the linearized (EV) system

Important aspects of the linearized (EV) system such as the existence of exponentially growing
modes for x sufficiently large can only be properly understood, if the linearized system is put
into the proper functional-analytic framework. The latter is set up on the real Hilbert space

H := {f: D — Rmeasurable and spherically symmetric | || f||z < oo},

where the norm || f]|; is defined in terms of the scalar product

el
<f78>[~1 _%ngdea g>h6H7

for the moment we consider some fixed steady state (f;, Ao, tto) and ignore the dependence on
the central redshift x; we recall that D = {fy > 0}. We need to define the transport operator
Tf =e *{f E} where, say, f € C' (D), as an operator on H.

We say that for a function f € H the transport term T f exists weakly if there exists h € H
such that for every spherically symmetric test function & € C!(D),

(T8 =—(hE)n.

If such a function % exists, it is unique, and we set 7f = hin a weak sense. The domain of 7
is defined as

2(T) :={f € H|Tf € Hexists weakly},
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and the resulting operator 7 : (T ) — H is the transport operator. In view of (5.19) we also
define B: 2(T) — H by
2

Bf := —Tf —4nr|¢’|e2oth (wof— ?;>jf> , (7.1)

and the residual operator R: H— H by
Rf :=4m |¢| & (2rpg + 1)wyy.
These operators have the following properties®:
Lemma 7.1. (a) The transport operator T : D(T) — H is densely defined and skew-adjoint,
ie. T*=—T,and T*: 2(T?) — H with
(T :={fcH|fc D(T), Tfc 2(T)}

is self-adjoint.

(b) The operator B: 9(T) — H is densely defined and skew-adjoint, and B*: 9(T?*) — H is
self-adjoint.

(c) The operator R: H — H is bounded, symmetric, and non-negative, i.e. (Rf,f)ny > 0 for
feH

That the transport operator is symmetric with respect to the scalar product on the Hilbert
space H is easy to see; for the details of the above results we refer to [37] or [47]. We use these
operators to put the linearized (EV) system, i.e. (5.19), into the form

éwssﬂf”rM@%+i>MwwwM (7.2)

note that we simply write f instead of Jf here and in what follows. As before and following
Antonov we split f =f1 +f_ into its even and odd parts with respect to v. Since B reverses
v-parity,

alf-‘r = Bf—7
! 1 /
- = By = (2t ) Ao )

Differentiating the second equation with respect to ¢ and substituting the first one implies that
1
031 =B~ (21 ) OO B

= Bf_ +4mned 2ruy + 1)y ¢ (E)|w
=Bf-+Rf,

where we used (5.18), the fact that jr = 75 and the definition of the residual operator R. Since
this second-order formulation of the linearized system lives on the odd-in-v parts of the per-
turbations, we define

H*Y .= {fc H|fis odd in v},

2 In the literature the sign in front of 7~ is not always chosen as consistently as we try to.

39



Class. Quantum Grav. 40 (2023) 193001 Topical Review

which is a Hilbert space with the same scalar product as before. The properties of the operators
stated in lemma 7.1 remain true on H°%, and we define the Antonov operator

L:D(L)—HY, 2(L):=2(T*)NHY, £.=-B—-R.
This is again a self-adjoint operator, and the linearized (EV) system is put into the form
-+ Lf- =0, (73)

which has the same structure as the corresponding equation (4.11) for (VP).

The above second-order formulation has been used in the astrophysics literature, see [55,
56, 58] (without precise spaces, domains etc). Based on (7.3) we call a steady state of the EV
system linearly stable if the spectrum of L is strictly positive, i.e.

~v:=info (L) > 0;

notice that the spectrum of L is real since L is self-adjoint. By [54, proposition 5.12] this
spectral condition implies the Antonov-type inequality

(.LF) u = If 7, f€D(L).

Since

1017+ (f= Lf ) = A(Of -, O.f-)

is conserved along solutions of the linearized equation (7.3), this implies linear stability in the
corresponding norm.

Assume on the other hand that o < 0 is an eigenvalue of £ with eigenfunction f € H°%,
Then g := eV~ *'fsolves (7.3), and we get an exponentially growing solution of the linearized
(EV) system. Hence an eigenfunction f € H°Y to a negative eigenvalue o < 0 of £ is called
an exponentially growing mode. Using theorem 6.5 one can show that for « sufficiently large,
such exponentially growing modes exist.

To see this one needs some further tools which are also used to obtain a first-order formu-
lation of the linearized (EV) system with good functional-analytic properties. This first-order
formulation has to our knowledge not appeared in the physics literature and was introduced in
[47]. A key ingredient is a modified potential induced by a state f € H:

fi(r) = filr) = —e 0™ / LN (asph(s) + ) Nls)ds  (T4)
is the modified potential induced by f € H, where )y is defined by (5.16). It has the following
properties, where Hi denotes the subspace of spherically symmetric functions in the homo-
geneous Sobolev space H' (R?), see [30].

Lemma 7.2. (a) Forfe H, ji = fi; € C([0,00[) N C'(]0,00]) N H., and |(r)| < C||fllm, r =0,
with some C > 0 independent of f.
(b) It holds that

B o 2rpl+1

A= (g 2 i+ T 7.5)
e Ho—Aoy g/

W(euo OIU,) = )\f, r> 07 (76)

and in the weak sense,
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1 d e =32 (¢

— — (e ™M) ) = pra. e 7.7
47rr2dr< 1 “)> pra. ¢ .7)
(c) The operator K: H— H, Kf := ¢'(E)E[y is bounded, self-adjoint, and compact.

One should at this point recall (5.4). The field equation (2.23) and the boundedness of
00, o, Ao imply that the quantity e*o*t*(2ru/ + 1) is bounded. The estimate for ji then fol-
lows by the Cauchy—Schwarz inequality. For the remaining assertions one should observe that
by (3.11), pj + A} = 0 outside D, and that ?p € L' ([0, oc). That K is bounded follows from
part (a), integration-by-parts and (7.7) imply its self-adjointness, and compactness follows
using the the Arzela-Ascoli theorem, where it is important that the steady state has compact
radial support. For the details we refer to [47, lemmata 4.17 and 4.18].

The compactness of the map K is important for the operator £: H — H defined by

Lf =f— qS’(E)E/?Lf. (7.8)
By lemma 7.2(c):

Lemma 7.3. The operator L is bounded and symmetric on H.

The linearized (EV) system can now be put into the following first order Hamiltonian form
which means that the general theory developed in [73] can be applied.

Proposition 7.4. The linearized (EV) system takes the form
o.f = BLf, (7.9)

D(BL) = D(T), the operator L induces the quadratic form

Ao oo
<Eﬁf>,,=//|(;Wf2dvdx—/o e (2rpg + 1) Afdr = A(f£.f) (7.10)

on H, and the flow of (1.9) preserves A(f.f). The relation of the first-order formulation (7.9)
to the second-order one in (7.3) is captured in the relation

L=—-BLB. (7.11)

We refer to [47, lemma 4.20] for a rigorous proof and highlight only some instructive
aspects. For f € H, at least formally,

T(8 (E)ERy) = & ¢! (E)wi.
Together with (6.9) and (7.5) this implies that

2rpy + 1

B(&'Epy) = ' (E)eo 0w =12

Ap:
If we combine this with the form (7.2) of the linearized (EV) system we obtain

of = B(f— ¢/ (E)Efy) = BLS.

If we differentiate (Lf,f)y with respect to ¢ and use the symmetry of £, (7.9), and the skew-
adjointness of 3 the conservation law follows. By the definition of £,
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(EF ) = {f— o (E)Efiy, P
Ao
= [ e+ [ i s ave

Ao oo
//|(;(E)|f2dvdx+47r/0 rzﬂfe”‘“”\opfdr7

and since 472 p; = (e=2*r)y) " the assertion (7.10) follows by using (7.6).

If we split some element f€ Z(BL) = 2(T) into its even and odd parts with respect to v,
it follows that Ay = Ar,, hence also fir = fir, , and Lf = Lfy +f_. Since L preserves v parity
and B reverses it, the first order formulation (7.9) splits into

O.f = Bf-, Of- = BLf,
which directly implies

0. = BLBf-

as desired; of course the relation (7.11) can be checked directly.

The spectral properties of the operators £ or BL are difficult to analyze, and a key idea to
do so is to find simpler, macroscopic Schrodinger-type operators by which for example L is
bounded from above and below. These reduced operators act on functions of only the radial
variable r, which makes them easier to analyze.

The construction which we explain below was developed in [47] and relies on the modified
potential jir as a key ingredient. An earlier, but not really satisfactory attempt to construct such
a reduced operator was made in [55].

The modified Laplacian A is given by

A —po—3X\
At = eho+ od (e 3 Urzg (euo-h\gw) .
Ar? dr \ 2rpy+1 dr

On a flat background, i.e. for Ao = 119 = O the operator 47 A is the Laplacian applied to spher-
ically symmetric functions. The reduced operator S is given by

St = —Au) —e>‘°/|q§’(E)|E2dvz/), (7.12)
and the non-local reduced operator Sis
S = —A¢—e*0/(id—n)(|¢’(E)|E¢)Edv, (7.13)

where IT denotes the projection onto ()=, the orthogonal complement in H of the range of
the operator B, and id is the identity.

For what follows, ji;, which only belongs to H!, must lie in the domain of S and S. Hence
one must be careful to define these operators between the proper spaces, which is done using
duality; (H!)’ denotes the dual space of H! and (-,-) denotes the corresponding dual pairing.

Lemma 7.5. The operator S: H' — (H')' defined by

(S, x) = / TET (o) L (o) ar- // e[ (E)|E* x dvdx
X1 = o 2rpp+1ldr dr X D X

is self-dual, and it is given by (7.12) on sufficiently regular functions. The operator S:H T
(H')' is defined analogously and has the analogous properties.
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These operators bound the quadratic form A which according to (7.10) is induced by L
from above and below in the following precise sense:

Proposition 76. (a) For every i € H' andf =f, := ¢/ (E.)E.p1,

(S, p) > A(fwfu)'

For every f € H and [ir as defined in (7.4),
A(f.f) = (Sky, fir)-
(b) For every u € H' and f =f, := (id — I1)(¢' (E)Ep) € Z(B),

<SM, ) = -A(?w}u)-

For everyfc H,

A(ff) = (S, 1)

The proof relies on the observations that for p € H,
_ 00 =030 N 2
—Ap, p) = —_— ( ghoto ) 2 dr,
{(~Ap, ) /0 21 (&)
in particular, for f € H, using (7.4) and (7.6),
e Ho—Ao

Big) = [ e 1) (5

2
pot+Xo ) d
e uf)) ,

o0
= / e (2rpg + 1) Afdr.
0

On the other hand by (7.7),
(=Afiy, iy) = —dm / et fipppridr = — // e (v) fdvdx.
0

The definitions of A and the operators S and S lead to the desired results; for details see [47,
theorem 4.24].

72. (In)stability for the linearized (EV) system

The results of the previous section imply the existence of an exponentially growing mode when
K is large enough, more precisely:

Theorem 7.7. For k sufficiently large, there exists at least one negative eigenvalue of L
and therefore an exponentially growing mode for the linearization (7.3) of (EV) around
(fios Aiss i) such a steady state is (linearly) unstable. For general k> 0, the negative part
of the spectrum of L is either empty or consists of at most finitely many eigenvalues with finite
multiplicities.

Before we sketch the proof we need to introduce some more notation. Let L: H D (L) —
H be a linear, self-adjoint operator on some Hilbert space H. Its negative Morse indexn~ (L) is
the maximal dimension of subspaces of H on which (L-,-)y < 0. The analogous terminology
applies to a self-dual operator L: H— H'.
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Proof. The operator L is self-adjoint. For f € Z(L,,),
(Lf.fym = (LB, B u,

see (7.11). By proposition 7.6,
n= (L) <n™ (L) <n™ () < oo

the general argument behind the first two estimates is reviewed in [47, lemma A.1]. To
show that n~ (S) < oo is easier than showing this for £ directly, since S has a much simpler
structure and acts on functions of only the radial variable; this is the key point in introdu-
cing the reduced operators. For 1) € H!, (St), 1)) > C(S'1),1)), where the self-dual operator
S’: H' — (H!)" is formally given as S’ = —A — V with a non-negative, continuous, com-
pactly supported potential V. This follows from suitable bounds on A, and p,.. Now the map-
ping (—A)Y/2: HY(R3) — L2(R3), ¢ — (2 |€]¢)) ~ is an isomorphism which respects spher-
ical symmetry. Passing to x = (—A)!/24) the relation 47 (S'4), 1)) = ((id — K)x, )2 follows.
Here K = (—A)~'/2v(—=A)~1/2: [>(R?) — L*(R?) is compact, since V is bounded and sup-
ported on the compact set Bg(0) with [0,R] the radial support of the steady state, and the
map H'(R3) > f 1,0,/ € L*(R?) is compact; notice that h = V(=A)"12x e L' nL2(RY)
so that € L N L2(RR?), and hence #\E\h and its inverse Fourier transform are in L?(R?).

The spectral properties of compact operators imply that n~ (id — KC) < oo, and invoking [47,
lemma A.1] again it follows that n~ (S) < oco.

The assertion on the spectrum of £ now follows from the spectral representation of this
operator; the argument is discussed in detail in [47, proposition A.2].

Let us now assume that « is large enough to apply theorem 6.5. That theorem provides a
negative energy direction, i.e. there exists a spherically symmetric function 2 € C?(IR®) which
is odd in v such that A(h, h) = A(f,.fn) < 0. Here f; is the linearly dynamically accessible per-
turbation generated by % according to (5.12). If we compare this relation to the definition (7.1)
of the operator 5 it follows that f, = —B(¢'h). Hence by (7.10),

0> A(h,h) = A(B(¢'h), B(¢'h)) = (LB(¢'h), B(&'h))u
= —(BLB(¢'h),¢'h)u = (L(¢'h), &' h)u;

for the last two equalities notice that by lemma 7.1(b) the operator 5 is skew adjoint and the
relation (7.11) holds. Hence by definition n~ (£) > 1, and invoking the spectral representa-
tion of this operator again shows that £ has a negative eigenvalue o < 0 of finite multiplicity,
see [47, proposition A.2]. Since the operator L is non-negative when restricted to the subspace
all even-in-v functions in H, eigenfunctions associated to o« must be odd-in-v, and the existence
of an exponentially growing mode is established. O

Remark. (a) In the proof above the following observation concerning the concept of linearly
dynamic accessibility was important: the fact a state f = f}, is linearly dynamically access-
ible and generated by h according to (5.12) is equivalent to saying that f;, = —B(¢’h).
This motivates the following generalization of this concept: a function f € H is a linearly
dynamically accessible perturbation if f € Z(B).

(b) The condition (5.8) for linear dynamic accessibility requires that

W2
<x’(fo) |¢'<E>|,f+e“w|¢’<E>|<V>>H — 0 forall x € €' (B) with x(0) = 0,
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and it can be shown that f € Z(B) satisfies this orthogonality condition which further jus-
tifies the generalization of the definition of linear dynamic accessibility.

(c) If the steady state allows the introduction of action-angle variables which according to the
discussion in section 5.2 is true in particular when & is not too large so that the condi-
tion (5.14) holds, then H = Z(B) @ A4 (B), see [37, proposition 5.9], and Z(B) is closed.
It is not clear if this is true in general.

(d) An important feature of linear dynamic accessibility was that it is preserved under
the linearized flow, see (5.20). The generalized concept shares this property which
can be seen as follows. The exponential formula for Cy semigroups [84, theorem 8.3]
shows that

— t _\ —h
€mf:lm10d778£) f
n— 00 n
If f€ %2 (B) then induction shows that each of the n-dependent functions on the right is

again an element of Z (1), and so is the limit if we are in the situation where that space is
closed. If needed this argument extends to the % (B)-case.

The same arguments as in the proof above show that
n~ (L) < n_(2|m) <n(8) < oo.

Based on the first-order formulation (7.9) these estimates and the machinery developed above
can be used to derive a detailed picture of the linearized flow for general . The important
point here is that (7.9) is a linear Hamiltonian PDE in the sense of [73]. We list some of the
key features here and refer to [47, theorem 4.28] for details.

The operator BL generates a Cy group (e5%),cg of bounded linear operators on H. The
Hilbert space H can be decomposed into stable, unstable, and center space, i.e.

H=E & E' & E,

where E" and E® is the linear subspace spanned by the eigenvectors corresponding to positive
or negative eigenvalues of B.L respectively. Moreover,

dimE" = dimE* = n~ () < cc.
The subspaces E¢, E¥, E® are invariant under eBL If S > 0, then the steady state is linearly
stable in the sense that there exists a constant C > 0 such that for all perturbations f € H and
all times r € R,

aMﬂHngm. (7.14)

In the Newtonian limit x — 0 the operator S converges to its Newtonian counterpart, which was
proven to be positive e.g. in [39]. By (7.14) one can therefore obtain linear stability against
general initial data in H, which improves theorem 5.5.

73. A Birman-Schwinger principle for (EV)

An important step in the previous two sections was to relate the generator(s) of the linearized
(EV) dynamics to some operator(s) defined on functions which depend only on the radial
variable r. An alternative way to do this is the Birman—Schwinger principle, which for (VP)
we discussed in section 4.3. In [37] a Birman—Schwinger type principle was developed for
(EV), and we now discuss the main features of this approach.
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The general aim is to derive a criterion for the existence of negative eigenvalues of
L = —BB? — R. The tool we consider here is the Birman—Schwinger operator

Q:=—VRB*VR: H*% — gou (7.15)

associated to £; notice that we work on the space H°% of odd-in-v functions since the Antonov
operator L governs the evolution of that part of the perturbation, see (7.3). We recall lemma 7.1
for the basic properties of the operators 32 and R. In order to define the operator Q one first
has to show that the non-negative operator R has a square root v/R : H°4 — H°4_ Indeed,
this operator can be defined explicitly:

2 + 1
VRf =47 /1]! (E)|e¥o 0, /%wf (7.16)

defines a bounded and symmetric operator on H°% with the property that vV RVR = R; we
recall that jy= [wfdv and that by (3.11) the denominator is positive in the interior of the
radial support [0, Ry] of the steady state under consideration, see [37, lemma 5.15]. Secondly,
one can show that the operator B%: Z(T2) N.¥ (B*)+ — %(?) is bijective; the inverse of
the latter operator cannot be written down explicitly, which makes its analysis tricky, but it
exists, see [37, proposition 5.14]. The key properties of the Birman—Schwinger operator Q are
captured in the following result.

Proposition 7.8. (a) The Birman—Schwinger operator Q is linear, bounded, symmetric, non-
negative, and compact.

(b) The number of negative eigenvalues of L counting multiplicities equals the number of
eigenvalues > 1 of Q.

Quite some machinery goes into proving this result, and we try to explain the main points.
First one introduces a family of auxiliary operators

L, :=-B— %R: D(T*)NHY — HY 4> 0.

Since B?|jou is self-adjoint and R is bounded and symmetric, L. is self-adjoint by the Kato-
Rellich theorem [92, theorem X.12]. Now Q is constructed such that 0 is an eigenvalue of L,
if and only if v is an eigenvalue of O, and the multiplicities of these eigenvalues are equal:
if f€ 2(T?) NH"Y solves L.f =0, i.e. —yB*f = Rf, then applying —v/R B~ to the latter
Equation and writing R = vR /R yields

vg=7\/7>3f=Q<\/7>€f) = Qg,

with g := v/Rf € H°4. The converse direction is similar.
Next, the operator R | can be shown to be relatively (18?0 )-compact so that by Weyl’s
theorem [54, theorem 14.6],

Uess(ﬁw) = Uess(_Bz|H"d‘1) = Uess(ﬁ)'

In addition, one can show that o(—B2|4eu) is positive and bounded away from 0, and hence
inf(oess(£)) > 0. It remains to understand the behavior of the isolated eigenvalues of £., when
varying . This can be done by their variational characterization, and one can show that the
number of negative eigenvalues of £ equals the number of +’s for which 0 is an eigenvalue of
L. This establishes the relation in proposition 7.8(b); for details we refer to [37, sections 6.1
and 6.2].
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By proposition 7.8 the original question of negative eigenvalues of L is translated into an
eigenvalue problem for the Birman—Schwinger operator which has quite favorable qualities.
But following Mathur’s idea encountered for (VP) in section 4.3 one can exploit the structure
which manifests itself in (7.15) and (7.16) to pass to an even simpler operator. By (7.15) an
eigenfunction of Q which corresponds to a non-zero eigenvalue lies in the range of /R, and
by (7.16),

A(VR) C {f =flx,v) = |8/ (E)|wao(r) F(r)ae. | F € L*([0,Ro]) } ,
where
e3 (Aatro)(r)

In addition, if f(x,v) = |¢’(E)|wao(r) F(r) and g(x,v) = |¢’(E)|wao(r) G(r), then
(f,8)m = (F,G)r2((0,ro))3 (7.17)

a key ingredient here is the identity

sy SO0 .
[ Ea == 0 ), >0

which follows from (6.9) and (3.11). Based on these observations, the reduced operator or
Mathur operator

M: L*([0,Ro]) — L*([0,Ro)), F > G

is defined as follows. First map F € L*([0,Ry)) to f € H°! defined by
flx,v) = ¢ (E)|wap(r)F(r) forae. (x,v) €D.

Next map this f to Qf € Z(v/R). Then there exists a unique G € L*([0, Ro]) such that
Of(x,v) =|¢'(E)|wao(r) G(r) fora.e. (x,v) €D,

]OaRO[‘

which completes the construction of the map M.

The relation of M with Q immediately implies that v # 0 is an eigenvalue of Q if and only
if it is an eigenvalue of M, and the multiplicities are equal; concerning the latter notice that
by (7.17) orthogonality of eigenfunctions is preserved. By the same relation it is easy to verify
that M inherits the functional analytic properties of Q: M is a bounded, linear, symmetric,
non-negative, compact operator, see proposition 7.8.

A draw-back of the construction seems to be that the Birman—Schwinger operator Q and
hence also the Mathur operator M contain the inverse operator of B. As noted before, this
inverse cannot be given explicitly, which seems to make it unclear how to apply the machinery
above to specific examples. However, the right inverse B~" of B can actually be given expli-
citly, see [37, definition 5.7]. The operator B: 2(T)N A (B)* — %(B) is bijective with
bounded inverse given by

B~'=(id-1)B™",

where I1: H— 4#/(B) is the orthogonal projection onto the kernel .4 (B) of B, see for
example [54, section 5.4]. This information turns out to be sufficient to derive an integral
representation of M which is quite workable in applications.

Proposition 7.9. For G € L*([0,Ry)),
Ro
(MG)(r) = / K(r,5)G(s)ds, r€ [0,Ry),
0
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where the kernel K € L*([0,R)?) is defined as

! !
K(r,s) = o3 (H0(r)+320(r) o 3 (0(5)+320(5)) V2rpg(r) + 13/ 25, (s) + 1 10r.5).
rs

with
I(r,s) = ((id = 10) (|¢/|[Ee= " 119 1) ,|¢/|[Ee™ #1194}, 0 < 7,5 < Ro.

The kernel is symmetric, i.e. K(r,s) = K(s,r), and M is a Hilbert—Schmidt operator, see [91,
theorem VI.22 et seq.].

If one now combines the relations between the spectra of the Antonov operator L, the
Birman—Schwinger operator Q, and the Mathur operator M with general results on Hilbert-
Schmidt operators the following linear (in)stability information on (EV) results.

Theorem 7.10. (a) The steady state is linearly stable if, and only if,

sup /ORO /ORO K(r,s)G(r)G(s)dsdr < 1.

GeL2([0,Ro]), [|G]l2=1

If equality holds, there exists a zero-frequency mode but no exponentially growing mode.
(b) The number of exponentially growing modes of the steady state is finite and strictly
2
bounded by ||KHL2([O7R0]2).
(c) The steady state is linearly stable if ||K||1>(jo,r,2) < 1.

For a detailed proof we refer to [37]. Here we want to discuss an application of
these techniques yielding a result which was not obtained by the methods in the previous
sections, namely, we want to consider the stability of a shell of Vlasov matter surrounding
a Schwarzschild black hole. To this end we generalize the steady state ansatz to (3.13), we
place a Schwarzschild singularity of fixed mass M > 0 at the center, multiply the ansatz for
the particle distribution f with a parameter 6 > 0 and keep the condition (4.1). One can show
that there exist corresponding steady states of (EV) where the Vlasov shell has finite mass,
finite extension, and is of course situated outside the Schwarzschild radius of the black hole;
for the details of the construction of these steady states we refer to [37, section 2.2]. If one
keeps the ansatz function with its cut-off energy and cut-off angular momentum and the mass
M of the Schwarzschild singularity fixed one can show that for § > 0 sufficiently small, the
corresponding effective potential for the particle motion still has a single-well structure in the
sense of lemma 4.7 and section 5.2. This allows the introduction of action-angle variables for
the stationary characteristic flow, which was the tool behind many of the constructions in the
present section, so that these constructions continue to function also for the case with a central
black hole, provided the mass of the black hole dominates the mass in the surrounding Vlasov
shell. If one applies these constructions, one obtains the following result.

Theorem 7.11. There exist families of steady states (fs, X 1) sso of (EV) with a
Schwarzschild singularity of mass M > 0 at the center surrounded by a shell of Viasov matter
with particle distribution f°, where the parameter § > 0 controls the size of the Vlasov shell.
These steady states are linearly stable for 0 > 0 sufficiently small. For 6 — 0 the metric con-
verges to the vacuum Schwarzschild metric of mass M, uniformly on |2M, 00|, and the density
f‘S converges to zero pointwise.

One should note that the characteristic flow for the particles in the shell of Vlasov matter
is very different from the flow induced by null geodesics, which governs the propagation of
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massless particles and perturbations of the metric. The result in theorem 7.11 is very different
from the result in [18].

8. Numerical observations, conjectures, and open problems

Maybe the most important single fact about the stability problem for the EV system is that
along a one-parameter family (f,_, A, ftx;) x>0 Of steady states with some microscopic equation
of state ¢ with ¢’ > 0, see proposition 3.1, the steady states change from being stable to being
unstable when the central redshift x changes from being small to being large. This is a genu-
inely relativistic feature which has no parallel for the non-relativistic VP system.

We discussed some first steps toward understanding this x-dependence of the stability beha-
vior on the linearized level in sections 57, and there is ample numerical evidence that this
behavior is very general for (EV) and is true on the nonlinear level, see [7, 34, 36]. Hence
any successful, comprehensive stability analysis for (EV) will have to take this phenomenon
properly into account.

One key step toward understanding this behavior would obviously be to find a criterion for
exactly when the change from stability to instability occurs. For the Einstein—Euler system
the turning-point principle clearly specifies the points along the so-called mass-radius curve
of a one-parameter steady state family, where stability changes to instability or the other way,
see [53, 79, 107]; in [46] Hadzi¢ and Lin give a rigorous proof of the turning-point principle
for the Einstein—Euler system. But with the Vlasov matter model instead of a compressible,
ideal fluid numerical evidence shows the analogous turning-point principle to be false [34].
This issue has also been discussed in the astrophysics literature [1, 21, 56-58, 90, 109, 118,
119], where the behavior of the so-called binding energy has been suggested as an alternative
stability indicator. The (fractional) binding energy of a steady state (f,., A, ;) is defined as

N, —M
Epp=——",
Ny

M, = // fo(v)dvdx, N, = // e f, dvdx

are its ADM-mass and particle number. One can distinguish two forms of the binding energy
hypothesis. The weak binding energy hypothesis claims that steady states are stable at least
up to the first local maximum of the binding energy curve parameterized by the redshift. The
strong binding energy hypothesis claims that steady states are stable precisely up to the first
local maximum of the binding energy curve and become unstable beyond this maximum. In
[36] numerical evidence against the strong binding energy hypothesis is given and it is shown
that along the binding energy curve several stability changes can occur. The question from
which quantity one can predict the stability behavior of the corresponding steady state is open
even on the level of numerical simulations, and a good candidate could indicate how to make
progress on the rigorous analysis of the stability issue.

A further question which has been investigated numerically in [7, 34] is how a stable or an
unstable steady state reacts to perturbation. Upon perturbation, a stable steady state typically
starts to oscillate with an undamped or damped amplitude, very similarly to what we discussed
for the (VP) case. The reaction of an unstable steady state to perturbations is much more
interesting. Depending on the ‘direction’ of the perturbation it collapses to a black hole or
it seems to follow some sort of heteroclinic orbit to a different, stable steady state about which
(the bulk of) it starts to oscillate. Steady states with a very large central redshift may upon

where
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perturbation also disperse towards flat Minkowski space instead of following a heteroclinic
orbit as described above.

Obviously, there are in this context plenty of challenging questions awaiting rigorous math-
ematical analysis. We emphasize that the stability question for (EV) has also received a lot of
attention in the astrophysics literature; in addition to the citations above we mention [20, 22,
23,63, 113].

One aim certainly must be to prove nonlinear stability of steady states with small redshift,
i.e. for steady states where linear stability holds according to theorem 5.5 and the results in
section 7. As we explained in section 2.4 it seems doubtful whether the global variational
approach based on the energy-Casimir functional H ¢ can succeed in the (EV) case, although
it is very successful for the (VP) case as we saw in section 4.1. Probably a better chance for
generalizing it to the (EV) case exists for the local minimizer approach discussed in section 4.2
for the (RVP) case. The situation may improve if one considers a suitable reduced functional
derived from Hc, such as we discussed for (VP) in section 4.1, see (4.8). In [117] such a
functional was derived for (EV), but the approach there suffers from two defects. Firstly, some
of the arguments in [117] are wrong; the main assertions in [117] have not been proven, see [5].
Secondly, even if correct the results in [117] would not imply any stability assertion since the
existence of minimizers to the reduced functional relies on certain barrier conditions which are
not known to be respected by the time-dependent solutions. This second, conceptual problem
persists even though in [6] the authors were able to rigorously prove some of the assertions
in [117]. In any case, nonlinear stability for (EV) is open, and we believe that new types of
(conserved) functionals, probably involving derivatives of the metric coefficients, or/and new
types of barrier conditions which are respected by time-dependent solutions are needed.

A second aim should be to prove nonlinear instability in situations where the existence of an
exponentially growing mode is known by theorem 7.7. It seems inconceivable that an expo-
nentially growing mode exists and the steady state is nonlinearly stable anyway, but saying
this is no proof. We point out that in the (VP) plasma physics case the step from an exponen-
tially growing mode to nonlinear instability has been made in [45], see also [29]. We believe
that it is a non-trivial and worthwhile project to prove the analogous result for (EV), even
though the outcome will probably not be surprising; notice that such unstable states should
upon proper perturbation collapse to a black hole, and initial data which lead to the forma-
tion of black holes are very important in themselves. An interesting aspect here is that for the
gravitational (VP) case the existence of exponentially growing modes has so far not been rig-
orously proven for potentially unstable steady states—those with sufficiently non-monotone
microscopic equation of state p—but we refer to [114] for a numerical construction, see also
[39].

To conclude this section we point out that the stability problem reviewed above also poses
some open problems which refer to the structure of the steady states themselves, but which
have some bearing on the dynamic stability problem. It would be interesting to know for which
steady states the effective potential has a single-well structure and allows for the introduction
of action-angle variables for the stationary characteristic flow. Numerical evidence seems to
suggest that this is true for isotropic steady states, but not necessarily for general ones. A
proof exists only for isotropic steady states which satisfy the condition sup @ < %, while
numerical evidence suggests that this Buchdahl quotient is bounded by %, but whether this
improved Buchdahl bound indeed holds for all isotropic (EV) steady states and whether it
implies a single-well structure is open.
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9. Strict, global energy minimizers need not be stable

Consider the Hilbert space

H:= {(Zk)keN |z = (xi,px) ER?* k€N, and E(x,% +pi) < oo}
k=1

equipped with the norm

oo 1/2
2| := (Z(XI% +P1€)> » 2= (2i)ken = (%, Pk) Jken-

k=1

On this space we define a linear dynamical system via

. ) 1 .. 1
Xk = Pks Pk = _ﬁxkv Le. Xx = _kizxka ke N7
which can be written as
1=ALz ©.1)

with the linear, bounded operator

1
L:H—H, L7:= ((pk,—kzxk)> .
keN

The operator £ generates a uniform Cy group (e'“);cg of bounded operators on H. The energy
functional

—1/1
H:H—R, H(z) ::ZE (lczx,%—&—pi)

k=1

is Fréchet differentiable with

— (1
<D7‘L(Z),5Z> == Z (ksz (S)Ck +Pk §Pk> R

k=1

and H is a conserved quantity: %H(e’ﬁz) =0 for any z € H. Since the system is linear, O is
a stationary solution, and it is the unique, strict minimizer of the energy H. However, O is
dynamically unstable in the sense of Lyapunov. To see this, we choose ¢ =1 and let § >0 be
arbitrary. Fix some nn € N such that 3n6 > 1 and let Z := (6,(0, g))kGN € H. The solution with
these initial data is given by

0 tom\ ./t T
(1) == 5,,k2 ( kcos (k+ 2) ,sm(k + 2)) ,keN,
and [|Z]| = § < &, while ||z(3£n)|| = |z.(3En)| = 1né > 1, which shows that the steady state is
unstable.

The nice thing about this example, which in some form or other is certainly known and
is obvious enough, is that the instability is not triggered by some nonlinear correction to the
linear(ized) dynamics, but solely by the infinitely many directions in which a solution can
escape.

It is also obvious that there is no compactness along minimizing sequences of 74, such as
we exploited in section 4.1. Let z" := ((0,,0) )ren. Then (z"),en is @a minimizing sequence of
H, H(") = 2%12 — 0, but it converges no better than weakly.
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Finally, the operator has the spectrum o (L) = {+£ | k € N} consisting only of isolated
eigenvalues of multiplicity 1. When viewed as a second order system, (9.1) takes the form

X = Lx,

where the bounded, self-adjoint operator L: > = [*is defined by

~ 1
Lx:= (— xk>
k) ren

and has spectrum o(£) = {— & | k € N}. One should compare this with the situation for (VP)
or (EV) where we also had a first and a second order version of the linearized system with a
self-adjoint operator governing the latter.
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