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ABSTRACT On Twitter, COVID-19 is a highly discussed topic. People worldwide have used Twitter to
express their viewpoints and feelings during the pandemic. Previous research has focused on particular
topics such as the public’s sentiment during the lockdown, their opinion on governmental measures, or their
stance towards COVID-19 vaccines. However, until today, there is no comprehensive overview that presents
possible areas of application for sentiment analysis of COVID-19 Twitter data. Therefore, this study reveals
how sentiment analysis can provide relevant insights for managing the pandemic by applying a behavioral
and social science lens. In this context, our systematic literature review focuses on machine learning-based
sentiment analysis techniques and compares the best-performing classification algorithms for COVID-19-
related Twitter data. We performed a search in five databases, which are: IEEE Xplore DL, ScienceDirect,
SpringerLink, ACM DL, and AIS Electronic Library. This search resulted in 40 papers published between
October 2019 and January 2022 that used sentiment analysis to evaluate the public opinion on COVID-19-
related topics, which we further investigated. Our research indicates that the best performing models in
terms of accuracy are ensemble models that comprise various machine learning classifiers. Especially BERT
and RoBERTa models provide the most promising results when fine-tuned on Twitter data. Our study aims
to combine machine learning-based sentiment analysis and insights from social and behavioral science to
provide decision-makers and public health experts with guidance on the application of sentiment analysis in
the fight against the spread of COVID-19.

INDEX TERMS Behavioral science, COVID-19, deep learning, machine learning, sentiment analysis, social
science, twitter.

I. INTRODUCTION
Researchers from a variety of disciplines have rushed to

Health Organization (WHO), have used social media as
a direct communication channel to disseminate infor-

provide solutions to mitigate the impact of the COVID-19
pandemic that has so far claimed the lives of more
than five million people [1], [2]. Since the outbreak of
COVID-19, social media has become pivotal in staying con-
nected with family, friends, and colleagues, but also to stay
informed and discuss new policy updates and regulations [3].
Governments and other organizations, such as the World
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mation and manage the crisis [4], [5]. COVID-19 is,
until today, one of the most discussed topics on Twit-
ter. In the period from January to May 2020 alone,
more than 120 million messages related to COVID-19
were published on Twitter [6]. This abundance of unfil-
tered Twitter data offers promising opportunities for pub-
lic health research [7]. Besides, compared to other social
media platforms, its uncomplicated access via the Twitter
API makes it the go-to platform for researchers [8], [9],
[10]. A frequently used approach to extract and analyze large
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volumes of fuzzy, user-generated data is called sentiment
analysis [11].

Especially in the context of COVID-19, prior studies have
shown that sentiment analysis could support governments and
health authorities in their fight against COVID-19 in multiple
ways: Twitter users’ ‘“‘digital footprints” provide insights
into their emotional and behavioral state and, thus, could
reveal relevant information about the public’s acceptance
of containment measures, vaccine readiness or trust in the
government. In particular, vaccine hesitancy is a substantial
threat to the success of public health campaigns. Previous
studies have shown that sentiment analysis provides a power-
ful tool to study the concerns and sentiments causing vaccine
hesitancy in real-time on Twitter [12]. These insights can be
used to adjust communication strategies and to develop more
target-oriented policy measures that aim at stimulating the
vaccine uptake [12], [13], [14]. Moreover, it allows to identify
and monitor trends, and misinformation [15].

Research from the past century highlights that managing
a pandemic requires a substantial behavior change - not at
least due to the adaption to physical distancing rules [1].
Hence, social and behavioral science research can provide
valuable insights into responding effectively to COVID-19
while minimizing psychological distress. Prior studies
have already combined well-known social and behavioral
theories [16], [17], [18] with the domain of sentiment anal-
ysis [19], [20], [21].

In this study, we provide a comprehensive overview of
possible sentiment analysis applications in the context of
COVID-19-related Twitter data from a social and behav-
ioral science lens. By drawing on the topics relevant to
managing the COVID-19 pandemic [1], we note how senti-
ment analysis can generate solid data foundations to make
well-informed decisions by gaining insights into the public’s
thinking, feeling, and acting. Since machine learning (ML)
classifiers are used with increasing popularity for classifying
tweets [22], [23], our primary focus lies on the ML algo-
rithms that are used for sentiment classification. Therefore,
we extend the current literature by synthesizing literature
from behavioral and social science and sentiment analysis.
Our goal is to examine how sentiment analysis can be applied
in the context of COVID-19 and which ML classifiers offer
the most promising results. We use the categories with origin
in behavioral theory (Fig. 6) proposed by van Bavel et al. [1]
as guidance to equip governments and public-health experts
with a manual to use the power of data and ML to manage the
pandemic.

To the best of our knowledge, there exists no such litera-
ture review. Existing literature reviews focused on multiple
diseases at an early stage of COVID-19 [24], investigated
different social media platforms, or had a single focus, such
as vaccination [25], [26]. We examine the classification
techniques used for sentiment analysis to a greater extent
and, thereby, aim at accelerating the development of new and
better approaches that can support governments and health
authorities in their daily fight against COVID-19. In the face
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FIGURE 1. Sentiment analysis of COVID-19-related tweets can provide
relevant insights for effectively managing the pandemic and its impacts.

of possible new emerging virus variants, taking into account
new insights from Twitter data could change the course of the
current pandemic and future public health crises.

This literature review 1is organized as follows:
In Section II, we present our research methodology.
Section III comprises a brief introduction to sentiment analy-
sis and the techniques used for sentiment analysis of Twitter
data. Section IV presents our findings from a social and
behavioral science perspective, as well as from a technical
perspective. In Section V, the results of the previous section
are discussed in detail. Section VI summarizes our main
findings, reiterates current challenges and limitations for
sentiment analysis on COVID-19-related Twitter data, and
offers suggestions for future directions of research.

Il. METHODOLOGY

The research on sentiment analysis of COVID-19-related
Twitter data is widely fragmented and primarily focuses on a
specific topic of interest. This study applies the technique of
a systematic literature review to present an overview of possi-
ble areas of application for sentiment analysis on COVID-19-
related Twitter data. Since the management of the pandemic
requires governments and health authorities to influence the
behavior of the public in a certain way to contain the spread
of the coronavirus, we apply a social and behavioral sci-
ence lens. Apart from the social and behavioral perspective,
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FIGURE 2. Relevant topics for managing the COVID-19 pandemic from a
social and behavioral science perspective according to van Bavel et al. [1].

a particular focus lies on the classification techniques such as
the used algorithms, feature extraction methods, and datasets.
We followed the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) guidelines for this
research. The method was originally developed for health
sciences and, thus, is well suited for our research topic. Due to
its structured application, it was adopted in many other fields
for reviewing existing literature. According to the PRISMA
guidelines, the overall selection process of studies can be
divided into four steps: Identification, Screening, Eligibility,
and Inclusion. In the first two steps, we searched the literature
in the five databases, which are further described in the
following subsection, and evaluated our search hits based on
our inclusion criteria. In the eligibility step, each article was
evaluated utilizing a full-text search. In case an article met
our inclusion criteria, it was included in the review and, thus,
forwarded to the inclusion step [27], [28]. The four phases
are described in more detail in the subsequent paragraphs and
Fig. 3.

A. DATABASES

To collect literature for our review, we performed searches
in five academically-renowned databases that were selected
due to their scientific recognition and suitability for this
type of research: (1) IEEE Xplore DL, (2) ScienceDirect,
(3) SpringerLink, (4) ACM DL, and (5) AIS Electronic
Library.

B. SEARCH STRATEGY

Our search term was developed in an iterative process. It com-
prises keywords related to our research question as well as
the underlying framework of van Bavel et al. [1]. The search
string can be broken down into four clusters that lead to
relevant search hits for our literature review. The first cluster
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TABLE 1. Search string validation in IEEE Xplore DL.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Outcome
(“Sentiment  (“Twitter” (“Machine (“COVID- Conferences:
Analysis” OR Learning” 197 OR 62,
OR “Tweet*”) OR “NLP” “Pan- Journals: 9,
“Opinion OR “ML” demic” OR  Early
Analysis” OR “Deep “Corona”) Access Ar-
OR Learning” ticles: 4
“Opinion OR
Mining”) “Natural

Language

Process-

ing” OR

“DL”)

relates to the domain of sentiment analysis and captures its
synonyms, such as ‘“‘opinion analysis” and ‘“‘opinion min-
ing”. To come up with the relevant synonyms we draw on
the research by Maentylae et al. [29], Cambria et al. [30]
and Alamoodi et al. [24]. The second cluster aims at cap-
turing only research papers that are based on Twitter data
or so-called Twitter “Tweets”. Cluster three is set up in the
fashion to include the specific technical characteristics of
literature that falls into the spectrum of machine learning or
deep learning. By comparing related literature and scrutiniz-
ing our search hits in each database, we refined and optimized
our search string gradually [31], [32].

We found out that the abbreviations of machine learning
(““ML”) and deep learning (“DL”") did not provide additional
relevant search hits and were thus excluded — as illustrated
by the color red in Table 1. Only the individual keywords
that provided additional relevant search results were included.
For our last cluster that captures literature related to the
COVID-19 pandemic, we used the keywords of the study by
Yousefinaghani et al. [12] as guidance and further considered
the term ““pandemic’ as highlighted by van Bavel et al. [1].

Table 1 shows the process exemplary for the IEEEXplore
DL database. The terms displayed in green color were impor-
tant for generating search hits and, therefore, included in the
final search string. The terms stated in red did not lead to
additional relevant search results and were, thus, excluded
from the search string. In our search query, the individual
keywords are connected with the boolean operators AND or
OR.

We searched all five databases using the following key-
words divided into four main clusters:

(“Sentiment Analysis” OR “Opinion Analysis” OR “Opin-
ion Mining”) AND (“Twitter” OR ‘“Tweet*”) AND
(“Machine Learning” OR “Deep Learning” OR “Natural
Language Processing” OR “NLP”’) AND (“COVID-19”” OR
“Pandemic’”)

Due to the search limitations of ScienceDirect, the search
string was slightly adapted, as illustrated in Appendix D.

C. INCLUSION AND EXCLUSION CRITERIA
In order to select the most relevant articles, we applied spe-
cific inclusion and exclusion criteria. First of all, to cover the
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time of the COVID-19 pandemic, the publication date of stud-
ies has to be between 01 October 2019 and 31 January 2022
(most recent). Secondly, we included journal pre-proofs.
Thirdly, only international peer-reviewed journal articles in
the five selected databases written in English were consid-
ered. Other types of publication, such as datasets or literature
reviews, were not included.

D. SPECIFIC SELECTION CRITERIA

Further criteria address content-specific properties: Only arti-
cles that apply a (1) sentiment analysis approach, (2) that
used Twitter datasets, and (3) that analyzed a topic related to
COVID-19 were included in our literature review. Regarding
relevancy, research papers that had a too narrow, domain-
specific topic or were irrelevant for our review were excluded.

E. STUDY SELECTION

By following our search strategy in accordance with the
PRISMA guidelines, the first article search resulted in
425 articles. We received the following search results sorted
by the selected database: (1) IEEE Xplore DL: 9 articles,
(2) ScienceDirect: 234 articles, (3) SpringerLink: 153 arti-
cles, (4) ACM DL: 18 articles, (5) AIS Electronic Library:
11 articles. One study from the ScienceDirect search was
excluded because it was a duplicate. We carefully scrutinized
the list of all retrieved publications and included only those
that satisfied our inclusion criteria. Out of the initial 425 arti-
cles, 47 articles were excluded on the grounds of our exclu-
sion criteria, resulting in 378 articles that were forwarded
for screening. The three authors screened the studies’ titles,
keywords, and abstracts in detail on the basis of the previously
illustrated eligibility criteria. The entire paper was inspected
if the authors’ opinion regarding the ex- or inclusion of an
article diverged. After an in-depth screening of the studies,
40 articles were identified as relevant for answering our
research question.

The identification process was based on a discussion by
the three reviewers at an inter-reviewer reliability of 92%. The
reliability was assessed after reviewing the articles. The relia-
bility is the sum of 309 unanimously rejected and 38 accepted
articles, divided by the total number of 378 articles examined.
Fig. 3 illustrates our literature search approach.

F. DATA EXTRACTION

All three researchers thoroughly extracted relevant data from
the included journal articles. In agreement, we determined
the set of features that will be analyzed in order with the
purpose of our study. General characteristics were extracted,
such as title, author, publication year, published journal, and
keywords (author).

The main part of our analysis concerns the methodological
aspects of the included studies. This comprises information
about the time period of the Twitter dataset, its language,
the number of tweets of the training and evaluation dataset,
the classification algorithms, and their accuracy and features.
In addition, all studies were screened for their respective
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FIGURE 3. PRISMA flow diagram that illustrates our identification
process of suitable literature [27].

TABLE 2. Elements extracted from the included literature.

Data item Description

General characteristics Title, authors, publication year, journal

and keywords (author)

ML algorithm Used sentiment analysis method in the re-
search

Dataset Origin, sample size, time period, lan-
guage, hashtags

Performance Accuracy/recall/precision/F1-Score to

Parameters compare different approaches

Use-cases Possible application areas

Research focus Research foundation and research gap

areas of application. Table 2 provides a detailed collection
of the analyzed features.

IIl. FOUNDATIONS FOR SENTIMENT ANALYSIS ON
TWITTER

A. TWITTER AND COVID-19

Twitter is a microblogging platform where people can express
their feelings, emotions, and opinions in short messages,
so-called “tweets”, that can contain up to 280 characters.
Each day, more than 500 million messages are posted on
Twitter from users worldwide. This enables information to
travel in real-time across the globe and disseminate across
a large, diverse base of users [33]. From country leaders to
scientists and healthcare organizations, Twitter has become
an important medium to communicate policy updates and
information [34]. One of the most active accounts during
the pandemic was the one of WHO (Twitter: @ WHO) [5].
Twitter has become the go-to platform for citizens to share
their opinions and discuss pandemic-related information.
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In the first 90 days, users already posted more than 520 mil-
lion tweets with COVID-19-related hashtags. This represents
approximately 8 million tweets per day [35]. In recent times,
the microblogging network has evolved as an important pillar
in public health research and monitoring [3], [7]. Studies
show that analyzing Twitter messages can help to identify,
monitor, or forecast diseases [36]. Due to its uncomplicated
access compared to other platforms, most research in this
field is based on Twitter data [8]. As one of the largest and
openly available databases, researchers can select and down-
load specific data based on keywords and hashtags using
Twitter APIL. There is a myriad of COVID-19-related tweets,
ranging from informative and morale-boosting statements to
emotionally-laden opinions. A few examples that used the
COVID-19 hashtag (#COVID-19) are:

“This morning, I tested positive for COVID-19. I'm feeling
fine — and I'll continue to work remotely this week while
following public health guidelines. Everyone, please get

vaccinated and get boosted.”

“New Zealand is back in lockdown because four people
have got Covid 19. The biggest overreaction in the history of
humanity since, I dunno, probably last week. I’m losing
track now.”

“My uncle passed away yesterday from COVID-19. I have
been begging him to take the vaccine for the past 3 months.
He refused because of fears trumped up by WhatsApp and
FB university. The virus may have killed him, but it was
disinformation that led him to this demise.”

B. SENTIMENT ANALYSIS ON TWITTER

Sentiment analysis denotes the techniques and methods used
to automate the extraction and analysis of sentiments in a
text. Principally, language can convey mostly two types of
information: One is factual, objective information, and the
other is subjective, emotionally-laden information [37]. The
latter can comprise a variety of human moods that range
from opinions or assessments to views, attitudes, and emo-
tions [38]. A large bunch of research in sentiment analy-
sis has focused on polarity classification [30]. Sentiments
can be classified binary (positive or negative) or three-way
(positive, negative, or neutral) [33]. Apart from detecting
polarity, sentiment analysis can be applied to detect and
model sentiment topics, opinions, emotions, and social or
political orientations. Sentiment analysis and opinion mining
(OM) are commonly used interchangeably in literature [11].
Sentiments can be predominantly analyzed on three levels:
the document, sentence, and aspect (entity) level. At the
document level, the text’s sentiment is analyzed as a whole.
At the sentence level, each sentence’s polarity is assessed and
classified accordingly. Furthermore, at the aspect level, the
polarity of a particular object (entity) is identified [39]. Sen-
timent analysis on Twitter, which is also referred to as Twitter
sentiment analysis, is a specialized subfield of sentiment
analysis [33]. Due to the restricted length of tweets, there is
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no substantial difference between the document and sentence
level. Thus, for Twitter sentiment analysis, the analysis can
be applied either on the sentence (here: Tweet/message) level
or on the entity level [23]. Identifying sentiments on Twitter
comes not without challenges: In contrast to other types of
text, such as blog articles or forums, Twitter messages contain
a variety of linguistic particularities like the informal style of
writing and length limitations [33].

C. OVERVIEW OF TECHNIQUES FOR SENTIMENT
ANALYSIS

There are mainly three techniques for sentiment classifi-
cation: lexicon-based (knowledge-based), machine learning
(statistical methods), and hybrid approaches [40]. Lexicon-
based approaches determine the polarity of a text based on
the individual polarity of the words that are present in the
text [40]. These kinds of methods rely on dictionaries, such as
WordNet [41], that contain the polarity values of a large cor-
pus of words [40]. The text’s overall polarity can be calculated
by adding up the individual polarity scores [42]. For instance,
if more positive than negative words are included in a text, the
overall polarity is positive [43]. In case the text contains an
equal amount of positive and negative words, the overall sen-
timent is neutral [44]. The main advantage of this approach is
that no labeled training data is required, and it can be easily
adapted to different languages [42]. This type of approach
is considered an unsupervised learning method [42]. The
performance of lexicon-based methods mainly depends on
the quality of the lexicon resource. Lexical-based approaches
are, to a high degree, domain-specific, which means that
words have a different meaning based on their context [43].
A shortcoming is their inability to deal with semantic rules
and linguistic specificities, such as negation, slang, or sar-
casm, which is prevalent in natural language texts [40].

ML classification techniques are used for sentiment anal-
ysis with increasing popularity [22], [23]. Machine learn-
ing approaches can be distinguished between supervised
and unsupervised methods; however, supervised methods are
most commonly used for Twitter sentiment analysis [23]
and, therefore, illustrated in the following. As mentioned
beforehand, ML-based approaches require training datasets
that contain labeled sentiment classes [44]. On these training
datasets, classification models are trained and optimized.
ML models quantify natural language text based on their
feature representation and predict a text’s polarity based on its
feature value [33]. Their performance depends on how well
the selected features classify text [45]. Typical features are
bag-of-words (BOW) methods like term frequency-inverse
document frequency (TF-IDF) or n-gram, and word embed-
dings like Word2Vec or GloVe. Word2Vec and GloVe are
pre-trained, unsupervised models that create a vector with a
cluster of similar words [43], [46]. The learning datasets often
contain unstructured data, so-called ‘“‘noise’’, such as hash-
tags, abbreviations, stop-words, poorly structured sentences,
spelling mistakes, punctuation, or non-dictionary words that
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can impair the performance [47]. Thus, prior to the feature
extraction, a data pre-processing step is necessary, which is
mostly done by applying natural language processing (NLP)
techniques. Pre-processing can be separated into normal-
ization, tokenization, and noise reduction. Noise reduction
steps can contain, for instance, the replacement of neg-
ative mentions, removing URLs, removing capitalization,
or replacing acronyms with their unabbreviated form. This
ensures extracting only relevant features [48]. To normalize
the dataset, stemming and lemmatization are frequently used.
With these normalization algorithms, words are transformed
into a standard form without a prefix or suffix to enable the
identification of the same words with similar meanings [49].
Tokenization splits the text into a sequence of tokens, which
makes it usable for ML classifiers models. The tokens are
then defined by the BOW representation. N-grams can be
chosen as a tokenization method as well [50]. In the pre-
processing phase, the order of each step is important. Depend-
ing on the classifiers, there are different results with different
pre-processing steps and combinations [51].

A major downside of ML methods is the limited avail-
ability of required labeled datasets. For ML classification
models to work well, usually large datasets are required to
optimize the model parameters. Thus, the performance is
often related to the availability of labeled training data -
which is not often the case for novel topics [23]. ML-based
sentiment analysis models are easily adaptable to a certain
domain or can be used for a certain purpose [45]. At the same
time, domain dependency is one of their main limitations.
The models perform well when applied to similar data as the
training data (similar domain); however, their performance
decreases when applied to an unrelated domain. This implies
that the classifier has to be retrained when the domain is
changed [45]. The most frequently used classifiers are: Naive
Bayes (NB) [52], Maximum Entropy (ME) [53], Support
Vector Machine (SVM) [54], Logistic Regression (LR), and
Random Forest (RF) [23], [55]. The performance of senti-
ment analysis classifiers is generally evaluated in an exper-
imental context. Frequently used indicators are accuracy,
precision, recall, and F1-Score [56]. The accuracy denotes
the relationship between correct predictions and the total
number of predictions. The correct predictions are comprised
of true positives and true negatives. The equations for accu-
racy, recall, precision, and F1-Score are assumed according
to Skolova and Lapalme [57].

Number of Correct Predictions

Accuracy = — (H
Total Number of Predictions
True Positives
Recall = — - 2)
True Positives + False Negatives

o True Positives
Precision = — — 3)
True Positives + False Positives
2 x Precision x Recall
F1-Score = — “4)
Precision + Recall

To balance out the disadvantages of lexicon-based and
ML approaches, so-called hybrid approaches were suggested.
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Hybrid approaches combine lexicon-based and ML-based
approaches.

D. SUPERVISED MACHINE LEARNING TECHNIQUES FOR
TWITTER SENTIMENT ANALYSIS

1) TRADITIONAL MACHINE LEARNING CLASSIFIERS

A characteristic of supervised ML techniques is their depen-
dency on labeled prior data. Traditional ML techniques
require that domain experts select the applied features to
reduce the complexity of the algorithms. One of the most
frequently used traditional ML algorithms is the NB algo-
rithm, which is a probabilistic classifier. The technique is
based on the assumption that a certain feature in a category
is independent of other features’ occurrences. The approach
requires pre-assigned labels [43]. Using conditional probabil-
ity and Bayes Theorem, the posterior probability of a class,
i.e., that a selected feature belongs to a certain category,
is calculated. The model is suitable for large datasets due to
its calculation velocity and simplicity of implementation [46].
This ML model shows better performance on categorical data
than on numerical data. SVM aim to find optimal bound-
aries between the different classes. The ideal separation is
achieved when the distance between the individual classes is
maximized. SVM creates a set of hyperplanes and uses linear
regressions for the classification process. The best separators
are the ones with the maximal distance to other classes [58].
These methods need training data and are highly effective
for semi-structured or unstructured data [46], and suitable for
Twitter sentiment analysis [58]. The performance decreases
with “noisy” data. A downside of that approach is the long
training time required for extensive datasets [43]. Besides
SVM, another widely used classifier is the RF algorithm.
RF consists of a set of individual tree predictors that operate
in combination as an ensemble. The prediction of each tree is
collected, and by applying a majority voting, the class that has
received the most votes determines the categorization [55].

2) DEEP LEARNING CLASSIFIERS

Deep learning (DL) is a subfield of machine learning that
mimics the learning process of human brains [59]. The
original idea dates back to the concept of neural networks:
Through experience, the composition and strength of neu-
tronic connections of the brain can be adapted [60]. In the
last few years, it has become the “Gold Standard” in ML,
achieving cutting-edge performance on a variety of cog-
nitive tasks [61]. DL has outperformed popular traditional
ML techniques in many fields of application, such as in
NLP [61]. By using artificial neural networks and many
layers of activity vectors, new representations can learn to be
discovered [62].

With every level of abstraction, by applying non-linear
transformations, the particular representations are elevated
to a more abstract level. This mechanism allows filtering
for relevant inputs or features for classification tasks. The
level of layers reflects the depth of the network. In contrast
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to models with fewer layers, DL. models consist of large
amounts of neurons and processing layers. DL models can
detect structures from unstructured and unlabeled data by
applying a back-propagation algorithm [63]. Another advan-
tage of deep-learning models is that they do not rely on
manually designed feature extraction because the ideal fea-
tures can be extracted automatically [63]. Hence, they do
not require the knowledge of a domain expert. The most
common techniques used in DL are Convolutional Neural
Networks (CNN), Recurrent Neural Networks (RNN), Long-
Short Term Memory (LSTM), and Bidirectional Encoder
Representations from Transformers (BERT).

A CNN is a feed-forward network that was inspired by
the mechanisms of visual perception. A CNN multi-layered
architecture aims to lower the number of parameters in the
process of a general feed-forward backpropagation train-
ing [64]. It filters and extracts features based on a learning
process that consists mainly of three types of layers: convolu-
tional, pooling, and fully connected layers [65]. The convolu-
tional layer learns and extracts relevant features. The pooling
layers perform feature reduction. The fully-connected layer
links the features with the predicted target label class that is
illustrated subsequently in the output layer [66]. CNNs can
extract relevant features in an unsupervised manner [61].

RNNs are widely used in speech processing and NLP.
RNNs are a class of artificial neural networks that allows
storing previous sequences of outputs in hidden states that
can influence the decision-making process. RNN can learn
from the embedded sentence structures to decipher context-
specific meaning. RNNs can save prior input in hidden layers,
possessing a type of short-term memory [46]. One of the
drawbacks of RNNs is their inability to deal with distant
dependencies and their sensitivity to gradient explosion or
decay [61]. New data inputs can cause the network to under-
value prior input. A solution for this decay in sensitivity
provides the LSTM model that has memory blocks that can
save prior states and interact with each other [67].

BERT is a model for machines to understand the meaning
of ambiguous language in texts. It is a model developed by
an expert team of Google and presented by Devlin et al. [68].
The basis of the model are the transformers, according to
Vaswani et al. [69]. This enables BERT to understand context
and ambiguity by processing a given word in the context of
all other words in the sentence rather than being processed
individually. In this context, bidirectional means that BERT
can read text input in both directions simultaneously rather
than sequentially, unlike other language models. The trans-
formers also bring this capability to the model. Bidirectional
learning makes it possible to train with a larger amount of
data than with RNNs and CNNs, which require a sequence
of data. Pre-training is done using Masked Language Models
(MLMs) and Next Sentence Prediction (NSP). The training
corpus that is used is BooksCorpus with 800M words and
the English Wikipedia with 2,500M words. Through the pre-
training methods, BERT understands the language as it is
spoken by predicting a masked word by its context. Because

14784

of unlabeled learning, it continues learning as it operates and
uses the pre-training as a base layer. In fine-tuning, BERT can
be adapted to a specific field through supervised learning by
pre-training it with task- specific inputs and outputs [68].

IV. RESULTS

The result section summarizes the key findings of our liter-
ature review and is structured as follows: In the first part,
we review the included papers from a behavioral and social
science perspective in terms of the applicability of sentiment
analysis in the context of COVID-19. In the second part,
we analyze the included studies from a technical perspective,
focusing on the classification techniques.

In total, 40 papers were included in this literature review.
As illustrated in Fig. 4, 38 out of 40 of the observed
studies used English tweets as a basis for analysis. How-
ever, it is important to note that several papers used mul-
tiple datasets, including non-English datasets. Therefore,
we observed 47 different datasets, not counting standard
sentiment libraries. For instance, Behl et al. [70] used two
datasets from Nepal and Italy for training their classifiers
and one global self-extracted COVID-19 dataset for evalu-
ation. According to our classification approach, this paper
would denote three categories: Nepal, Italy, and Global. The
category ‘“not explicitly specified” contains all papers in
which the country of origin of the dataset was not identifi-
able due to missing specifications. Besides English datasets,
two papers used Spanish tweets, and one paper respectively
used tweets in Portuguese, Arabic, French, Persian, and
Indonesian. Fig. 5 describes the geographical location of the
datasets. The majority of the included papers use datasets
from the beginning of the pandemic, as illustrated in Fig. 8.

A. COMBINING SENTIMENT ANALYSIS WITH INSIGHTS
FROM SOCIAL AND BEHAVIORAL SCIENCE

In the fight to contain the spread of COVID-19, governments
worldwide have imposed preventive measures such as physi-
cal distancing rules. Since human beings are, by nature, social
species, these measures come with high attached costs: The
disruption of everyday habits and relationships has prompted
feelings of anxiety, social isolation, and learning impair-
ment [71]. The US Government has already announced to
launch a strategy addressing the so-called ‘““National Mental
Health Crisis™ in response to the toll COVID-19 takes on
citizens [72]. Adapting to governmental preventive measures
requires a substantial shift in human behavior. In order to
reduce psychological distress, behavioral and social science
can give best practice approaches on how to align human
behavior with the advice from health experts [1]. Hence,
social and behavioral sciences can provide valuable insights
for managing the pandemic and its impact [73]. Previous
research has identified six social and behavioral research top-
ics that are relevant in the context of pandemics: Threat per-
ception, leadership, science communication, social context,
stress and coping, and individual and collective interests [1].
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FIGURE 4. Overview of the included studies’ Twitter datasets sorted by
language.

This paper reviews possible sentiment analysis applica-
tions from a social and behavioral science lens. In this vein,
we assign each of the 40 included papers to the six categories
identified by van Bavel et al. [1] on the grounds of their
research contribution or area of analysis. Van Bavel et al. [1]
identified topics that are, from a social and behavioral per-
spective, important to contain the pandemic. We summarize
the classification in Fig. 6. In each section, we briefly describe
how behavioral and social science knowledge can advise
on managing the pandemic. However, our main focus is to
illustrate how sentiment analysis can be applied to collect
relevant data to gain insights into the thinking, feeling, and
acting of the public. Categories and subcategories without
assignment will not be addressed and will be included in the
discussion section.

Our literature review aims to provide decision-makers and
public health experts with guidance on the application of
sentiment analysis in the context of COVID-19. By using the
classification of van Bavel et al. [1] as a point of reference,
decision-makers are provided with examples of how senti-
ment analysis can be applied in the respective categories that
can serve as a data basis for decision-making. The better the
data foundations and the better the understanding of the pub-
lic’s behavior, the better decisions governments and health
organizations can make to reduce the disruptive effects of
prevention measures.

1) THREAT PERCEPTION

People respond in different ways to the imminent threat of the
pandemic to human life. On a massive scale, the COVID-19
pandemic has triggered anxiety, stress, and depression across
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large swathes of the population [74]. In this sub-chapter,
we will have a closer look at people’s perceptions and
reactions to threats and their emotional responses. Besides,
we will examine the consequences of fear, which might lead
to prejudice and discrimination against others, and panicking
behavior [1]. For our analysis framework, we combined the
first two subcategories, threat and emotion and risk percep-
tion, into one cluster “emotions”. A natural human response
is to switch into a defensive mode when facing a threat. On the
one hand, fear can be a driver of efficiency when the threat
is perceived surmountable; however, when fear outgrows
one’s coping mechanism and capabilities, an even stronger
defensive reaction is triggered [1]. Eventually, people can
develop an “‘optimism bias” when underestimating the like-
lihood of catching the virus [75]. Sentiment analysis allows
investigating people’s sentiments and emotions from texts.
For example, three studies [76], [77], [78] solely focused on
extracting the users’ polarity from COVID-19 datasets with
the aim of building more accurate classification models. All
three studies used Twitter datasets extracted in 2020, the year
of the worldwide outbreak of COVID-19. Alhashmi et al. [79]
investigate COVID-19 as a current example of a critical event.
A prevailing negative sentiment can cause the information to
be more likely perceived as unfavorable and prompt negative
emotions. Thus, people make decisions based on a rather
negative information base [1]. A prime field of application
for sentiment analysis is emotion detection, which was often
applied during the pandemic [80], [81], [82], [83]. Moreover,
Chourdrie et al. [84] conducted a study analyzing emotions
during various points in time in different countries. Besides,
sentiment analysis can be used to predict the number of
infections, recoveries, and the death toll, as shown by a study
by Mittal and Aggarwal [85]. Likewise, Sing et al. [86] found
a correlation between negative tweets and, respectively, the
number of global cumulative infections, global cumulative
deaths, and cumulative recoveries (in China).

During the pandemic, panic buying has become an
apparent coping mechanism of people when exposed to a
threat [87]. When people face danger, a common response
is to react with panic and act egocentrically to protect them-
selves - which can be to the detriment of other members of
society [1]. Prentice et al. [88] investigated the connection
between government measures and panic buying. The study’s
focus was to learn more about the timing effect between the
imposed measure and the corresponding reaction. Moreover,
sentiment analysis can be applied for disaster relief, as pro-
posed by Behl et al. [70]. By analyzing tweets posted during
a disaster, authorities can assess the needs and the availability
of emergency supplies. They pre-trained their model on Twit-
ter datasets from Nepalese and Italian earthquakes and tested
it on 70,000 COVID-19-related tweets.

As can be seen in the examples above, sentiment analysis
can be used to extract sentiment polarity and emotions from
tweets to better understand the underlying feelings and emo-
tions of the population. Moreover, sentiment analysis can be
used to become aware of prevailing fears in the public that can
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FIGURE 6. Distribution of papers in terms of the categories by van
Bavel [1].

be mitigated through adjusted communication. Apart from
that, specific public reactions like “panic buying” can also
be identified with sentiment analysis. This can help public
health authorities analyze triggers and enable them to take
necessary measures to prevent over-reactions.

2) LEADERSHIP

Van Bavel et al. [1] distinguish three different types of
leadership during pandemics: trust and compliance, iden-
tity leadership, and elevating the in-group without demean-
ing others. The subcategory trust and compliance entails
all actions of people helping to build trust in health offi-
cials, health organizations, or governmental institutions. High
levels of trust in institutions and government may lead to
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positive effects on the utilization of health services [89]. For
instance, Gupta et al. [90] researched the Indian public’s
sentiments regarding the imposed lockdown in April 2020.
They conclude that with sentiment analysis, they could exam-
ine the common public’s reaction towards the imposition of
lockdowns by the Indian government. Based on this examina-
tion, they argue that most Indians support and agree with the
government’s decision to introduce lockdowns to reduce new
infections. Trust in institutions can be measured, for example,
by comparing the public’s sentiment regarding homegrown
or imported vaccines. Nezhad and Deihimi [91] compared
the perception of foreign vaccines, such as Pfizer/BioNTech,
AstraZeneca/Oxford, Moderna, and Sinopharm to the Iranian
vaccine COVIran Barekat by using sentiment analysis. They
conclude that trust in foreign vaccines is higher than in the
homegrown Iranian vaccine COVIran Barekat, which mir-
rors the trust in the country’s institutions and government.
Public opinion towards preventive measures or government
can change in time. Therefore, studies such as the one by
Miao et al. [92] that analyze tweets on Twitter in a certain city
(New York) provide a status picture of public opinion. In the
paper, they tried to process tweets in real-time to monitor
public opinions and trust regarding intervention measures that
the government implemented. Other authors tried to examine
the public’s sentiment when announcements about the devel-
opment of vaccines took place [93]. Yu et al. [93] as well
as Rahmanti et al. [94] highlight that social media data can
be used to monitor the public’s reaction toward COVID-19
events such as restrictions and other government measures.
Goel and Sharma [95] specifically looked at highly influen-
tial people (“leaders”) and used text analysis to cluster the
tweets of this influential group. The social leaders mostly
discussed popular public concerns such as disease symptoms,
vaccination, disease countermeasures or hygiene, and disease
transmission channels. The social leaders were clustered in
four categories, namely people from academics, news, health,
and politics. Interestingly, a lot of widespread concerns that
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the influential people were discussing were examples that van
Bavel et al. [1] expected in their paper.

Against the backdrop of COVID-19, sentiment analysis
can be used to analyze the public’s perception of leaders,
governments, or public health agencies. It allows real-time
assessments of specific topics, such as the public’s opinion
of vaccines or containment measures. This knowledge can be
used as input to evaluate possible consequences, and looming
resistance [96].

3) SCIENCE COMMUNICATION

A study published two years before the outbreak of
COVID-19 already pointed out that misinformation on social
media is one of the biggest public-health threats in future pan-
demics [97]. Writing the year 2022, current research reports
that worldwide, a certain percentage of the population does
not trust scientific-proven information about COVID-19 - due
to “fake news” on social media platforms. This development
is perilous since there is a correlation between susceptibility
to misinformation, vaccine hesitation, and the willingness
to comply with preventive measures [98]. In this context,
van Bavel [1] reveals strategies to distinguish scientific from
misleading information and how to counter them effectively.
Hence, in this subsection, we present papers that offer solu-
tions to deal with misinformation. The categories ‘‘con-
spiracy theories” and ‘“‘fake news and misinformation” are
grouped due to their similarity in the investigated papers.
Misinformation needs to be identified in the first place before
counteractions can be taken. Madani et al. [99] provide a
sentiment analysis approach to filter out COVID-19 epidemic
fake news in Moroccan Corona-related tweets. Another study
proposes a solution that enables the detection of informa-
tive tweets. In turn, the method would allow the restriction
of irrelevant information and avoid the spread of negative
sentiments [100].

Effective science communication is especially vital to stim-
ulate the uptake of COVID-19 vaccines. The papers included
in the following “persuasion” section reveal how senti-
ment analysis could help extract citizens’ concerns regarding
COVID-19 vaccines that might support health- authorities
or decision-makers to design an effective communication
strategy. Sv et al. [101], for example, used topic modeling
to identify the concerns Indian citizens raise about the side
effects of COVID-19 vaccines. Among the most reported
fears were a lack of efficiency in the workplace, fear of death,
fear of long-term effects, fear of blood clot, and the efficiency
of the vaccine. The same authors conducted another research
study in which they examined the general attitude towards
COVID-19 vaccines in India. Similar research was conducted
by Liu and Liu [14], who studied as well the public attitude
towards COVID-19 vaccines. The study shows that the public
sentiment and the number of tweets significantly increased
after BioNTech/Pfizer announced that the first COVID-19
vaccine had reached an effectiveness of 90%, and then slowly
declined until the end of December 2020. Cotfas et al. [102]
monitored the public’s stance on COVID-19 vaccines in
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the UK during the first month after the announcement of
the first effective vaccine. In particular, they matched the
respective tweets with major events reported in the media.
They found out that the majority of tweets have a neutral
stance, and the number of tweets in favor of vaccines exceeds
the ones against. An interesting finding of the study was
that the peak of against tweets was recorded on the day
of the BioNTech/Pfizer COVID-19 vaccine authorization.
Yousefinaghani et al. [12] included additional dimensions
such as their progression by time, geographical distri-
bution, main themes, keywords, posts engagement met-
rics, and account characteristics in their analysis. In total,
4,522,652 English tweets from 7 January 2020 until 3 Jan-
uary 2021 were collected to identify and compare vaccine
sentiments. The negative sentiments focused mainly on con-
cerns regarding vaccine development, doubts about vaccine
safety, or reactions to governments, political figures, and
manufacturers. Two authors closely examined popular tweets
that were retweeted. One study provides further insights into
the design of a system that determines the popularity of
tweets and could be used as a tool to increase the amount
of retweets [103], and the other one examined the sentiment
polarity of popular tweets (tweets that have been retweeted
at least 1000 times) [83]. Finding relevant posts by health
practitioners depends to a large extent on the chosen hashtags.
By analyzing more than 6,9 million tweets that contained
at least one hashtag, Petersen and Gerken [104] noticed
that only 1,192 hashtags were used more than 1,000 times,
resulting in 13 different themes. Apart from the message and
its source, the timing of the message could be essential, for
example, to determine when to launch a campaign. In this
vein, Satu et al. aimed at identifying frequently occurring
topics and analyzed their sentiment. The authors conclude
that these findings could be helpful in developing strate-
gies that integrate human behavior. In addition, a study by
Lyu et al. [105] explored the different characteristics of peo-
ple that tweet about COVID-19 vaccines in the USA. The
authors collected 1,874,468 English tweets from 28 Septem-
ber 2020 until 4 November 2020. The study shows that
women are more likely to hold hesitant opinions on vaccina-
tion than men. Moreover, older people tend to be pro-vaccine.
The lower-income group and religious people are more likely
to hold polarized opinions on the vaccine debate. The political
diversion (measured by followers of political party accounts
or politicians) indicates a divided opinion about the potential
COVID-19 vaccines in the USA.

In summary, sentiment analysis provides an effective tool
to identify issues of public concern. In science communica-
tion, it can be used to detect misinformation on social media
platforms. Furthermore, understanding the public’s concerns
can serve as a basis for designing target-oriented communi-
cation strategies.

4) SOCIAL CONTEXT
The social and cultural environment around us influences the
process and velocity of changing and adapting our behavior.
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This category can be subdivided into four smaller sub-
sections, namely social norms, social inequality, culture, and
polarization [1]. Whereas the paper by van Bavel et al. [1]
paper gives further advice on how to identify risk factors
and plan intervention measures, we point out the senti-
ment analysis tools that focus on the extraction of social
context issues. Social norms and the striving to comply
and adhere to these norms influences human behavior [1].
Nonetheless, people’s perceptions are not universal and can
be corrected by positive, reinforcing messages that pro-
mote information about what the majority of people are
doing [1]. Imran et al. [106] conducted a study at the begin-
ning of the corona pandemic, in which they examined the
cultural differences between neighboring countries. They
extracted 560,286 English tweets from February 2020 to
April 2020 from Pakistan, India, Norway, Sweden, the USA,
and Canada. Likewise, Garcia and Berton [107] examined the
differences between countries using topic identification and
sentiment analysis on Portuguese and English datasets from
Twitter.

Sentiments can vary not only on a country level but
also on a city level. This can be illustrated by a study by
Yao et al. [108]. They investigated how public sentiments
evolved in New York, London, Los Angeles, Chicago, Wash-
ington, Seattle, Boston, Singapore, and Rome and found out
that even in the same country, the sentiment in big cities is
not identical.

The impact of COVID-19 on individuals depends on a
variety of socioeconomic factors. Members of marginalized
communities or ethnic minorities show a higher vulnera-
bility to being negatively impacted by the virus and might
be more susceptible to public health information [1]. On a
country-based level, Rahman et al. [109] explored the
socioeconomic factors associated with positive and negative
sentiments of US-American citizens about reopening the
economy in the USA in the midst of the COVID-19 pan-
demic. The results show that factors such as “living in the
western regions of the US”, “working-class™, *““gross house-
hold rents”, and ““low-income’ are positively associated with
reopening the economy. Whereas factors such as ‘““‘average
family size” and ‘“‘household income” are negatively asso-
ciated with the reopening sentiment. These findings that
across the US, reactions are not uniformly and influenced
by the socio-economical situation are supported by a study
by Surano et al. [110]. Political factors and the adherence
to a certain party can impact the individuals’ perception
of COVID-19. A study conducted by Caliskan [111], who
investigated the awareness of COVID-19 in Ohio, founds
staggering differences between supporters of the democrats
and supporters of republicans.

The results presented in this section indicate that sentiment
analysis can be applied to screen cross-cultural differences
and to extract information on individual societal groups in
terms of interests, race, political orientation, or other factors.
This allows health-authorities and decision-makers to tailor
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their communication strategy, taking into account the social
context.

5) STRESS AND COPING

The psychological consequences of lockdown and isolation
can affect households that have been spared so far by the
virus, namely in terms of stress, anxiety, and economic
difficulties.

We group the subcategories of social isolation and rela-
tionships as well as healthy mind-sets for our analysis. It is
a human instinct to connect with others for emotion regula-
tion, stress management, and getting through difficult times
unscathed. Isolation can have a negative impact not only on
mental health but also on cardiovascular and immunological
health, especially for extroverted people [112]. Isolation is
not the same as loneliness, but it can exacerbate and promote
it. Through media communication, it must be made clear that
social connection is possible even when physically separated,
for example, through online interactions. Especially for the
older generation, who have a higher risk for loneliness, espe-
cially through isolation [113]. Also to be considered here
is that attitudes and situational assessments influence stress
outcomes. Thus, stress reactions can lead to positive emotions
through positive thinking and thus prevent psychological as
well as physiological problems [114].

Kabir and Madria [115] used one of the largest
self-extracted Twitter datasets that contained a total of
56,014,158 English tweets. They find that negative emotions
increased during the course of the pandemic. Besides, the
amount of COVID-19 cases in a specific state correlates with
the detected negative sentiment. Matching these findings,
Kaur et al. [116] found out that COVID-19 communica-
tion over social media has both a positive and negative
impact on the lives of people. A study focusing on India
studied the general causes of stress, anxiety, and trauma
during COVID-19 [117]. Their findings indicate that death
and lockdown have the strongest impact on Indian people’s
mental health. Another study investigated the sentiment and
mental health of people living in Australia. Zhou et al. [118]
analyzed Australian tweets during the pandemic in terms of
their sentiment. The authors collected the largest dataset with
94,707,726 English tweets from 183,104 Twitter users that
live according to their Twitter location in New South Wales,
Australia. The results show that policies and epidemic events
affect people’s emotions differently during various stages.
For example, in times of increasing COVID-19 infections
and introduced lockdowns, the general sentiment shifted
significantly towards the negative.

All four studies extract emotional health in a specific situ-
ation and the impact of government communications on the
public. Sentiment analysis of Twitter can provide important
insights into the current mental health status of the popula-
tion. This information can be used to react in real-time to
looming problems that the public health care system might
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TABLE 3. Categorization of the included studies according to the relevant
social and behavioral science topics according to van Bavel et al. [1].

Ref.  Author Subcategory
Threat perception

[79] Alhashmi et al.

[76]  Alsayat

[83] Chakraborty et al.

[84] Choudri et al.

[82] Kauretal.

[85] Mittal and Aggarwal Emotion

[80] Morshed et al.

[77] Ramyaet al.

[81] Ridwhan and Hargreaves
[86]  Singhetal.

[78]  Yigitcanlar et al.
[70] Behletal.

[88] Prentice et al.
Leadership

[95] Goel and Sharma
[90]  Gupta et al.

[92] Miao et al.

[91] Nezhad and Deihimi
[94] Rahmanti et al.

[93] Yuetal.

Science Communication
[102] Cotfas

[14] Liu and Liu

[105] Lyuetal.

[99] Madani et al.

[103] Mahdikhani

[100] Malla and PJ.A.
[104] Petersen and Gerken
[120] Satu et al.

[121] Svetal.

[101] Svetal.

[12]  Yousefinaghani et al.

Disaster and panic

Identity leadership

Trust and Compliance

Misinformation

Social Context

[107] Garcia and Berton
[106] Imran et al.

[108] Yaoetal.

[111] Caliskan

[110] Surano et al.
[109] Rahman et al.
Stress and coping

[115] Kabir and Madria
[116] Kaur et al.

[117] Svetal.

[118] Zhou et al.

Culture

Polarization

Social norms

Mental health

have to deal with in the upcoming future [119]. We summa-
rize all papers according to their category and subcategory in
Table 3.

B. TECHNIQUES FOR SENTIMENT ANALYSIS

The previous chapter shed light on sentiment analysis from a
social and behavioral science lens. Sentiment analysis tackles
the problem of extracting and analyzing large quantities of
information that provide insights into the public’s behav-
ior. We illustrated, by means of reviewing practical exam-
ples from literature, how sentiment analysis can support the
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Deeplearning Classifier

FIGURE 7. Categories of classification algorithms used in the literature
review.

decision-making in the social and behavioral categories iden-
tified by van Bavel et al. [1]. Decision-making in the context
of COVID-19 can be improved by having a sound under-
standing of the publics’ feelings and emotions. However,
the classification algorithms proposed for sentiment analysis
vary across the included papers in terms of their performance.
Hence, it has to be ensured that sentiment classifiers provide
reliable and accurate results. Therefore, the reported accuracy
of a classifier further indicates its overall performance and
reliability. In the following three sub-chapters, we review the
included papers from a technical perspective. In particular,
the studies are categorized according to the classification
technique they use.

1) OVERVIEW OF CLASSIFICATION TECHNIQUES

In the reviewed literature, mainly three -classification
approaches have been used: lexicon-based, ML-based and
DL-based methods. An overview of the classification algo-
rithms used in the included studies and their respectively
assigned categories in the framework by van Bavel et al. [1]
can be found in Table 4. Out of 40 papers included in this
literature review, 7 papers used a lexicon-based, 16 a tradi-
tional ML-based, and 17 a DL-based classification method.
In case various algorithms were analyzed in one study, only
the best-performing algorithm was selected (see Fig. 7).

A common characteristic of the lexicon-based papers was
that all used the open-source Valence Aware Dictionary and
sEntiment Reasoner (VADER), a rule-based lexicon senti-
ment analysis tool for analyzing sentiments. These stud-
ies have in common that mostly polarity detection was
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TABLE 4. Overview of sentiment classification algorithms used in included studies.

Ref.  General approach Specific classification algorithm used
Threat perception
[85] Lexicon based VADER
[88] Lexicon based VADER
[79]  Traditional ML MultinominalNB, RF, SVM, Bi-LSTM, CNN, Bayes Factor Tree Augmented Naive Bayes technique (BFTAN)
[83] Traditional ML 32 different ML-algorithms (MultinominalNB, LinearSVC, RF, ...)
[82] Traditional ML IBM Watson Tone Analyzer
[77] Traditional ML NB
[81] Traditional ML Sentiment analysis: VADER, Emotion detection: Pre-trained RNN
[76] DL Ensemble Method (LSTM with FastText + BERT + IBM Watson + Microsoft Sentiment Analysis API)
[70] DL MLP-W
[84] DL RoBERTa, BiLSTM, BERT
[80] DL DL model; not explicitly specified
[86] DL BERT
[78] DL WEKA
Leadership
[93] Lexicon based VADER
[90] Traditional ML MultinomialNB, BernoulliNB, LR, LinearSVC, AdaBoostClassifier, RidgeClassifier, PassiveAggressiveClassifier,
Perceptron
[95] DL SVC, RF, NN, BERT
[92] DL LSTM + GloVe Distillation
[91] DL CNN-LSTM model
[94]  Traditional ML NB, Maximum Entropy
Science communication
[14] Lexicon based VADER
[12] Lexicon based VADER
[99] Traditional ML Sentiment analysis: TextBlob2, Fake detection: LR, DT, RF, NB, Gradient Boosting, SVM, MLP
[103] Traditional ML RF, SGD, LR, EVC
[121] Traditional ML TextBlob
[101] Traditional ML TextBlob
[102] DL MNB, RF, SVM, Bi-LSTM, CNN, BERT
[105] DL XLNet, VADER, LDA
[100] DL MVEDL (Mayority Voting technique-based Ensemble Deep Learning model) based on RoBERTa, BERTweet, CT-
BERT
[104] DL SpaCy library
[120] DL TClustVID (Ensemble method with clustering)
Social context
[110] Lexicon based VADER
[107] Traditional ML LR, RF, Linear SVM
[109] Traditional ML LR
[108] Traditional ML NB
[111] DL RNN, CNN
[106] DL DNN (Baseline), LSTM + FastText, LSTM + GloVe, LSTM + GloVe Twitter, LSTM without pre-trained embedding,

BERT, BiLSTM, GRU

Stress and coping

[118]
[116]
[117]
[115]

Lexicon based
Traditional ML
Traditional ML
DL

VADER

Hybrid Heterogeneous SVM, RNN, Linear SVM
TextBlob

SVM, NTUA-SLP, BilSTM

Abbreviations included in the table:

Support Vector Classifier (SVC), Random Forest (RF), Logistic Regression (LR), Convolutional Neural Network (CNN), Recurrent Neural Network
(RNN), Random Neural Network (NN), Random Neural Network and Bidirectional Encoder Representations from Transformers (BERT), Deep Neural
Network (DNN), Long-short term memory (LSTM), Multinominal Naive Bayes (MNB), Multi-Layer Perceptron (MLP), Bidirectional Long Short-Term
Memory (Bi-LSTM), Bayes Factor Tree Augmented Naive Bayes technique (BFTAN), Tree Augmented Naive Bayes (TAN), MVEDL based on RoBERTa,
BERTweet and CT-BERT, Decision Tree (DT), Waikato Environment for Knowledge Analysis (WEKA), Global Vectors for Word Representation (GloVe),
Ensemble Voting Classifier (EVC), NTUA-SLP is a DL model and the winner of the SemEval-2018 Task1 competition.

performed. Polarity detection is often equated with sentiment

analysis [11]; however, it is only one specific aspect.
Polarity detection deals with classifying a text’s sentiment

into positive, negative, or neutral [23]. VADER can be used
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to explore the sentiment of a variety of topics [88], [93].
Lexicon-based approaches provide an uncomplicated way
of studying novel topics since they do not require labeled
data. Liu and Liu [14], for example, evaluated COVID-19
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vaccine-related tweets regarding their polarity score. Across
various countries, different trends were observed: The
polarity score was the lowest for Brazil and the high-
est for the United Arab Emirates. A similar study by
Yousefinaghani et al. [12] used VADER and a keyword func-
tion from the Gensim library to categorize tweets regarding
their sentiment and vaccination-specific topic. Interestingly,
they found out that negative tweets are mainly published
by bots or political activists. This could help authorities
take necessary countermeasures to fight vaccine hesitancy
and design a target-oriented communication strategy. Hence,
Zhou et al. [118] studied the sentiment in tweets in the
Australian region of New South Wales during the pandemic.
Mittal et al. [85] analyzed the correlation between public
sentiment and factors such as global infections, global deaths
or recoveries, and Surano et al. [110] used sentiment polarity
as a predictor for other socioeconomic factors.

For sentiment analysis, ML classification techniques are
prominently used [23]. This is because lexicon-based meth-
ods come with a significant drawback: they rely exclu-
sively on annotated lexicons of words and do not consider
context-specific information or domain-specific information.
For sentiment analysis on Twitter, where topics emerge and
change frequently, pre-recorded dictionaries must be updated
constantly. Moreover, ML-based approaches can include
context-specific information for classification [23]. Due to
this reason, two sub-chapters will explicitly deal with tradi-
tional ML and DL classification methods used in the light
of sentiment analyses of COVID-19 Twitter data. Besides,
four studies in the category of traditional ML used the Python
library TextBlob [99], [101], [117], [121]. This library is
frequently used for NLP tasks, such as phrase extraction, part-
of-speech tagging, tokenization, sentiment analysis, classifi-
cation, and frequency of words and phrases. However, the
focus of this research was mainly on the use case of sentiment
analysis, and no performance metrics, i.e., accuracy or F1
score, were reported in detail. This phenomenon could be
observed in another study that employed the IBM Watso-
nAnalyzer, a NLP tool that can detect emotions and lan-
guage tones [82]. Since we compare the performance of
ML classifier to showcase best practices, studies without
or with insufficiently reported accuracy data were excluded
from our detailed analysis in the following two sub-chapters.
Therefore, in addition to the previously mentioned papers,
we excluded the papers by [80], [81], [91], [104], [108],
[116], and [107] on the grounds of missing performance
metrics and inaccessibility of supplementary performance
data [108].

In the next sub-chapter, ML classifiers with reported per-
formance indicators are studied in greater detail. As stated
before, we only included the accuracy of the best-performing
classification algorithm. Nonetheless, comparing the accu-
racy of sentiment analysis papers with each other poses some
difficulties. Each study has its unique characteristics in terms
of its dataset, which includes variations in, among others,
the extraction time and duration, the hashtags and keywords
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used for data extraction, in the selected location, the number
of observations, or preprocessing steps. Besides, the differ-
ent classification algorithms, feature extraction methods, and
fine-tuning of various parameters, such as the number of folds
in cross-validations, make comparisons between individual
studies challenging. A small change in these fundamental
parameters can significantly impact the overall performance
of a classifier. In our literature review, out of 33 studies that
used ML classifiers, 15 applied traditional ML classifiers, and
18 applied DL classifiers. Since we only include studies with
reported performance metrics, the remaining 6 studies using
traditional ML classifiers and 13 studies using DL classifiers
are examined in detail.

To recap, lexicon-based methods are beneficial when no
labeled data are available and if the dictionary is adjusted
to the specific domain. ML approaches require a significant
amount of labeled data to train its classification algorithm
but can include context-specific information and language
particularities, which are commonplace in Twitter messages.
Therefore, for sentiment analysis on Twitter, ML classifiers
are mostly used [23].

2) TRADITIONAL MACHINE LEARNING CLASSIFIERS
This sub-chapter reviews ML classifiers used in the included
papers for conducting sentiment analyses. In total, six papers
have reported the accuracy of their traditional ML classifiers.
The majority of studies evaluated various ML algorithms.
Only two studies used a single classifier [77], [109]. Most
frequently used were RF [95], probabilistic classifiers such
as NB [77], or other supervised models such as SVC [90] or
logistic regression (LR) [83], [109]. Two studies employed an
ensemble classifier approach (in this paper, we consider RFs
as not being an ensemble classifier). The advantage of com-
bining different classifiers is that the generalization errors
of each individual classifier are less likely to produce an
error in the collective decision [122]. Mahdikhani et al. [103]
created an Ensemble Voting Classifier (EVC) that consists of
a RF, Stochastic Gradient Descent (SGD), and a LR [103].
Alhashmi et al. combined a RF with a NB classifier and
created a so-called Bayes Factor Tree Augmented Naive
Bayes (BFTAN) classifier [79]. The ML classifiers have been
evaluated in several studies in combination with different fea-
ture extraction methods. Most popular were the TE-IDF [95],
[123], n-grams [77], [90], [107], [123] and Word2Vec [79].
Goel and Sharma [95] investigated world leaders and their
expressed concerns during the pandemic. Their model pre-
dicts a tweets’ probability to fall into one of the four cate-
gories: “‘politics”, “health”, “research’, or “news”. Their
evaluations were based on a dataset of 42,468 tweets. Besides,
they preprocessed more than 30 million tweets with TF-IDF
embedding to extract the public concerns and with a LDA
and Gibbs sampling method to detect emotions. They clus-
tered the emotions into anticipation, anger, trust, surprise,
sadness, joy, fear, and disgust and used them as standardized
input features for the classification algorithm. The authors
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compared different classification models regarding the Area
Under the Receiver Operating Characteristic Curve (AUC
ROC). They tested SVCs, RFs, a Random Neural Network
(a combination of a CNN and LSTM), and BERT. The most
effective model was the RF classifier with an AUC ROC
of 96% to select the correct cluster. The classifier with the
best accuracy achieves a model from Mahdikhani [103] that
develops a model to predict the retweetability of tweets. The
classification procedure is set up similarly to the one by Goel
and Sharma [95]. In a first step, frequent topics in the Tweet
dataset were identified using the LDA algorithm. In a second
step, their emotional intensity was measured and categorized
into fear, anger, joy, and sadness using the CrystalFeel algo-
rithm. Topic modeling was performed and evaluated using the
feature extraction methods LDA, LDA plus TF-IDF, BOW
by TF-IDF, Doc2Vec, and Doc2Vec plus TF-IDF. These were
used as additional content features. An ensemble model was
used for the classification task that integrates a RF, SGD, and
LR algorithm. The study shows that the LDA plus TF-IDF
vectorizer combined with the Ensemble Voting Classifier can
reach the highest accuracy of 95.04% and a F1-score of 95%.
The third-best classifier with an accuracy of more 92.49%
was the NB algorithm employed by Ramya et al. [77]. The
authors analyzed the sentiment polarity of tweets using the
NB method combined with n-grams as features. Depending
on the length of a tweet, the model’s accuracy varies between
92.49% for short messages with less than 70 characters and
60.56% for messages having between 70 and 150 characters.
Interesting to see is that the accuracy of the same classifier
varies with the Tweet length. Apart from the NB classifier,
they could find out that a LR method performs the classifica-
tion task with an accuracy of 74%.

The study by Gupta et al. [90] differs from the previous
studies already in the data annotation process. The authors use
TextBlob and VADER in combination to label their extracted
dataset. Only when both algorithms assign the same polarity
to a tweet it is included in the sample. Out of 12,741 extracted
tweets with the hashtag #Indianlockdown, after the consoli-
dation, only about half of the initial dataset (7,284 tweets)
remained. Eight different ML classifiers were trained and
tested, namely Multinomial Naive Bayes (MNB), Bernoulli
Naive Bayes, LR, LinearSVC, AdaBoostClassifier, Ridge-
Classifier, Passive AggressiveClassifier, and Perceptron. 80%
of the data was used for training and 20% for testing. They
additionally performed a ten-fold cross-validation for each
variation and showed that the LinearSVC with unigram fea-
tures achieves the highest accuracy of 84.4%. The same
model achieves a lower accuracy when features are extracted
as bigrams (81.2%) or trigrams (78.3%). Interestingly, in the
labeling step, TextBlob and VADER assigned different labels
to nearly half of the sample — which were in turn discarded
and not included in the sample. Similar to Mahdikhani [103],
Alhashmi et al. [79] used an ensemble model to evaluate
the sentiment during critical events such as the current pan-
demic. Their proposed model, a combination of SVM with
Naive Bayes, a so-called Bayes Tree Augmented Naive Bayes
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technique (BFTAN), outperforms all other benchmark mod-
els. The author evaluated their model against standard models
such as Tree Augmented Naive Bayes, NB, SVM, and RF.
With Word2Vec as a feature extraction method, the model
achieves an accuracy of 82.8%.

Chakraborty et al. [83] have evaluated more than 32 tra-
ditional ML classifiers on two different samples. Among the
evaluated classifiers were MNB, LinearSVC, AdaBoostClas-
sifier, and LR. In contrast to the study of Gupta et al. [90]
in which the LinearSVC achieved the highest accuracy,
Chakraborty et al. found out that the LR classifiers outper-
formed all other 32 evaluated ML classifiers on both datasets,
despite the difference in sample size (dataset one contains
approximately 23,000, and dataset two contains 226,000
retweets) and despite their different observation periods dur-
ing the pandemic. The accuracy of the LR classifier on the
smaller dataset is 81% (trigrams under TI-IDF) and on the
larger dataset 75% (with bigrams under TI-IDF).

Another study that used a LR for predicting class labels is
the one of Rahman et al. [109]. It undertakes an investigation
into the driving factors that US inhabitants associate with
positive or negative sentiments in the context of the reopening
of the economy. The authors used the R packages Syuzhet
and sentimentr on a dataset of 2,507 tweets that have been
downloaded from Twitter. After determining the sentiment
polarity, a LR was used to find underlying factors influencing
the associated sentiment. They used BoW, Document term
matrix (DTM), POS, Dependency parsing (DP), and N-gram
as exploration techniques. The model has an accuracy of
56.18%. A summary of the traditional ML classification algo-
rithms is provided in Table 5.

ML-based classifiers for performing sentiment analyses
show in the context of COVID-19 a considerably high accu-
racy of more than 80% - with one exception [109]. Since
ML-based classification models require labeled data, various
methods for acquiring data can be observed: either a pre-
labeled, open-source dataset for training the classifier was
used [86], [106], the dataset was annotated by making use
of a machine-driven annotation process, e.g., using TextBlob
or VADER to annotate data [83], [90], [109], or parts of the
dataset were manually labeled [70], [77], [124]. Since tweets
contain unstructured data, preprocessing steps are necessary.
Particularly for real-time sentiment analyses, DL models -
which are analyzed in the following chapter - provide a
certain edge over ML-based classification methods.

3) DEEP LEARNING CLASSIFIERS

Twelve in twenty studies that reported performance indi-
cators for their classifiers used DL models. Six studies
used a transformer-based model, such as BERT, RoBERTA
or XLNet [76], [84], [86], [100], [102], [105]. Four stud-
ies used a LSTM model, either as a single classifier or
as part of an ensemble classifier [76], [92], [106], [115].
The remaining studies have adopted a model that is either
a combination of RNN and CNN [111], a Multi-Layer
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TABLE 5. Summary of traditional machine learning classification approaches that have reported performance metrics.

Ref. Traditional Ensemble  Best-performing feature extraction and classification method Accuracy
Machine method
Learning
[95] X TF-IDF + Random Forest 96% (AUC ROC)
[103] X X Ensemble Voting Classifier (RF, SGD, LR) 95.04%
[77] X N-grams + Naive Bayes 92.49% Short tweets (<70 char-
acters), 60.56% Long tweets
(<150 characters)
[90] X Unigram + LinearSVC 84.4%
[79] X X Word2Vec + Bayes Factor Tree Augmented Naive Bayes technique (BFTAN) 82.8%
[83] X Trigrams and TF-IDF + Logistic Regression 81.4%
[109] X BOW, DTM, POS, DP and n-grams + Logistic Regression 56.18%

Abbreviations included in the table:

Term Frequency-Inverse Document Frequency (TF-IDF), Support Vector Classifier (SVC), Random Forest (RF), Stochastic Gradient Descent (SGD),
Logistic Regression (LR), Bag-Of-Words (BOW), Document Term Matrix (DTM), Part-of-Speech (POS), and Dependency Parsing (DP)

Perceptron (MLP) [70], or combine different DL models in an
ensemble classifier [120]. As illustrated in Table 6, the three
best-performing classifiers have all used BERT. The second
best to the fourth-best classifiers are all ensemble methods
that can reach an overall accuracy of more than 90%.

The model with the highest accuracy was observed in the
study by Singh et al. [86]. The BERT model was used for
emotion detection. They used a self-selected dataset split
into a global and an Indian dataset. Moreover, they split the
data into test and training sets and determined the polar-
ity of each Tweet using VADER and TextBlob - similar to
the study by Gupta et al. [90]. BERT was fine-tuned with
the test dataset and an open-source ‘“Emotion dataset”. The
customized BERT model achieves an accuracy of 93.89%
in extracting the tweets’ emotions. Besides, it combines a
LSTM model with FastText as a word embedding technique
and words as trigrams. Moreover, it uses pre-built models
such as BERT, IBM Watson, BERT, and Microsoft Sentiment
Analysis API to evaluate the results of the LSTM model.
The accuracy of the ensemble method is higher than the
accuracy of the individual models. The overall accuracy of
the ensemble model is 92.65%. The customized DL classifier
achieves an accuracy of 90.25% on the Twitter dataset —
higher than the one achieved with BERT alone. The authors
found out that a neural network with 200 hidden layers
produces the best results on the test dataset. In a similar
setting, Malla et al. [100] applied as well an ensemble DL
model on Twitter data to filter informative tweets based
on their content. They propose an ensemble algorithm, a
“Majority Voting technique-based Ensemble Deep Learning
(MVEDL)” model that uses three DL algorithms, RoOBERTa,
BERTweet, and CT-BERT. The classifier was trained on a
dataset comprising more than 10,000 labeled tweets. The
ML algorithm reached an accuracy of 91.75% and F1-score
of 91.14% in classifying data into informative and uninfor-
mative categories. Satu et al. [120] employed an ensemble
method as well; however, they introduce a further clustering
step prior to the classification. They propose a novel approach
that includes, after pre-processing with GloVe, subdividing
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the labeled dataset into different clusters using a k-means
algorithm. The breakdown into groups helps to improve the
accuracy of the ML classifier models by more than five
percentage points. The authors compared various ML and
DL classifiers: Decision Trees, Gradient Boosting, K-Nearest
Neighbor, LR, MLP, NB, RF, SVM, XGBoost, and LSTM.
In the majority of clusters, the best performance was achieved
with the LSTM model. The proposed algorithm TClustVID
chooses the best-performing classifier of each cluster that
possesses the highest accuracy, and thus the overall accuracy
is optimized.

Kabir and Madria [115] propose a DL model, which
results indicate solid robustness in terms of account-
ing for content-specific details of tweets. The authors
employ a DL classifier to automatically predict ten spe-
cific emotions in a COVID-19 dataset. The authors evalu-
ate different ML models: SVM-Unigrams, NTUA-SLP, and
BiLSTM on a self-selected and manually labeled dataset,
the SemEval2018-Task 1 dataset, and an emotion dataset.
Their proposed multi-layered neuronal network is based on a
bidirectional LSTM model that uses a pre-trained RoBERTa
model. The model reaches an accuracy of 89.51%. One of the
few studies that tested their classifiers on an unseen dataset
was the one of Behl et al. [70]. They explored the usability of
Twitter information in a disaster relief operation. Therefore,
the authors trained five different DL classifiers on a publicly
available dataset that comprises recorded tweets during an
earthquake in Nepal and Italy. They evaluated the re-usability
of their model on a COVID-19 dataset. The authors evaluated
the different models’ performance for correctly classifying
the tweets into the categories ‘“‘resource needs’, ‘“‘resource
availability”, and “others”, which could support the allo-
cation of aid during a natural disaster. The authors evalu-
ated cutting-edge ML-classifiers such as LT with TF-IDF
features (LR-TF), CNN without fine-tuning, CNN with fine-
tuning, MLP with TF-IDF features, and MLP without TF-IDF
features (MLP-W) but instead a Word2Vec embedding. The
models were pre-trained and tested on two individual datasets
as well as on a combined dataset. The comparative analysis
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of the model trained on the combined dataset showed that
MLP-W outperformed all other classifiers in all metrics.
Besides, the study was one of the few that tested both, ML and
DL classifiers. Their analysis shows that DL classifiers pre-
dict correct labels with a higher accuracy than traditional ML
classifiers. The model achieves an accuracy on the manually-
labeled COVID-19 dataset of 83% and a F1-Score of 85%.
A striking observation is that although all other evaluated
models achieve a higher accuracy on the combined test train-
ing dataset, the MLP-model performed better on unseen data.

The study by Imran et al. [106] illustrates well that the
selected features can have an impact on the performance
of the classifier. The authors compared six different DL
models in terms of their capability to predict polarity using
the publicly accessible Sentiment140 dataset. The evaluated
DL models were the following: deep neural network (DNN),
LSTM with FastText, LSTM with GloVe, LSTM with GloVe
with and without pre-trained embeddings on Twitter data. The
LSTM model based on FastText achieves the highest accu-
racy (82.4%) and a F1-score of 82.4% for the task of detecting
polarities. When tested on COVID-19 data, the model’s accu-
racy decreases to 76%. Although, it has to be emphasized that
the authors considered the tweets’ emoticons as their actual
labels — which might distort their findings. Besides polarity
detection, the authors tested the performance of DL classi-
fiers in predicting positive (joy and surprise) and negative
emotions (sadness, fear, and anger). For emotion detection,
the authors trained their algorithms on the publicly available
Emotional tweets dataset. As seen in the previous evaluation,
the LSTM model outperforms all other classifiers again. With
an accuracy of 81.9% and respectively 69.9% positive and
negative emotions were correctly predicted. However, GloVe
as a feature extraction method shows the best performance
this time. In both cases, the models are pre-trained on Twitter
data. With the same analytical focus as Imran et al. [106],
Choudrie et al. [84] create a DL model for text-based emo-
tion analysis. RoOBERTa, BERT, BiLSTM, and LSTM are
tested as classifier models. The model is based on RoOBERTa
and fine-tuned with transfer-learning with the open-source
“Emotion in Text” dataset by CrowdFlower. The accuracy of
the model is 80.33%. Instead of using an open-source dataset,
Coftas et al. [102] manually labeled 7,530 tweets, which
equals approximately 1% of the whole dataset, to examine
UK citizen’s stance toward COVID-19 vaccination. They
used popular ML and DL classification algorithms such as
MNB, RF, DVM, Bidirectional-LSTM, and CNN. The best
performance delivered the classifier BERT with an accuracy
of 78.94%, followed by SVM (76.23%) and Bidirectional-
LSTM (74.7%) with GloVe embedding.

GloVe embedding is frequently used with DL models.
Also, in the following two studies, GloVe is pre-trained on
Twitter data and used as a feature extraction method. In the
study by Caliskan [111] DL algorithms are employed to
extract awareness and emotions. For the classification of
emotions, pre-trained GloVe vectors on Twitter data were
used. Their DL model, which is based on a series of RNN
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and CNN algorithms, achieves an average accuracy of 71%.
Miao et al. [92] analyzed tweets on Twitter from New York
in terms of their public opinion. Due to the limited amount of
labeled data, a data augmentation of training data was applied.
The authors tested three representation models and three clas-
sification algorithms. They trained their classifier model with
the existing datasets StanceData and Sentiment140, as well
as with manually labeled data. A Synthetic Minority Over-
sampling Technique (SMOTE) was tested for SVM (with
BOW) to account for the imbalances. The technique did not
lead to improvements and was not used for the other models.
Also, the labeled-train dataset resulted in the best results in
combination with SVM. As a result, only the labeled train
dataset was used to test the models. They could find out
that a Deep-Learning Model, LSTM with GloVe — using
50 dimensions and distillation — significantly outperforms
other tested classification models. LSTM-GloVe reached an
accuracy of 66%. Striking findings can be observed in the
study by Lyu et al. [124]. They collected a Twitter dataset that
consists of more than 1,850,000 unique tweets linked to the
COVID-19 vaccine and vaccine-related keywords. The focus
of the study is on the stance detection of Twitter users with
regard to the COVID-19 vaccination. The three researchers
sampled 2,000 unique tweets from the dataset and manu-
ally, independently annotated the label for each Tweet. The
respective four categories were “irrelevant”, “pro-vaccine”,
“vaccine-hesitant”, or ‘“‘anti-vaccine”. This data is used as
training data for a XLNet model. However, when the model
was validated on a novel, external dataset with 400 labeled
tweets, it only had an accuracy of 63%.

In brief, ensemble methods that combine several DL clas-
sifiers have shown the most promising results. In contrast
to ML models, the datasets used to train DL models are,
on average larger. The included samples above have shown
that DL classifiers can process context-specific information,
which is exemplified by the study by Kabir and Madria [115].
However, in most studies, the training and performance eval-
uation has taken place on the same dataset. The study by [124]
impressively demonstrated that also DL models face difficul-
ties when exposed to unseen data.

V. DISCUSSION

Previous research has investigated sentiment analysis in fight-
ing multiple infectious diseases from an application’s per-
spective [24], from a health and well-being perspective [125],
in the context of vaccine-hesitancy [26], or in terms of
the approaches and ML techniques used for predicting dis-
ease outbreaks [86]. In this literature review, we build on
the framework of van Bavel et al. [1] and combine the
previously unrelated streams of social and behavioral sci-
ence research with sentiment analysis. Experts highlight that
the pandemic can only be contained by making substan-
tial changes to our regular, everyday human behavior [73].
Therefore, we have examined how sentiment analysis can
provide valuable insights and sound data basis for making
decisions in human behavior-related areas that are vital to

VOLUME 11, 2023



N. Braig et al.: Machine Learning Techniques for Sentiment Analysis of COVID-19-Related Twitter Data

IEEE Access

TABLE 6. Summary of deep learning classification approaches that have reported performance metrics.

Ref. Deep Ensemble  Best-performing feature extraction and classification method Accuracy
Learning method
[86] X BERT 93.89%
[76] X X Ensemble Classifier 92.65%
(LSTM + FastText,
BERT, ...)
[100] x MVEDL (RoBERTa, BERTweet, CT-BERT) 91.75%
[120] X TClustVID (Ensemble method w. DL-Models) >90%
[115] x Bidirectional LSTM 89.51%
[70] X Word2Vec + Multi-Layer Perceptron (MLP) + Twitter 83%
[106] x Polarity detection: LSTM + FastText, Emotion detection: LSTM + GloVe  Polarity detection: 82.4%
(Twitter) Emotion detection:
81.9% (positive emotions);
69.9% (negative emotions)
[84] X RoBERTa 80.33%
[102] x BERT 78.94%
[111] X GloVe + DL model (RNN, CNN) T1%
[92] X GloVe + LSTM 66%
[105] x XLNet 63%

Abbreviations included in the table:

Bidirectional Encoder Representations from Transformers (BERT), Long-short term memory (LSTM), MVEDL is based on RoOBERTa, BERTweet and CT-
BERT, TClustVID is an ensemble method with Deep Learning models, Global Vectors for Word Representation (GloVe), Deep Learning (DL), Recurrent

Neural Network (RNN), and Convolutional Neural Networks (CNN)

containing the pandemic. Sentiment analysis is frequently
applied in the medical setting and offers a rich opportunity
for research [126]. In this section, we aim to highlight and
discuss the best-performing ML classification algorithms for
COVID-19-related Twitter data.

After carefully analyzing existing research in the domain
of sentiment analysis of COVID-19-related Twitter data, our
findings reveal promising prospects for sentiment analysis in
the domain of COVID-19 Twitter data. From a technological
point of view, our results indicate that ensemble classifier
work particularly well for COVID-19 Twitter data. Previous
research has already shown that an ensemble classifier, which
combines the individual classifiers’ predictions in a unique
way, achieves higher accuracy than each individual base clas-
sifier [127]. Other scholars have found that ideally the clas-
sifier should be combined in a more heterogeneous fashion
by including a more diverse set of classifiers, i.e. from ML
to lexicon-based classifier, which can lead to performance
improvements of more than 5% [127]. In our study, we were
not able to approve this finding due to a lack of comparative
data. Especially among the studies that used DL classifiers,
three out of the four best-performing classifiers were ensem-
ble classifiers. This finding exactly matches the observations
by Zimbra et al. [33]. Other scholars conducting research
in other, related fields of sentiment analysis also highlight
the superior performance of ensemble classifiers [58], [128],
[129]. This could be reasoned, among others, in their better
handling of class imbalances [33], [130].

In general, among the classifiers with reported perfor-
mance metrics, state-of-the-art DL classifiers were widely
applied in the included studies and matched the current prac-
tice of the sentiment analysis research [59]. State-of-the-art
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DL techniques have shown high performance on COVID-19-
related Twitter data [76], [86], [100]. DL methods have
several advantages over more traditional approaches: In
contrast to lexicon-based methods, which require updating
their dictionary constantly to include new words or abbre-
viations, or traditional ML approaches, which require a
time-consuming feature design, DL automates the feature
learning process [131]. Our results indicate that classifiers
such as BERT or ROBERTa, which include contextual
embeddings, have shown to work well for COVID-19 Twit-
ter data. This finding has been shown as well in related
studies which applied sentiment analysis in disaster pre-
diction. Moreover, classifiers were pre-trained on domain-
specific lexica for fine-tuning purposes [86], [100]. We see
a possibility for further studies to shed more light on the
characteristics of the pre-training part. Lexicon-based and
linguistic resources can be useful to overcome the challenges
of correctly processing Twitter data [33].

However, the reported accuracies of the classification mod-
els must be questioned critically. Overall, high accuracy
was reported and in some studies, it exceeded even an
accuracy of 90%. This finding is in stark contrast to, for
instance, a study by Zunic et al. [125] who investigated
health and well-being with sentiment analysis and reported
overall lower accuracies. Even among the included studies
which reported performance metrics, not all studies com-
pared various classifiers with each other to come up with
the best model. Besides, each study uses a different dataset,
different pre-processing steps, and evaluation procedures.
Therefore, direct comparisons between the mentioned stud-
ies and respective best-performing classifiers are limited
due to the different design approaches. Hence, there is no
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“one-size-fits-all” classifier solution that outperforms all
other classifiers. Nonetheless, based on our findings, we can
provide concrete recommendations for the technological
implementation of sentiment analysis of COVID-19-related
Twitter data. Besides, we raise awareness of common chal-
lenges that have to be considered when using sentiment anal-
ysis as an instrument for governmental policies.

A major drawback that we identified across the large
majority of included studies is that a single dataset was used
for training, testing, and performance assessment. Just a few
studies evaluated their models on unseen data or on data
that was extracted during different points in time. When
tested on new, unseen data, the included studies showed a
significant decrease in performance [70], [124]. There is
a general tendency of studies that aimed at maximizing a
classifier’s prediction accuracy on training data— a common
problem in supervised machine learning [132]. When ML
models are trained to fit the training data in the best way
possible, there is a significant risk of over-fitting, e.g., the
model integrates “‘noise’’ instead of searching for a general
predictive rule [132]. We highly encourage future studies to
focus on maximizing a classifier’s prediction accuracy on
novel data, not the accuracy on training data. Further studies
should investigate the performance of their classifier during
various points in time and evaluate them on unseen data.

Another challenge arises due to the nature of ML methods:
they require vast amounts of labeled data to achieve desired
results [63]. The best-performing DL classification models
were trained on datasets that comprised at least 5,000 labeled
Tweets. DL models have an edge over traditional ML models
when trained on large datasets as they can learn more repre-
sentations and capture non-linear and complex patterns [32].
Labeled datasets are often not available and labeling data
is a tedious process. In our literature review, we observed
that there is no standard labeling process and studies resorted
to labeling the data themselves or used models for example
a lexicon-based approach to label the data. Hence, there is
no standard labeling process in place. Sticking to labeling
guidelines could assure that the data is correctly classified
in the first place [133]. Otherwise, the trained model will
have a bias due to incorrectly labeled data. State-of-the-art
DL models are often considered by many researchers as a
“black box”. It is difficult to understand the dynamics of
neural networks, i.e. their feature selection and prediction
process [32].

When developing sentiment analysis tools for COVID-19-
related data, we have observed a strong limitation in terms
of the transferability of classification models. The majority
of studies rely on English Tweet datasets. Due to linguistic
and semantic differences between languages, it cannot be
inferred that what works well on an English dataset, works
to the same degree on a non-English dataset [25], [134].
This is particularly relevant in the context of COVID-19.
To capture the mood of the public, it is essential for a gov-
ernment to include Tweets in various languages. Countries
and societies are not homogeneous in their language. If only
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Tweets from one language are selected, a representation bias
might arise [135]. Besides, access to Twitter is restricted in
some countries and, thus, a true representation of the popula-
tion can not be guaranteed. Sentiment analysis could result in
misleading conclusions if particular user groups are over- or
underrepresented in the Twitter dataset.

Particularly for classification models that rely on
pre-training or use general-purpose lexica, using non-English
Tweets is particularly challenging since the standard dic-
tionaries are nearly exclusively in English [136]. Further
research should explore sentiment analysis of Twitter data
in languages other than English to expand the research
field to governments and health organizations from other
countries.

VI. CONCLUSION

In the light of COVID-19, there is a growing demand for
governments and health organizations to analyze the public’s
sentiment on social media. By applying a lens from social
and behavioral science research, we explored how sentiment
analysis can provide relevant information for managing the
pandemic. The literature review was conducted following
the PRISMA guidelines to search and categorize existing
literature on sentiment analysis on COVID-19 Twitter data
with a particular focus on ML techniques. Out of 425 ini-
tial studies published in renowned journals, 40 papers were
selected through a multistage screening process. Our study
aims to provide governments and health authorities with guid-
ance on the possible areas of sentiment analysis application
for COVID-19 Twitter data and spark the development of
innovative applications and algorithms. Since containing the
pandemic requires a significant change in human behavior,
we adopted the structure of van Bavel et al. [1] from social
and behavioral science. Hence, decision-makers can extract,
analyze and measure the public’s thinking, feeling, and act-
ing and make use of this “sentiment dashboard” to design
target-oriented measures and communication campaigns.

In greater depth, we have compared the included studies’
ML classification approaches in terms of their performance
and pointed out shortcomings as well as areas for further
research. Our findings show that sentiment analysis in the
context of COVID-19 is mostly domain and application-
specific. This means the classification techniques performing
well on one dataset must not necessarily achieve satisfying
results on a different dataset. In general, most studies relied
on English datasets; thus, the transferability of their results
might be limited. In terms of performance, we found out
that ensemble models that comprise various ML classifiers
commonly outperform a single classifier model. Besides,
DL classifiers show a high accuracy given the availability
of sufficiently labeled data. In particular, BERT or RoBERTa
models provide promising results when pre-trained on Twitter
data. In the daily fight against the coronavirus and future
variants, sentiment analysis of COVID-19 Twitter data could
provide governments and health-authorities with a tool to

VOLUME 11, 2023



IEEE Access

N. Braig et al.: Machine Learning Techniques for Sentiment Analysis of COVID-19-Related Twitter Data

BJEp JOPIM], POBNX? Jo porrad uoneA1ssqO mm Apnys Jo ayep uonedrqng y

14797

(0202) Ie 1o JejueoybIA
(1202) ewueys pue 909
(1202) uessied

(1202) ‘e 1o oueing
(1202) ‘le 1o ybuis

(1202) lemueBbby pue [epy
(1202) e 1o eAwey
(1202) “Ie 1o noyz

(1202) 1ehkesy

(1202) "le 3o uney

(1202) e 1@ 8upnoyo

‘e 18 lueybeuyesno
1202) e 18 huewyey
USMJI9H pun udsIs}ed

(1z0z

(1z0z
(zzoz

lwiyisQg pue ueyzeN
(1202) 'Ie 18 PausION

(1202) e 18 luepey

(1.202) ‘e 10 oA

(1202) NI pue ni

(1202) "le 1o Nk

(1202) "fe 1o uewyey

(1202) I8 1o ueg

(0202) ‘Ie 1o sopuUald

(1.202) eupep pue Jqey
(01202) "B 18 AS

(q1202) "le 18 AS

(e1L202) 'l 10 AS

(1202) e 1o nles

(0202) ‘e 18 Jney

(1202) saneaibieH pue ueympry
(2202) 1ueystipyen

(1202) uopeg pue epie
(0202) I 1o Auogenieyd

(1202) Vrd pue ejlepy

(z202) ‘e 1o oeIN

(1202) 18 18 NA

(1202) Ie 1o 1wyseyly

(1202) I 1o sepod
(1202) 'le 1o BYdND
(0202) I 1o uew)

f the study.

ion o

icati

d of the extracted Twitter data and the date of publi

ion perio

(1e2A uonesijgnd)
1202 00T 6102 sioyiny

FIGURE 8. Overview of the observat

VOLUME 11, 2023



IEEE Access

N. Braig et al.: Machine Learning Techniques for Sentiment Analysis of COVID-19-Related Twitter Data

TABLE 7. Detailed categorization of ML approaches according to the dataset, number of tweets, observation period, features, classification algorithm,

and accuracy.

Ref. Dataset Number Observation period Features and classifi- Accuracy
of tweets cation algorithm
[106] 1) Self-collected COVID-19 dataset for testing 1) 27,357 1) Early Feb. 2020 until the 1) GloVe (Twitter) + 1) 81.9% (pos. emo-
2) Emotional tweets dataset for training 2) 21,051 end of Apr. 2020 LSTM tions);
2) N/A 2) FastText + LSTM 69.9% (neg. emo-
tions)
2) 82.4%
[90]  Self-collected COVID-19 dataset that is split in 12,741 5 Apr. 2020 to 17 Apr. 2020 Unigram + LinearSVC  84.4%
80% data for training and 20% for testing
[102] Self-collected COVID-19 dataset of which 1% 2,349,659 9 Nov. 2020 and 8 Dec. 2020  BERT 78.94%
is manually annotated for training and 99% for
testing
[791 1) COVID-19 dataset 1) 120,000 1) 11 May 2020 to 15 May Word2Vec + 82.8%
2) Expo2020 dataset 2) 5,000 2020 and 27 Sep. 2020 to 3 Bayes Factor  Tree
The authors merged both datasets and used 70% Oct. 2020 Augmented Naive
for training and 30% for testing 2) 14 May 2020 and 16 May Bayes technique
2020 (BFTAN)
[92] LockdownTweets dataset (by Chen et al. 2020) 1,098 22 Jan. 2020 and 30 Sep. 2020 GloVe + LSTM 66%
where 1,098 randomly selected tweets got manu-
ally labeled and split into 733 labeled-train tweets
and 365 labeled-test tweets
[100] WNUT 2020 Shared Task2 (Nguyen et al. 2020) 10,000 N/A MVEDL Ensemble 91.75%
contains around 10,000 tweets of which 7,000 model consisting of
tweets were used for training, 1,000 tweets were RoBERTa, BERTweet,
used for validation, and 2,000 tweets were used and CT-BERT
for testing
[83]  Self-collected COVID-19 dataset of which 90% of 22,985 1 Jan. 2019 to 23 Mar. 2020 Trigrams and TF-IDF 81.4%
the data is for training, 5% for validation, and 5% score + Logistic Re-
for training gression
[103] Self-collected COVID-19 dataset of which the 1,251,216 1.20 Jan. 2020 to 29 May 2021 CrystalFeel Ensemble 95.04%
tweets were classified using five-fold cross- Voting Classifier (RF,
validation with a split ratio of 75% to train the SGD, LG)
classifiers
[120] COVID-19 dataset, which is a subset of IEEE Data 16,000,000 1 Jan. 2020 to 20 Mar. 2020 TClustVID (Ensemble >90%
portal developed by Rabindra Lamsal method  with DL-

Models)
Bidirectional LSTM 89.51%

[115] Self-collected COVID-19 dataset of which 10,000 56,014,158 5 Mar. 2020 to 31 Dec. 2021
tweets were manually labeled into 10 different
emotions. Kabir and Madria applied a 5-fold
cross-validation with that self-extracted dataset,
using 80% of the tweets as training data and 20%

as testing data

[70] 1) Nepal earthquake (2015) by Basu et al. (2019) 1) 70,897 1) 2015 Word2Vec + MLP 83%
for training 2) 51,846 2) 2019
2) Ttalian earthquake (2016) by Basu et al. (2019) 3) 2,274 3) N/A

for training
3) Self-collected COVID-19 dataset for testing

[109] Self-collected COVID-19 dataset 293,597 30 Apr. 2020 to 8 May 2020 Various  exploration 56.18%
techniques used: BOW,
DTM, POS, DP and
n-grams, Logit model
[105] Self-collected COVID-19 dataset 6,314,327 28 Sep. 2020 to 4 Nov. 2020 XLNet 63%
[84] 1) Self-collected COVID-19 dataset for testing 1) 2,000,000 1) Feb. 2020 to Jun. 2020 RoBERTa 80.33%
2) “Emotion in Text” dataset by Crowdflower for 2) 39,740 2) N/A

training
[771  Self-collected COVID-19 dataset with a total of 11,000
11,000 tweets, 10,000 were used as training data
and 1,000 as testing data

Feb. 2020 to Jun. 2020 92.49% short tweets
(<70 characters),
60.56% long tweets

(<150 characters)

Naive Bayes

[76] 1) Self-collected COVID-19 dataset for testing 1) 4,242 1) N/A Ensemble Classifier 92.65%
2) Crowdflower dataset for training and valida- 2) 18,000 2) N/A (LSTM + FastText,
tion 3) 299,000 3) N/A BERT,...)
3) Yelp dataset Challenge Repository 2015 for 4) 2,000,000 4) N/A
training and validation
4) Amazon dataset for training and validation
[86] 1) Self-collected COVID-19 dataset from various 1) 417,023 1) 20 Jan. 2020 to 25 Apr. BERT 93.89%
countries for training and testing 2) 189,761 2020
2) Self-collected COVID-19 dataset from India 3) N/A 2) 20 Jan. 2020 to 25 Apr.
for training and testing 2020
3) Github-data for testing 3) N/A

14798 VOLUME 11, 2023



N. Braig et al.: Machine Learning Techniques for Sentiment Analysis of COVID-19-Related Twitter Data

IEEE Access

TABLE 7. (Continued.) Detailed categorization of ML approaches according to the dataset, number of tweets, observation period, features, classification

algorithm, and accuracy.

[111] Self-collected COVID-19 dataset 46,078,750

1 Jan. 2020 to 30 Apr. 2020

Pre-trained GloVe + 71%
Deep Learning Model
(RNN, CNN)

[95]  Self-collected COVID-19 dataset. A 5-fold cross- 29,469,349
validation has been applied.

1 Feb. 2020 to 2 May 2020

TF-IDF Random Forest 96% (AUC ROC)

Abbreviations included in the table:

Global Vectors for Word Representation (GloVe), Long-short term memory (LSTM), Linear Support Vector Classifier (LinearSVC), Valence Aware
Dictionary for Sentiment Reasoning (VADER), Bidirectional Encoder Representations from Transformers (BERT), MVEDL is based on RoBERTa,
BERTweet and CT-BERT (all differentiations of BERT), Term Frequency-Inverse Document Frequency (TF-IDF), Afinn, Random Forest (RF), Stochastic
Gradient Descent (SGD), Logistic Regression (LR), Iterative deepening A* (IDA), Latent Dirichlet Allocation (LDA), TClustVID is an ensemble method
with Deep Learning models, Multi-Layer Perceptron (MLP), Bag-Of-Words (BOW), Document term matrix (DTM), Part-of-Speech (POS), Dependency
Parsing (DP), Recurrent Neural Network (RNN), and Convolutional Neural Network (CNN).

change the trajectory of the pandemic by making timely and
well-informed decisions.

A. LIMITATIONS

Our research comes not without limitations. Due to the nature
of a systematic literature review, there is the possibility that
our literature search string was too narrowly defined and did
not capture all relevant studies. By design, we included only
peer-reviewed journal papers from renowned databases and
did not include conference papers. Moreover, further limita-
tions were identified: Firstly, our study has not found a clear
pattern indicating which category or situation a certain kind
of classifier performs best. Secondly, the majority of studies
are based on English datasets. Thus, the transferability of the
results to other non-English speaking countries is limited.
Thirdly, the robustness of ML classification models in the
context of COVID-19 has not been exhaustively examined
and might not justify the application of sentiment analysis
over conducting a less technical survey study. Fourthly, the
opinion expressed on Twitter might not mirror the public’s
opinion due to representation errors.

B. FUTURE WORK

Our literature review has identified several opportuni-
ties for future research. Following the categories of
van Bavel et al. [1], future work could focus on the unre-
searched topic “individual and collective interest’ to further
explore sentiment analysis from a behavioral and social sci-
ence lens. From a technical point of view, we see a need
for future studies to stimulate the development and imple-
mentation of real-world applications of sentiment analysis
in the context of COVID-19. Hence, the performance of
classification algorithms should be evaluated on new, unseen
data at various time points. Moreover, a stronger focus on
cross-validated results instead of optimizing a classifier’s
accuracy on training data might be beneficial in developing
new sentiment analysis applications for COVID-19 Twitter
data. Our study reveals that most of the included papers used
datasets that date back to the first two quarters of 2020.
It would be interesting to conduct follow-up studies to eval-
uate the usability of the proposed classification models on
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more recent data. This could provide more information on
the robustness of the classification models. Since most of the
included studies are based on English datasets, we identified
a need to use datasets of another language for sentiment
analysis. In closing, we hope to inspire additional interdisci-
plinary research that supports the fight against the COVID-19
pandemic by combining sentiment analysis with behavioral
and social science research.

APPENDIX A

COPYRIGHT NOTICE

“TWITTER, TWEET, RETWEET and the Twitter Bird
logo are trademarks of Twitter Inc. or its affiliates.” -
https://about.twitter.com/en/who-we-are/brand-toolkit.

All icons from UXWing are free to download and
can be used for personal and commercial projects -
https://uxwing.com/license.

All emojis designed by OpenMoji — the open-source
emoji and icon project. License: CC BY-SA 4.0 -
https://openmoji.org.

APPENDIX B
OBSERVATION PERIODS AND PUBLICATION DATES
(see Figure 8)

APPENDIX C

DETAILED TECHNICAL CATEGORIZATION OF MACHINE
LEARNING APPROACHES

(see Table 7)

APPENDIX D

SEARCH STRINGS FOR SCIENCE DIRECT

Here we present in detail the search string for ScienceDirect.
In the ScienceDirect database, the limit for boolean opera-
tors is eight. Also, wildcards (*““*’”) are not supported in the
database search. Our original search string has 10 boolean
operators and also a wildcard. For that reason, the search
string is split into the following three search strings:

1) ((““‘Sentiment Analysis”) AND (“Twitter” OR
“Tweet”) AND (‘“Machine Learning” OR ‘“Deep
Learning” OR “Natural Language Processing” OR
“NLP””) AND (“COVID-19” OR ‘““Pandemic’))
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2)

3)

((““Opinion Analysis”’) AND (“Twitter’’ OR “Tweet”)
AND (“Machine Learning” OR “Deep Learning”” OR
“Natural Language Processing” OR “NLP”) AND
(““COVID-19” OR ““Pandemic™))

((*“‘Opinion Mining”’) AND (“Twitter”” OR “Tweet’’)
AND (“Machine Learning”” OR “Deep Learning”” OR
“Natural Language Processing” OR “NLP”’) AND
(“COVID-19” OR “‘Pandemic”))

Search string 1) results in 220 studies, search string 2) results
in 7 studies, and search string 3) results in 46 studies. After
eliminating the duplicates, the search in the ScienceDirect
database results in a total of 234 studies.
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