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Abstract
During the past several decades, many epistemologists have argued for and contributed
to a paradigm shift according to which knowledge is central to assertion, action, and
interaction. This general position stands in sharp contrast to several recently developed
accounts regarding specific epistemic contexts. These specific accounts resist apply-
ing traditional epistemic norms, including strong knowledge norms, to real-world
situations of interest. In particular, I consider recent arguments about the epistemic
standards for scientific pronouncements, expert testimony in a political context, and
interactive reasoning. I argue, firstly, that knowledge does have a crucial role to play
in each case, contrary to appearances. Clarifying the role of knowledge fills gaps in
our understanding left open by the existing accounts. Secondly, I show that com-
bining the insights from the knowledge-centric approach and from the more specific
accounts provides a new perspective on the open problem of developing an account
of knowledge-based decisions. Specifically, I argue that the biggest open problem
regarding knowledge-based decisions is not how we respond to uncertainty, but rather
how we assess the relevance of our many disparate pieces of knowledge, choosing
which to integrate, and how. A strong case emerges for a procedural solution to this
part of the problem of how to make knowledge-based decisions.

Keywords Knowledge · Assertion · Action · Reasoning · Science · Deliberation

1 Introduction

1.1 Overview

The view that knowledge is central to assertion, action, and interaction—which I will
callKCAA—has become prominent in Epistemology in recent years.KCAA includes
two key ideas, as I construe it here:
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K- Norm: Knowledge sets the normative standard for assertion, action, etc.

K- Function: The concept of knowledge serves a fundamental social function,
helping us to identify those people in our society whose information we can
appropriately act on.

K- Norm originated from the argument that knowledge is a primitive, the “unexplained
explainer” (seeWilliamson 2000, pg.10), while Hannon (2018) defendsK- Function
as part of the project of defining knowledge in terms of its functional role. Setting
aside the question of whether knowledge is primitive or how to approach its definition,
however, the two ideas are compatible. Many people find both to be attractive or at
least very interesting, and we will see that it makes sense to discuss them together
here.

This paper ismotivated by two problems forKCAA. The first problem is that knowl-
edge does not play the prominent role in many contemporary, contextual accounts of
real-life assertion, action, and epistemic interaction that we would expect, if KCAA
were correct. For those who find these accounts attractive, this raises the question of
why knowledge is not central to them, and whether they are compatible withK- Norm
and K- Function.

The second problem is that, according to K- Norm, actions should be based on
knowledge; if that is true, though, then we would like to characterize (rational)
knowledge-based actions in some detail. This task is the focus of the present spe-
cial issue as well as a previous topical collection (see Heil et al. 2022), but it is clear
that there is a lot more work left to be done. For example, there is disagreement about
whether a formal, knowledge-based decision theory is required (Fassio andGao, 2021),
and if so, what that theory should look like (see, e.g., Rich 2021, Goldschmidt 2023,
for recent discussion).

This paper attempts to address both of these problems simultaneously by synthe-
sizing several strains of literature—especially relatively new ones—which have so far
not played a role in discussions of KCAA. I will argue that not only is KCAA more
compatible with the context-specific accounts than it might appear, but that they pro-
vide valuable resources for KCAA, and vice versa. These specific accounts can help
the development of KCAA especially by confronting it with a variety of real-world
problems, while KCAA can inform them especially through its forceful normative
claims.

Before outlining the paper’s argument in more detail, I explain why we should pay
attention to KCAA in the first place.

1.2 Why think knowledge is central to assertion, action, and interaction?

A growing number of epistemologists take knowledge (as opposed to something else
like belief or justification) to be truly central to our epistemic lives, and in particular
to assertion, action, and epistemic interaction (the view I refer to as KCAA). One
important impetus for KCAA is the observation that it best matches human language
use. As Hannon explains:

123



Asian Journal of Philosophy             (2023) 2:77 Page 3 of 32    77 

The word ‘know’ is remarkable for a number of reasons. It is one of the 10 most
commonly used verbs in English ... [It] seems to find a comfortable meaning-
equivalent in every human language. ... [It is] one of a very small number of
words that are allegedly culturally universal. This all suggests that knowledge is
deeply important to human life (Hannon, 2018, pg. 1).

We frequently tell each other what we and others know and don’t know, presumably
because this is valuable information.With the possible exception of somehighly inured
epistemologists, we do not even frequently tell each other what we believe or what we
find to be justified, let alone our credences or degrees of belief in different propositions.
In fact, in many human languages, speaking of “beliefs” or “credences” tends to have
a religious connotation which may suggest irrationality or a lack of justification.1

These observations are especially interesting given that so much of formal episte-
mology and decision theory has focused on beliefs, probabilistic credences, and so
forth. At the very least, the role of knowledge in decision-making has clearly been
under-explored, and this deficit in our understanding is now (rightly) being corrected.
By way of motivation, I will briefly elaborate on the ideas included in KCAA which
are relevant to this paper’s discussion.

According toK- Norm, knowledge sets the normative standard for assertion, belief,
and action (Williamson, 2000) (though in this paper we do not care about belief).

Examples like the following show how knowledge norms explain our everyday
expectations regarding action and assertion:

Abdul wants to travel from Germany to Denmark for the upcoming holiday
weekend. The railways have been damaged by storms, and if the main line isn’t
operational, the journey will be more trouble than it’s worth. His friend Bella
tells him that everything will be fine with the trains, so he goes. The trip indeed
goes smoothly, but Abdul learns from a railway employee that the storm damage
has not been fully repaired; the repairs were only paused and some schedules
adjusted to accommodate holiday travelers. Furthermore, this backup plan had
been announced after his discussion with Bella. Although he is able to enjoy
the Danish beaches, Abdul complains to Bella when he returns. He says, “You
shouldn’t have told me there wouldn’t be problems with the trains; you did not
know that at the time!”

This everyday exchange suggests that agents’ assertions are expected to constitute
knowledge; it was not enough that Bella believed the journey would go smoothly, nor
even that it turned out to be true. The story is similar regarding the standard for action:

Chuck has the day off and wants to visit his old and frail grandmother. The
COVID-19 pandemic is underway. Chuck feels a bit unwell, but he thinks that
it is just a cold, and not Covid. He decides not to take a rapid test, which he
finds to be painful and inconvenient. When his sister finds out a week later, she
is furious: “You should not have visited Grandma when you didn’t know that

1 So far, all philosophers that I have asked have confirmed this to be true of their non-English native
languages.
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you only had a cold!” In fact none of them had contracted the virus, but Chuck’s
sister remains upset.

Again, this unexceptional exchange supports the thesis that a true belief is not
enough to justify an action like Chuck’s; only knowledge that he would not greatly
endanger her would have justified his decision to visit his grandmother.

There is of course not complete consensus regarding K- Norm; debate over the
components is ongoing.2 The purpose here is not to place this specific view beyond
doubt, but only to show that there is substantial motivation for it. There are prima facie
strong reasons to expect knowledge to play a central role in the most enlightening
analyses of real-world assertion and action.

K- Function comes from a research program initiated by Craig (1991) and further
developed by Hannon (2018), whose motivation is expressed in the passage quoted
above. In his book of the same title, Hannon develops an extended answer to the
question “what’s the point of knowledge?” — given that it clearly does something
important for us.3

This account of the point of knowledge builds on the increasingly commonplace
(and crucial) observation that humans live in (among other things, epistemic) commu-
nities;we in fact depend on others formost of our epistemic resources (our information,
knowledge, arguments, concepts, theories, etc.) (Hardwig, 1985, 1991). A problem
that arises in this setting is that agents need to determine who in their community is
a good source of information about a given topic—who they should trust and whose
information they should potentially act on—and who is instead relatively ignorant
or even likely to misinform. Craig and Hannon’s basic thesis is that the concept of
knowledge serves the important function of flagging the “reliable informants” about a
given topic. That is—as Hannon spells it out—we label as knowers those whose infor-
mation we take to be reliable enough for our general purposes within the community
(Hannon, 2018, Ch. 2).4

AswithK- Norm,K- Function fits well with our use of language, as the following
example shows:

A group of out-of-town visitors wants to know whether they should go and
attempt a well-known rock climbing route in the area. The weather has been bad
recently, and the groupwants to checkwhether the challenging route is reachable
and reasonably safe.When they inquire about this with their host, their host says,

2 For critical discussion of the knowledge-first paradigm of which K- Norm is a part, see Greenough and
Pritchard (2009) and McGlynn (2014). There is a lot of literature on the knowledge norm of action, but see,
e.g., Hawthorne and Stanley (2008), Schiffer (2007), Fantl and McGrath (2009), Brown (2008), Anderson
(2015), and Gao (2017). Especially relevant to the relationship between knowledge and decisions is the
recent topical collection of Synthese on the topic (Heil et al., 2022). There is also some empirical support
for knowledge norms for action and assertion (see, e.g., Turri 2013, Turri et al. 2017), but not all empirical
tests have supported the same conclusions about assertion (Kneer, 2018; Marsili and Wiegmann, 2021).
3 Craig aims to give a genealogical account, whereas Hannon aims to make their ideas less controversial
by framing his approach as “function-first,” hence not necessarily telling us how our concept of knowledge
in fact came about. Their core claims are otherwise in agreement.
4 Elgin (2020) discusses an important problem with such a practice, namely that the process of flagging
reliable informants is likely to exhibit epistemic injustice.

123



Asian Journal of Philosophy             (2023) 2:77 Page 5 of 32    77 

“hmm, I don’t know about the conditions. You should go ask Daji; she climbs
there frequently and will know what you can expect.”

By saying essentially “I don’t know, but Daji does,” the host communicates the fact
that if the climbing group needs reliable information regarding the likely state of their
candidate destination, then Daji is the one in a position to provide this information.
While this is just one made-up example, when combined with the observation that we
use the word “know” very frequently, it shows how it seems to be extremely important
for people to be able to flag knowers and non-knowers, to facilitate reasoning and
acting on a dependable information base.

1.3 Knowldege in real-world contexts

I have of course left outmanydetails anddiscussion regardingKCAA and the particular
claims that it involves, but the upshot is that KCAA is an intuitive and well-motivated
position. For the purposes of this paper, I won’t argue for anything stronger than this;
I’ll simply adoptKCAA for the sake of argument. AdoptingKCAAmeans, in turn, that
we should expect the newest and best analyses of real-life epistemic activities to reflect
the central role ostensibly played by knowledge. In other words, knowledge should
also be central to our explanations and judgments of people’s assertions, actions, and
epistemic interactions—beyond the simple examples meant to illustrate the point.

The focal problem of this paper, however, is that this is not what we observe.
Instead, prominent, plausible, and indeedhighly attractive and insightful accounts from
contemporary epistemology more broadly may leave knowledge out of the picture, or
even directly reject its central role. The purpose of this paper is to analyze this state
of affairs, ultimately reconciling KCAA with important developments elsewhere in
epistemology, providing more coherence and depth to our developing understanding
of how epistemic communities function. This integrated picture will carry important
lessons regarding how knowledge is used and transformed into choices, in particular.

The remainder of this paper is organized as follows: Sect. 2 presents three very
worthwhile arguments in contemporary epistemology, each of which on its own
appears compelling, but which looks more problematic or puzzling from the KCAA
perspective. The first argument pertains to the standard for scientific pronouncements
(Dang and Bright, 2021), the second to the standard for contributions to political delib-
eration (Peter, 2021), and the third to the purpose and procedures of reasoning (Mercier
and Sperber, 2011, 2017). For each argument, I highlight the apparent tension or con-
tradiction with knowledge-centric tenets, as described above. Section3 looks more
carefully at each of the three arguments presented in Sect. 2, and argues that knowl-
edge plays a crucial role in each setting, contrary to appearances. Section4 integrates
key points from the preceding discussion in order to argue for a different perspective
on knowledge-based decisions. Specifically, I argue that the unappreciated challenge
in characterizing knowledge-based decisions is that we have a plethora of knowledge
and can easily misuse it, and that it is worth pursuing a process-based approach to
the problem of determining what knowledge is relevant to a given decision. Section5
briefly concludes.
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2 Three contrary stories

2.1 Science

The first argument I discuss is presented in Dang and Bright (2021). The authors
express their conclusion starkly as follows: “We argue that themain results of scientific
papers may appropriately be published even if they are false, unjustified, and not
believed to be true or justified by their author” (Dang and Bright, 2021, pg. 1). In the
terms of KCAA, they argue that scientific pronouncements (of the kind intended for
consumption by other scientists; we turn to science’s contributions to public discourse
later) need not be knowledge, nor anything close to it.WhileDang andBright explicitly
do not commit to the premise that the scientific pronouncements in question qualify as
assertions, it certainly appears that their conclusion contradicts the knowledge norm
of assertion. Whether this is really the case will be considered later.

For now, we just need to understand the main reasons for their conclusion, so that
we can see that they are compelling and very much in line with contemporary thinking
in epistemology and the philosophy of science. Dang and Bright make two key points.

First, the scientific community makes progress partly due to a division of labor
between individual scientists, who pursue different methods, theories, and projects
in general, and who assume different positions regarding unsettled questions (see
Solomon 1992; Hardwig 1991; Kitcher 1990, 1995, for seminal works on the division
of cognitive labor). Specifically to the point that (at least some) scientists cannot know
the conclusions they put forth, a division of labor over competing research hypotheses,
theories, or even paradigms is now seen to be essential: the community cannot know in
advance of years or decades of research which theories are best and which projects are
most worthwhile, so it is good that it can cover its bases by having various possibilities
explored (for a detailed historical example, see Zollman (2010)). Necessarily, then,
some scientists will spend their time developing and defending conclusions which turn
out to be wrong, and such endings will often not be terribly surprising.

Second, Dang and Bright appeal to pessimistic meta-induction arguments which
suggest that “almost all scientific public avowals turn out to be false” (2021, pg.
10); current scientists have no particular reason to think that history will eventually
show their conclusions to be true, when their predecessors’ conclusions have been
overturned.

These two points are important, and I will not raise objections to them. In particular,
it seems pretty clear that science can onlymake progress (at least at a reasonable speed)
if scientists are willing to put out conclusions of which they are not certain. A true
conclusion may need to be accepted and worked with for a while before it can be
confirmed. Some conclusions which look well supported will turn out to be false.
Scientists themselves may recognize that the evidence is not completely sufficient to
support a radical new claim, but nonetheless argue for and share it because it would
be extremely important if it turned out to be true, because it provides an important
counterpoint to the existing alternative, or for other similarly sensible reasons. But all
of this means that scientists must state conclusions that they do not know; a knowledge
norm here would make science much too conservative and hence block progress.
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Hence, Dang and Bright reject K- Norm. Scientists regularly assert con-
clusions that they do not know, and it is good that they do so.
Furthermore, scientists are well aware that they don’t know their
conclusions; Dang and Bright provide some historical evidence that
scientists sometimes do not even believe their own conclusions.

I do not think this historical evidence is conclusive, but in any event, based on
Dang and Bright’s argument, there seem to be very good reasons to think that a
strong knowledge norm of assertion does not reflect the de facto standards within the
scientific community, and furthermore that instituting such a norm would interfere
with important mechanisms of progress by increasing caution and conformity.

2.2 Politics

The above argument pertains to scientific assertions which are meant to stay within the
scientific community, and which primarily influence “epistemic actions” such as the
research activities of other scientists. These assertions then arguably have relatively
low stakes; certainly the stakes are much higher when a scientist’s assertion will be
used to determine actions which more directly influence people’s well-being. This
is the case, for example, when a scientist’s expert testimony influences the public
discourse and ultimately how we respond to practical problems such as pandemics,
climate change, and war. K- Norm clearly indicates that these decisions should be
based on knowledge.

Moreover, it has been argued that as the stakes rise—as when many human lives are
on the line—the standards for the basis of the decision also rise (Williamson 2000, pg.
99, Fantl and McGrath 2002). Mere knowledge might not be enough; higher stakes
may require higher-order knowledge (Schulz, 2017) or stronger knowledge (Schulz,
2021) as a basis for action. Alternatively, whether an agent knows a proposition may
depend on the context (Hawthorne, 2004; Stanley, 2005; Fantl andMcGrath, 2009); in
high-stakes contexts, the agent may need to be in a stronger epistemic position in order
to know a proposition that would support their action. There is quite a wide variety
of views regarding the relationship between stakes, epistemic status, and action, but
one way or another, people seem to agree that when facing a consequential choice, as
political choices often are, the epistemic standards are at least as high as they are for
mundane choice problems, and likely higher.

As part of her work on political legitimacy, Peter (2021) considers the hypothesis
that it is indeed knowledge which sets the standard for the admission of a piece
of testimony into political deliberation. Very much in line with knowledge-centric
thinking, she points out that a knowledge norm avoids the recklessness problem by
ensuring that testimony is well supported by evidence. Contrary toK- Norm, however,
Peter comes to the conclusion that a knowledge norm for political deliberation is too
strong. Let’s examine her reasons next.5

Essentially, Peter’s objection to the knowledge norm in this case echoes a familiar
concern about the knowledge norm of action. The concern is that we are simply faced
with too much uncertainty; we know too little for our knowledge to form a sufficient

5 For additional discussion of the norms for scientific advising, see, e.g., Blessenohl and Sarikaya (2022).
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basis for action. We don’t know how likely it is that a person experiences long-term
consequences from a viral infection, nor do we know the extent of heat waves to be
expected in a particular place and time-frame given a possible course of climate policy.
Surely, then, our choices need to select these unknowns, and not just the knowns.

Peter expresses her argument thusly:

There are toomany uncertainties in the political context to allow for ameaningful
restriction of well-ordered political deliberation to what is known. Even the best
scientific advice - the kind of advice we would want political decisions to be
based on - tends not to consist of what is known but reflects a temporary broad
consensus among scientists aboutwhat is justifiably believed in this regard.More
generally, we typically neither know all relevant details of the situation we’re in
nor what the future holds, but political decisions need to be made and assessed
anyway (2021, pg. 401).

As has been extensively discussed in the philosophy of science literature (Frigg and
Hartmann, 2020), much scientific work involves building models to understand phe-
nomena (such as the spread of infections or changes in ocean temperatures) and to
make projections. Importantly,modeling assumptionsmust bemade, and it can happen
that these assumptions turn out to be false in such a way that a model’s results are prob-
lematically influenced. We therefore cannot usually say that the projection provided
by a particular model can be known to accurately indicate what will really happen.
Nonetheless, the results of our best scientific models should surely be admitted into
deliberation.6

2.3 Reasoning

The final argument to be discussed is developed by Mercier and Sperber (2010, 2011,
2017), in support of their argumentative theory of reasoning. This argument is different
from the preceding two in that a central role for knowledge is not discussed and
rejected; instead, knowledge is conspicuously absent from their picture. It should be
noted that while some parts of Mercier and Sperber’s account are quite controversial,
the most controversial aspects (such as the modular mind thesis) are detachable from
the argument of interest here, and at any rate the account as a whole is important
enough to merit serious attention.7

Mercier and Sperber problematize the apparent status of human reason as a “flawed
superpower”: on the one hand humans seem to owe their great success as a species
to our ability to reason, but on the other hand there is a mountain of literature on all
of the ways in which reason seems not to work correctly. The authors argue that this
analysis should make us suspicious, since human reasoning is an adaptation that we
should expect to be tailored to our needs. Therefore, if reason appears not to function
correctly, we should re-evaluate what its function really is. Their core conclusion is

6 In fact, Peter points to the widespread use of models in science to reject a truth norm for political
deliberation.
7 For a good idea of the critical reception, see the many commentaries following their expository article
(Mercier and Sperber, 2011).
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that humans “produce reasons in order to justify our thoughts and actions to others
and to produce arguments to convince others to think and act as we suggest” (Mercier
and Sperber 2017, pg. 7).

Critically, then, reason evolved for use in an argumentative, social context. This
allows us to make sense, for example, of what Mercier and Sperber refer to as “myside
bias,” the phenomenon of people being very attentive to reasons in support of views
that they already hold or which work in their favor, and relatively good at arguing
for positions they endorse, but less attentive and capable when it comes to contrary
reasons and argumentation. When people reason with others, myside bias produces a
division of labor and allows people to be shown by others where their reasoning goes
awry. When people reason alone—outside of the context in which reason evolved
to be used—myside bias can lead people to become more and more committed to
non-meritorious conclusions.

So far, knowledge simply doesn’t appear in this account. The account also seems
very much at odds with KCAA. We can see how both K- Norm and K- Function
seem to fit poorly with the account by considering the two components of interactive
reasoning, as Mercier and Sperber describe them.

First, agents offer their own reasons. Mercier and Sperber characterize people as
being very lax in giving reasons.When an agent asserts something in an argumentative
context, they are not cautious to only put forward well-supported premises; the fact
that a premise supports their position is the key criterion. This doesn’t seem to fit with
K- Norm, though.

Second, agents (consider whether to) accept the reasons offered by someone else.
In contrast to agents’ lax standards for their own reasons, Mercier and Sperber char-
acterize people as vigilant here: an agent carefully considers whether to accept the
reason proffered by the other, because although they want the benefits of good infor-
mation they do not want to be open to manipulation. This line of reasoning thus shares
K- Function’s premise that getting information from others is extremely important
in human societies. There is also the question of whom to get what information from.
Yet Craig and Hannon argue that we solve this problem by flagging the reliable infor-
mants as “knowers,” whereas Mercier and Sperber’s picture looks more competitive
and even anarchic, with individuals left to decide for themselves whether to accept
each premise and obliged to be skeptical. Hence, the account also seems to be at odds
with K- Function.

Interestingly, Mercier and Sperber’s account covers all of human reasoning, includ-
ing reasoning in scientific and political contexts. Descriptively, they provide many
examples which seem to demonstrate that human reasoning works as they claim. We
need to worry, then, that Dang and Bright’s and Peter’s scientists will also interact
in this self-oriented manner. From a theoretical perspective, this reveals that those
accounts also indirectly put pressure on K- Function; in both cases, the status of reli-
able informant (which we presume scientists to have with respect to their own work)
seems to be disconnected from the status of a knower. From a practical perspective, a
worry grows: Knowledge norms and identifying knowers are supposed to ensure that
the information passed around and acted upon are reliable and of high quality. But
then where have these safety devices gone, and shouldn’t we worry if they gomissing?
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3 Reconciliation: hidden knowledge

3.1 Science

In this section, I will re-examine each of the three arguments discussed in Sect. 2, and
explain how the important points of these arguments can be reconciled with KCAA.
The norms for assertions in science are discussed first. It should be noted, though, that
the domains of science and political deliberation are connected, especially insofar as
we are especially concerned with the contribution of scientists to political discourse.
Furthermore, argumentation takes place in both of these domains (and elsewhere).
Hence, my responses to the three arguments are not intended to be kept separate, and
indeed they will merge to an extent.

Dang and Bright make several important points which must be accommodated:
scientists need to divide labor to explore various alternatives, including those with
initially dubious merits; if scientists are too conservative, then progress will be ham-
pered; and this means that scientists must sometimes be willing to go out on a limb,
andwager claims beyondwhat they can know. Aswith everything else in life, however,
moderation is key. If the standards for assertion in science are too low, then progress
will also be hampered. After all, we still think that scientists should tend to work on the
projects which are truly best justified andmost promising. And how could the scientific
community be expected to identify and eventually converge on worthwhile theories,
projects, etc. if the journals and other communication channels were swamped with
junk that nobody really took seriously?

The key to the middle ground here, which actual science arguably occupies, lies in
the distinction between different types of scientific claims which is implicit in Dang
and Bright’s argument. Dang and Bright do not state that scientists in general need
not know anything they say; instead, they argue that scientists’ “main conclusions” in
particular need not be known. As I interpret their discussion, we can think of these
main conclusions as the general takeaways that scientists identify based on pieces of
research, and which often appear in the titles, abstracts, introductions, and conclusions
of their articles.

Critically, however, these “main conclusions” represent only a tiny fraction of the
statements appearing in a scientific article or presentation. I argue, furthermore, that
they are far from the most important statements. The backbone of a piece of scientific
research is instead the numerous more specific claims that stand behind the general
conclusions. These more specific statements include descriptions of the state of the
literature and the open problems to be addressed, reports of the evidence used or
gathered, reports of research protocols, descriptions of the content of the theories
used, descriptions of the models employed and their rationales, and claims about the
consequences of the models, i.e., what is true within a model or modeling framework
or what is observed when a simulation model is run.

These more specific assertions are what ultimately move our collective knowledge
base forward, and what other scientists carefully inspect, combine, and build on.
Therefore, I argue, these specific assertions are expected to be known, in accordance
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with K- Norm.8 This makes sense: We know from history that we really need some
scientists to go out on a limb and argue that theory A is better than theory B (as a main
conclusion), even when the total evidence may make this unclear or even unlikely. An
argument that we similarly need scientists to go out on a limb and declare that they
performed experiment C when they really performed D (a nuts-and-bolts claim), or
that their simulations revealed some outcome E when they revealed not E but F, is not
forthcoming. Indeed, we would call this fraud.

It’s true that choices and interpretation are needed, to an extent, throughout the
scientific process, and itmay not always be completely clearwhether something should
be seen as a subjective conclusion or a (relatively) objective claim about the world.
Nonetheless, actual practice seems to reflect my distinction between the normative
standards in place for general conclusions and for the nuts-and-bolts of research.
Generally speaking, scientists are permitted to speculate a bit when arguing for the
general consequences of their work; theymay even be expected to do so, as the practice
may have practical benefits, as discussed below. Such speculation is not held to the
same standards as the rest of the work; we might even say that these speculations
are not treated as assertions. A scientist who does solid work but uses it to defend a
position which turns out to be wrong is not in any kind of trouble with the community.

In contrast, scientists do seem to be held to something like a knowledge norm
when it comes to the more specific claims which collectively form the body of their
research. A scientist who reports evidence they don’t believe to be true is taken to
act dishonestly and fraudulently. A scientist who does not check their work carefully
and so reports unjustified “results” from modeling work is taken to task and seen
to lack the necessary integrity. It is similarly unacceptable to misrepresent the state
of research on a topic. Scientists who are found to make non-knowledge assertions
of these kinds are held responsible for violating community standards.9 We see this
borne out in the standards for retractions or corrigenda of published scientific work:
It is common for journals to publish a corrigendum if an error is found in a paper’s
formal argumentation, for example if there is a problem with a proof. In extreme
cases of false or misleading nuts-and-bolts research, as when experimental practices
are not accurately reported or data use is grossly inappropriate, work can be retracted
(Wikipedia contributors, 2023). Hardly anyone would find it necessary to formally
correct or retract a methodologically solid paper, on the sole grounds that the general
conclusions turned out to be wrong (e.g., the work was used to defend a theory that
was later agreed to be wrong).10

8 As noted above, I adoptKCAA in this paper for the sake of argument, and aim to show that it is compatible
with arguments likeDang andBright’s. Thismeans that I argue that these specific assertions should be known
in contrast with being potentially unknown, unjustified, and unbelieved, as Dang and Bright claim for the
“main conclusions.” I cannot provide an argument here that the nuts-and-bolts claims of scientific papers
should satisfy a knowledge norm in contrast with a closer alternative such as a certainty (Beddor, 2020)
or surety norm (Goodman and Holguín, 2022). See also Lackey (2007), McKinnon (2013), and Simion
(2016).
9 We’re ignoring here the fact that due to power imbalances, biases, and so forth, individuals may not be
punished equally for violating scientific standards. Standards may also be interpreted and implemented in
a biased manner. The in-principle standards themselves are what matters here.
10 Thanks to an anonymous referee for pointing to the conditions for retraction as supporting my argument.
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It is then an interesting question why there would be a different norm for “main
conclusions” than for the body of research. A plausible answer is that the two kinds
of statements have different functions, which support different standards. Specific
claims about why, how, and what research was done provide the concrete basis for
further work, providing concrete information about the phenomena under study given
our current understanding. If this cannot be relied on, then it is difficult to see how
progress could be possible.11 In contrast, general conclusions seem to have a more
psychological function. They may help to catch the interest of possible interested
parties, unleashing creativity or providing inspiration; efficiently communicate what
an article or talk is about, possiblymaking the research easier to digest and understand;
signalwhat sub-community the scientists behind it belong to, helping others to seewhat
other work this work might connect to, and how; help other scientists to understand
which options are considered live and what the general perspective of the community
on general questions is; and ultimately motivate other scientists to pursue a particular
project. Science without general conclusions could be too boring to attract much
effort, or simply too hard to approach for cognitively limited beings. In effect, main
conclusions may have a heuristic function, and it is plausible that they couldn’t serve
their purpose (e.g., rendering research more accessible) if they were held to a high
epistemic standard.

Darwin seems to have had a similar view on the different purposes and standards
for different kinds of claims within science. Smaldino (2022) paraphrases Darwin as
follows:

What [Darwin] is saying ... is that we shouldn’t worry too much about false the-
ories, because academics are competitive and love to take each other down a peg
by demonstrating logical inconsistencies in one another’s theories. ... However,
any coherent explanation must rely on a firm foundation of facts. If our facts are
false, we end up wasting our time arguing about how best to explain something
that isn’t even true (2022, pg. 20).

While our conception of science has grown beyond a simple distinction between
empirical facts and logically constructed theories, Darwin’s point remains fundamen-
tally sound and supports my claim that there are different standards for different kinds
of scientific claims. Implicitly, Darwin also acknowledges that this is because the dif-
ferent kinds of claims are used in different ways. While theory building is essential
to science, I have suggested that the “main conclusions”—as related to, though dis-
tinct from, theories—serve a heuristic and communicative purpose rather than a deep
scientific one.

Where does this leave us with regard toK- Norm?We already saw that K- Norm is
not challenged by scientists’ apparent standards for the nuts-and-bolts claims that com-
prise most of their published work; Dang and Bright haven’t given us an argument that
knowledge is not the relevant norm for those assertions. They have given us a convinc-
ing argument that knowledge is not the norm governing all scientific pronouncements,

11 This is not to deny that specific scientific claims are theory-laden or relative to a paradigm that may not
be in place forever. I take for granted that we can have (scientific) knowledge, even if our beliefs are not
eternally and universally valid.
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in particular because it doesn’t govern “main conclusions.” We could say, then, that
K- Norm is not universally valid; it has at least some exceptions. Amore elegant solu-
tion, however, would be to retain K- Norm, but not categorize the “main conclusions”
as assertions.12 This would follow anyhow if the knowledge norm were a constitutive
norm for assertion, as (Williamson, 2000, Ch. 11) argues; then we would reason from
the fact that those particular pronouncements are not (expected to be) known to the
conclusion that they are not assertions. Dang and Bright themselves are less interested
in the question of whether these claims count as assertions (which they do not insist
on) than with the standards that apply to them. On that point we are in agreement, and
in any event, their argument is not as dangerous for K- Norm as it at first appeared.

3.2 Politics

Political deliberation presents an importantly different context from internal scien-
tific argumentation. Peter recognizes this, writing, “I take it as a given that certain
speculative claims can be validly asserted in a scientific context, but not necessarily
in other contexts, e.g., in a context of policy-planning” (Peter, 2021, pg. 398). Since
political deliberation is typically aimed directly at decision-making, norms for both
assertion and action are relevant, and the stakes are (in general) correspondingly higher
since errors are more likely to have serious short-term and long-term consequences for
many peoples’ lives. At the same time, however, the kind of heuristic function served
by general conclusions could be even more important than in the scientific context.
While scientists may use general conclusions to orient themselves but still necessarily
dig deeper into the details of relevant research work, there is plausibly less capacity
for communicating the details in a political context; parties to the deliberation will
often lack the necessary expertise to engage with the full details of scientific research
and the state of knowledge, and will certainly lack the time to do so regarding every
relevant research domain. Hence, it appears simultaneously more valuable to apply a
knowledge norm for admission into political deliberation, and less practical to restrict
contributions in this way.

In light of the former consideration, I will argue in defense of knowledge as the
epistemic standard for contributions to political deliberation (hence defending K-
Norm).13 I will focus on contributions from scientists providing expert testimony,
since Peter’s relevant arguments are based on considerations about scientific testimony.
Even relatively minor political decisions (such as slight changes to the regulations
regarding agricultural subsidies) can end up having significant consequences for the
individuals whose lives are directly affected. The most active political deliberation,

12 Other solutionsmay be possible. For example, a referee points out that constructive empiricists might say
that “main conclusions” aim at empirical adequacy rather than truth (see Van Fraassen 1980). In that case,
plausibly, K- Norm might apply to the belief that the conclusion one articulates is empirically adequate,
rather than to the conclusion itself. This would have the benefit of providing a clear standard for main
conclusions.
13 Here again, I defend knowledge over much weaker epistemic standards, rather than knowledge over
close alternatives such as a certainty norm.
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moreover, tends to concern major decisions like how to respond to problems such as
climate change; such decisions can be expected to have significant consequences for
most people. Thus, lowering the epistemic standard for contributions must be seen as
potentially very costly in terms of the expected decision quality, and cannot be taken
lightly. As noted above, several authors have defended the very intuitive claim that as
the stakes rise, the epistemic standard for the basis of action becomes correspondingly
higher. From this perspective, making (especially major) political decisions on the
basis of less sound, unknown premises is unacceptably irresponsible.

Peter’s claim, however, was not that it is undesirable that contributions to delibera-
tion constitute knowledge, but that such a standard cannot be met in practice. The task,
then, is to show that the knowledge standard is not in fact too high. The crucial claim
in support of this is that insisting that we act on knowledge does not—contrary to the
general perception—mean ignoring the uncertainty and complexity that real-world
agents face; instead, it means taking it seriously, by not over-simplifying.

To see this, let us compare different kinds of contributions that scientists might
make to political discourse, in light of specific concerns onemight have about insisting
that these contributions constitute knowledge. First, take Peter’s concern (highlighted
above) that scientific testimony often “reflects a temporary broad consensus... about
what is justifiably believed.” Now, it could be the case that if the scientific community
generally agrees that we are well justified in believing x, then the community should
simply be treated as knowing x (and is then entitled to act as if x were true; let’s
accept that knowledge is fallible and we must not all be skeptics). If not, then there are
presumably specific reasons why the community is hesitant to treat x as knowledge.
Perhaps x is the best hypothesis at the time, but it is clear that the evidential basis is
not all that strong. Perhaps x would be the case if the present situation were like the
past ones in all relevant respects, but it’s still not clear whether this case might not be
importantly different. If the community is not held to a knowledge norm, then perhaps
they are allowed to simply assert “x.” If, instead, they are held to a knowledge norm,
then they don’t simply keep quiet; they assert something like “we largely agree that
x is most likely to be true according to everything we know (which is quite a lot!).
However, it is always possible that this case turns out to be special, and so we will
keep an eye on the situation to see whether y doesn’t turn out to be the case instead.”
The latter contribution both respects the knowledge norm and more honestly reflects
the real uncertainty involved in the situation instead of sweeping it under the rug. It
arguably captures how scientists often communicate with the public.

Why would we prefer the former kind of contribution to the latter? The main reason
that I can see would be a concern that the more nuanced contribution is somehow
too complicated to be integrated into a decision-making process. More information
is harder to process, and perhaps more likely to be ignored rather than dealt with.
I acknowledge that the audience may prefer simple contributions, but deny that this
makes simpler, non-knowledge contributions preferable tomore nuanced, knownones;
if y is really a live possibility for the future, then it is good that society be aware of this
and have the option of either ignoring it for now or incorporating it into their choices.
How cautious society should be in this regard is arguably a question that society should
make via deliberation, and not one that scientists should make for them by hiding
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existing uncertainty.14 Some of the public may be overwhelmed by the uncertainty,
but then it is the job of their representatives to deal with it, to communicate what is
important, and to act in their constituents’ interests.

Second, let’s take Peter’s concern that much scientific theorizing proceeds via mod-
eling. Modeling results (a) are dependent on underlying modeling assumptions, and
(b) typically cannot provide precise and reliable information about what will occur in
the future. We can again compare different kinds of contributions that scientists might
make, and consider whether the knowledge-constituting contributions are better. If (a)
is the main concern, would we prefer that scientists tell us simply “x,” or that “our best
models all suggest that x, this result is fairly robust to different modeling assumptions,
and so x is strongly supported although not absolutely certain”? If the main concern
is (b), would we prefer “sea levels should rise by x centimeters during the next ten
years” or “sea levels will almost surely rise between y and z centimeters in the next
ten years, with x centimeters being the most likely increase”? As before, the former
contributions are simpler, easier to generate and easier to digest, but do not count
as knowledge. The latter contributions (by hypothesis) do count as knowledge, or at
least represent the kinds of statements scientists would make if they aimed to satisfy
a knowledge norm. These contributions can therefore be trusted and relied on in a
way that the former cannot. They do not ignore real uncertainty and complexity. As
a result, they provide a better foundation for decision-making. If x is very likely but
not certain, then we may not want to lock ourselves into a course of action that will be
catastrophic if x turns out not to be the case. If scientists know that sea levels may well
rise more than x centimeters, then surely the public should make an informed choice
about whether to prepare for the possibility of a greater rise than expected.15

Still, there is a large literature questioning how it is possible to learn about the real
world via idealized, abstract models (see Reiss 2012, for a useful systematization). A
main source of skepticism about modeling in science is essentially (a) above: given
that models rely on assumptions whichmay be false—as well as assumptions we know
to be false—it is hard to see how they could deliver knowledge about the world.

This is an important issue that should be taken seriously, but not, I would argue,
by lowering the epistemic standard for important decisions. If we really think that
scientific models cannot produce knowledge of a certain type, then conclusions based
on these models should not be passed along as if they were a solid basis for policy
when they are not. In this case, it would be important to determine what kinds of
knowledge can actually be produced, and how, even if this means that conclusions
cannot be drawn as quickly or presented with as much certainty. If we think that there

14 Obviously, scientists do not further debates about things like pandemics by pointing out far-fetched
possibilities, such as the apparent non-zero probability of “bizarre ‘quantum’ events” like a dropped marble
passing through the floor to land beneath the house (Hawthorne andLasonen-Aarnio 2009, pg. 94).However,
epistemologists tend to agree (via one argument or another) that we can have (and communicate) everyday
knowledge despite the existence of various undermining skeptical hypotheses which we strictly speaking
cannot rule out. We should apply our ordinary pragmatic standards for knowledge and assertion to the
scientific communication under consideration.
15 In this vein, Samuels (1989) presents a nice argument that scientists (specifically, economists) should
be much more “diffident and restrained” in giving policy recommendations.
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are particular ways that models can be used to produce particular types of knowledge,
then scientists should use models in those ways and then pass along the knowledge
which can actually be attained. There are proposals along these lines in the litera-
ture. For example, Alexandrova and Northcott have argued that models can be used to
develop causal hypotheses, which when tested and verified can constitute knowledge
(2009). They make the forceful point that when it really matters, it would be foolish
to simply trust a formal model with no genuine empirical confirmation, and we often
don’t (or do so to our peril). Grüne-Yanoff (2009) has argued that models on their
own can prove modal hypotheses, i.e., show us what is possible or what necessarily
follows from what. Acting on the basis of such relatively modest model implications
is intuitively sensible and responsible. Much of the discussion about models is moti-
vated by concerns that much too much stock is put into model results in themselves.
Given this, there are better reasons for retaining a high standard for contributions from
scientists for policy-making purposes than for relaxing it to accommodate uncertain
modeling results.

As a closing observation, I would point out that real-world scientists themselves
seem to prefer a higher standard for contributions that leaves room for the uncer-
tainty which we really face. It has become a topic of public discussion, especially
during the COVID-19 pandemic, that scientists often try to communicate both their
best hypotheses and the uncertainty surrounding them to the public, but their quali-
fications and nuances are often lost or hidden behind attention-grabbing headlines.16

This is frustrating to scientists who try to communicate important understanding to
the public, and problematic for policy-makers because catchy slogans and other over-
simplifications are not in fact a good basis for important choices. It could be the case
that people no longer have the time, energy, or attention spans to properly attend to the
subtleties of our state of knowledge on important issues. I would argue, however, that
the proper normative response is to develop decision-making processes that facilitate
proper engagement with the relevant knowledge base, and not to base our decisions
on easily digestible, but superficial and misleading, grounds. I return to this point in
Sect. 4.

3.3 Reasoning

Unlike Dang and Bright’s and Peter’s arguments, Mercier and Sperber do not directly
argue against KCAA; instead, they seem to simply tell a very different kind of story,
as explained above. I will close this section by arguing that this appearance is deceiv-
ing. Specifically, I will offer three proposals for how knowledge may be playing an
important role in an argumentative account of reasoning, even if this role has not been
the part of the story Mercier and Sperber sought to highlight.

16 Nuance can also potentially be exploited by malevolent actors to spread conspiracy theories and the like,
or more generally, interpreted by some of the public to mean that scientists don’t know what’s going on,
and anything could be true. I think that this is a serious practical problem, but one that should be dealt with
through science education, improving digital competence and robustness to fake news, and so forth. Basing
decisions on over-simplified versions of our best science seems to me to be a problematic overreaction.
Thanks to suppressed for review for pressing this issue.
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The first proposal is that in an argumentative context in which agents exchange
reasons, the agents are in fact expected to know their reasons (i.e., K- Norm holds).
Agents are characterized as lax in giving reasons, but this need not mean that the
reasons aren’t known; it can mean that the agent does not apply a high standard for
the relevance of the provided reason or for its ability to justify the conclusion the
agent is trying to defend. This proposal seems to be perfectly compatible with the
argumentative theory of reasoning.

The ease of combining a knowledge norm of assertion with the argumentative
theory can be illustrated by considering a realistic argumentative exchange which is
very much typical of Mercier and Sperber’s examples, but with a knowledge-centric
twist:

Suppose Esther and Frana are trying to decide what to do on Saturday. We can
well imagine the following exchange taking place:
Esther: We haven’t been to the movies in so long! Let’s go see that new movie
people keep recommending.
Frana: But the sun is also out for the first time in ages! Why not take advantage
and have a nice picnic?
Esther: We will have good weather for a picnic next weekend, too. I’m really
itching to see this film.
Frana: You don’t know that the weather will stay like this! You probably haven’t
checked the forecast for tomorrow, let alone a week from now.

The agents exchange self-serving reasons, trying to convince the other to go along
with their preferred plan rather than objectively considering the best course of action.
They serve their interests, however, by highlighting some pieces of information rather
than others—we can even imagine that their friend Gengis has a birthday the next day,
and it would make a lot of sense to prepare the food for the party, but neither of them
mentions this because they don’t feel like doing it. An agent who asserts something
that they clearly don’t know will still be challenged, as we see when Esther tries to get
away with postponing the picnic on the invented grounds that next week will work just
as well. The knowledge norm of assertion suggests that pointing out that a proffered
reason is unknown should be sufficient grounds for rejecting it.

One of the few places inThe Enigma of Reasonwhere knowledge plays a substantial
role is Chapter 16, where Mercier and Sperber discuss the universality of reason. The
discussion here supports the hypothesis that reasons are held to a knowledge standard.
The authors report on experiments in which completely unschooled individuals were
provided with simple logic problems, including the following (from experiments by
Luria):

In the Far North, where there is snow, all bears are white. Novaya Zemlya is in
the Far North. What color are bears there? (Mercier and Sperber, 2017, pg. 278)

Analyzing the transcripts from Luria’s experiments, Mercier and Sperber argue that
the unschooled individuals understand what the answer to this problem is supposed
to be, but refuse to give this answer, essentially, because they are unfamiliar or not
on board with the idea of claiming a conclusion which they wouldn’t claim in the
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real world. In other words, the participants seem not to be willing to assert the logical
conclusion because they do not know it to be true. This interpretation is supported by
the transcript excerpts that Mercier and Sperber provide (2017, pgs. 280–281):

Young Uzbek: From your words it means that bears there are white.

Older man: What the cock knows how to do, he does. What I know, I say, and
nothing beyond that!

If we accept that reasoning has a fundamentally argumentative function and ismeant to
be used in a social context, we still require an account of which reasons are permitted
and which are not.17 This example further supports the idea that a knowledge norm
of assertion should be part of this account.

My second proposal is that Mercier and Sperber underestimate the importance of
cooperative argumentation (a point also made by Dutilh Novaes (2018)). Here, it is
important to note that while they argue for an argumentative function of reasoning, it
remains unclear what the function of argumentation is. At some points, the authors
provide examples where agents seem to improve with respect to a commonly shared
goal through argumentation, as when a group of reasoners is able to find the answer to a
logic problem that none could identify alone, or when scientists improve their theories
by discussing themwith others. Often, however, the argumentative theory is expressed
in a more competitive way, with agents seeking to convince others to adopt their own
views. This has been a common theme in discussion of Mercier and Sperber’s work
(2011, Peer Commentary). Quite plausibly, argumentation is an important tool in both
kinds of cases; we can argue together to figure out, for example, which insurance plan
best meets our needs or how to go about fixing a broken appliance, but we can also
argue to determine which of us gets to eat the last piece of pizza or who has to clean up
while the other relaxes. One context is cooperative and the other competitive, but in
both cases we use argumentation to make a decision (plausibly, again, with knowledge
as input).

Mercier and Sperber, however, say that people with common interests and mutual
trust would have little or no use for justification and arguments (2017, pg. 334). This
makes sense if we imagine argumentation being used to determine who gets their
way or enforces their opinion, and involving attempts at manipulating others through
reasoning. If we have a common goal and mutual trust, then indeed there is no point
in trying to manipulate one another. Argumentation, however, is still useful insofar
as the mutually-beneficial course of action or the best viewpoint is not completely
obvious. This is clearly the case for many interesting real-world contexts. If our com-
mon aim is to try to identify a yet-unknown truth, then argumentation is a valuable
tool for reasons Mercier and Sperber themselves discuss at length (e.g., we can point
out flaws in one another’s reasoning and take advantage of different perspectives or
evidence bases). The same applies if we need to identify a good course of action. If
we consider cases such as trying to anticipate the consequences of climate change or
plan a response to it, then it is easy to see that argumentation is not necessary only

17 There is no need to start from scratch here; see Dutilh Novaes (2022) for an overview of the literature
on argumentation, and also Norman (1998) for an example of an account of proper reason-giving.
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because people have partially different interests and may not always trust one another.
Even setting these complications aside, argumentation is required because it is simply
very hard to anticipate the specific consequences of possible courses of action and to
plan accordingly.

Exchanging reasons is basically the only method we have to try to collect a very
diverse array of complicated information and goals, and to transform this into a unified
perspective or plan. Critically, then, we do want the parties to the discussion to be
exchanging items of knowledge or something similarly reliable (as argued previously
regarding political deliberation). When there are convergent interests, putting forth
shakier premises—to say nothing of deliberate misinformation—can generally be
expected to do more harm than good. The problems to be solved are still hard—and
argumentation is needed—because the relevance of each item of knowledge, and how
it fits into the bigger picture, need to be determined. So, in line with the first proposal
above, agents are expected to know their reasons, and in a cooperative reasoning
context argumentation serves to sift and integrate knowledge in an acceptable way.
That is, in a cooperative reasoning context, both K- Norm and K- Function are well
motivated.

My third proposal is thatK- Function—the role of reliable informants (knowers)—
can and should be integrated into an argumentative theory of reasoning. Reliable
informants are arguably a bit of a double-edged sword, from this perspective (a point
which I reiterate in Sect. 4.4 below). On the one hand, more and better knowledge can
enable better decision-making. Especially inmore cooperative contexts, the groupwill
be better off if this knowledge can be exploited. This is why expert advice tends to be
sought in important choice situations. As previously observed, however, knowledge
on its own does not suffice for choice. For one, the relevance question has to be settled:
which knowledge do we act on? Secondly, choices are the product of both knowledge
and values, and the integration of knowledge must reflect goals and values which are
typically not just a matter of expert testimony.

On the other hand, therefore, people who know more have more argumentative
power and more ability to steer the group towards their preferred conclusion or course
of action. This is not an unmitigated boon given that they (a) are subject to the same
cognitive biases as everyone else and reason best in an argumentative context, per the
theory, and (b) typically have domain-restricted status as a reliable informant about
some, but not all, topics (for example, the expert on biodiversity need not be any kind
of expert when it comes to questions of moral value). The worry here is similar to one
discussed by Mercier and Sperber; they provide colorful historical examples to show
that better reasoners are also better at finding ways to justify poor and even abhorrent
conclusions (see esp. 2017, Ch. 13).

It is important, then, to integrate the distinction between knowers and non-knowers
(emphasized by Hannon) with the argumentative theory. The argumentative context is
supposed to provide a corrective to myside bias because reasoning can be challenged.
Yet challenging someone else’s reasoning will be harder, or even impossible, when
that person knows much more about the topic at hand. Knowledge asymmetries, then,
can amount to power asymmetries, giving the knower an argumentative advantage that
can work to the detriment of others, or even to all. This is especially worrying in high-
stakes contexts with substantial knowledge asymmetries, as in political deliberation
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with contributions from experts. This brings a new dimension to Peter’s problem of
what and how scientists should contribute to political discourse—even if scientists
only assert what they know, their argumentative advantage could be detrimental to
decision quality. This needs to be balanced against the benefits of their knowledge.

4 Consequences for knowledge-based decisions

4.1 The three arguments andKCAA

So far, we have examined three insightful contemporary arguments about the func-
tioning of our epistemic lives and communities, pertaining to science, politics, and
the role of reasoning more generally. Each of these arguments fits, prima facie, poorly
with the tenets of KCAA, namely that knowledge provides the normative standard
for assertions and actions (K- Norm) and that knowers play a central role in epis-
temic communities as reliable informants (K- Function). I have argued, in each case,
that the irrelevance or unsuitability of knowledge is merely apparent; items of knowl-
edge may not play the glamorous role that the authors have seen fit to emphasize, but
knowledge can still be seen as playing an indispensable role in each of these contexts,
enabling scientific progress, informed political decisions, and the exchange of legit-
imate reasons in argumentation behind the scenes. This addresses the first problem
targeted by the paper, regarding the role of knowledge in our epistemic lives, and
specifically the question of why knowledge does not seem to play the role we would
expect it to in contemporary accounts. In short, the proponent of KCAA can argue that
knowledge does play a key role; this role simply has not been made explicit or spelled
out in detail. Or in other words, KCAA is more compatible with the argumentation of
Dang and Bright, Peter, and Mercier and Sperber than it first appeared.

The preceding discussion also helps us to address the second target problem,
however: how should we characterize rational, knowledge-based decisions? By high-
lighting diverse aspects of real-life knowledge generation and usage, the arguments
about science, politics, and reasoning provide a new perspective on knowledge-based
decisions. Specifically, I draw out four consequences for knowledge-based decisions
on the basis of the preceding discussion. These pertain to the role of uncertainty, the
relevance of complexity, the “myside” bias of individuals, and the asymmetry between
knowers and non-knowers. An important upshot will be that we need to theorize about
the process of transforming knowledge into choice, and not just the outcome of fixed
decision problems.

4.2 The role of uncertainty

Discussions of the knowledge norm for action often reflect a perception that the uncer-
tainty we face presents a problem for basing decisions on knowledge. In the context
of this paper, this shows most clearly in Peter’s argument against the knowledge norm
for contributions to political deliberation; even the current best scientific consensus
is uncertain, hence scientists must be able to make contributions which are uncertain,
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since it is better to use such contributions in the decision-making process than to forego
them. Similarly, on Dang and Bright’s account, scientists must put forward uncertain
conclusions because science could only proceed at a snail’s pace if we had to wait for
certainty.

One way or another, it seems clear that decisions must reflect our uncertainty, in
particular in cases of non-trivial decision-making. Contrary to common perception,
however, the conflict between basing decisions on knowledge and respecting the under-
lying uncertainty is not substantial. Rich (2021) spells out an argument for this as away
of defending the knowledge norm of action; so, this point is not entirely new and can
be made independently of the arguments in this paper. The political decision-making
context discussed here provides a new way of seeing the point and its importance,
though, and it is relevant to our subsequent conclusions as well.

I have already argued, in response to Peter, that scientists’ contributions to delib-
eration should reflect the underlying uncertainty, even though this will make their
contributions more complex, since the decisions being made are important and deci-
sion quality will generally suffer if we erase nuance and details and pretend to know
whatwe do not know. For example, wewill be better equipped to decide how to prepare
for rising sea levels if we are told the range of possibilities indicated by the models and
the scientists’ judgments of these levels’ likelihoods, than if we are given a simplistic
item of non-knowledge like a specific magnitude of increase. The decision-makers are
free to use this complex knowledge in various ways, for example by simplifying it to
suit their needs and goals. To put it differently, to say that a decision is “based on”
knowledge is to speak loosely, and the most sensible way to interpret the injunction to
“base decisions on knowledge,” on my view, leaves a lot of freedom to the decision-
maker to transform the knowledge into a choice in different ways, for example by
(deliberately) focusing on the most likely sea level rise or on a worst-case scenario
and choosing a policy that works best for that chosen case.

This position fits well with the literature on decision-making for hard cases with
severe uncertainty, for example given climate uncertainty or the consequences of
genetic modification. Nobody here seems to advocate dealing with severe uncertainty
in a decision-making context by replacing scientists’ complex understanding of the
possibilities with highly simplified generalizations—certainly not before representing
the choice problem in a way that reflects the real underlying uncertainty. Take for
example what Mitchell writes (2007, pgs. 61–62):

Policy makers would like neat, certain answers to questions of risk so that an
easily enforceable policy can be made. However, fixed probability assignments
cannot reflect our scientific knowledge in these situations. We cannot pretend
that there is certainty when there is not—and we cannot hold out for certainty
when it is not going to be found. ... [T]o make our policy depend on [certainty]
is a mistake.

Again, the crucial point here is that basing a decision on knowledge doesn’t mean
ignoring uncertainty; instead, it means taking it seriously, basing a choice on complex-
but-known propositions rather than simple-but-false ones.
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This leaves open exactly how to characterize our uncertain knowledge-based
choices. There are many possibilities, and different characterizations may be suited to
different purposes. For some purposes, we might characterize qualitative, reasons-
based choice. Then, for example, we could represent agents as having ordinary
propositional knowledge (Williamson, 2005) or “probabilistic knowledge” à la Moss
(2017) (allowing knowledge to be a graded attitude). For other purposes, we might be
better served by a formal decision theory interpreted such that a knowledge standard
would be applied to some components. Variations thereof have been proposed, for
example, by Levi (1980), Weatherson (2012), Hawthorne and Stanley (2008), Schulz
(2017), and Rich (2021); Goldschmidt (2023) discusses how we might evaluate such
proposals and determine their contexts of application. I think that K- Norm, which we
are here taking as a premise, prima facie leaves room for all of these characterizations.

Considering high-stakes choices beset by serious uncertainty, however—like many
big policy choices—suggests that (at least for those kinds of choices) the simplest of
those characterizations, or those inwhich knowledge plays the smallest role,will not be
the most appropriate. Hence, we may need to turn to a characterization such as Schulz
(2017) in which higher-order knowledge is used in higher stakes situations (which
fits well, for example, with the call for scientists to consider the broader implications
of error (Douglas, 2009)). Or, if we are in a situation of radical uncertainty—like
those described by Mitchell above—then we may need to apply a theory of choice
that doesn’t force us to oversimplify by using fixed probabilities. For example, we
might apply a formal decision theory that accommodates imprecision (Rich, 2021).
No matter what, a careful consideration of what counts as known and unknown can’t
be avoided; uncertainty is always there, but that is no excuse to be careless.

4.3 The relevance of complexity

The second important lesson for those seeking an account of knowledge-based deci-
sions has to do with complexity and its consequences. Real-world decision-making is
complex (in part due to the uncertainty emphasized above). We don’t have the capac-
ity to consider everything we know and don’t know about the world, our options, and
their consequences all at once. Because of this, we need not only normative theories of
decision-making for ideal agents, but normative theories that apply to bounded agents
like us.18

One might have thought that a normative theory for bounded agents is only a
challenge for adherents to highly formalized accounts of rational decision-making
like expected utility theory. Based on the foregoing discussion, I will argue that this is
not the case, though: The upshot of this section is thatwe have scarce short- ormedium-

18 Weirich (2004) is an example of someone who has taken up this challenge for the expected utility
approach to rational decisions. He explains the challenge thusly (Weirich, 2004, pg. vii):

Normative decision theory ... invokes idealizations to put aside problems arising from our cognitive limits
and mistakes framing our decision problems. As decision theory matures, it pays more attention to its
idealizations and works to remove them. Its ultimate goal is a general theory that evaluates and provides
direction for our decisions, decisions made by nonideal agents in nonideal circumstances.

Weirich discusses other ways of de-idealizing decision theory in Ch. 1, before providing his own theory.
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term prospects for a fully general, frame-independent, outcome-based characterization
of knowledge-based decisions such that if we look at a real decision situation that a
real agent faces, we can uniquely identify the action the agent would take if they base
their choice properly on their knowledge. Both the agent and we—the modelers—are
bounded in ways that prevent this. I will explain why this is the case and argue that we
should respond by stepping back to investigate the process by which knowledge-based
choices are made, in particular how those choices are characterized or framed.

4.3.1 The problem of relevance

Why can’t we simply make a general theory of knowledge-based decisions that char-
acterizes the decision a real agent should make, given their knowledge? An important
problem that stands in the way is known as the problem of relevance, which came out
of the discussion of the notorious frame problem in AI (for characterizations of the
different problems, see Samuels 2010).

The previous discussion of the argumentative theory of reasoning hinted at the
difficulty. There, I claimed that trying to get one’s way in an argument typically
takes the form of selectively presenting items of knowledge, rather than presenting
items of non-knowledge and hoping not to be called out. In my example, Esther and
Frana had selected weather and the appeal of movies and picnics as relevant to their
activity choice, while ignoring their obligations for their friend’s birthday party. Can
we provide a general theory of knowledge-based decisions that will tell us which items
of knowledge Esther and Frana should use in making their choice? A large literature
in cognitive science, inspired by AI research, basically says that we cannot.

Glymour (1987, pg. 65) phrases the general problem thusly:

Frame Problem Instance: Given an enormous amount of stuff, and some task to
be done using some of the stuff, what is the relevant stuff for the task?

In our case of interest, the stuff is an agent’s knowledge, and the task is decision-
making. It is widely acknowledged that solving this problem of relevance is extremely
hard (if not impossible), in particular if the agent in question is as complex as a human,
if the solution to the problem is to be computationally tractable, and especially if the
relevant stuff is to be identified either correctly or well enough to enable human-level
performance on the task (the literature on the frame problem is enormous, but for
present purposes see especially Glymour 1987, Samuels 2010).

Given the consequence elaborated in Sect. 4.2---that knowledge is compatible with
uncertainty—this relevance problem becomes more acute because we see that peo-
ple don’t have a paucity of knowledge, but rather a plethora. Especially through the
discussion of Peter’s and Mercier and Sperber’s works, we have also seen that the
relevant items of knowledge are not pre-determined or given, but have to be selected
for the purposes of decision-making. Which items are selected goes a long way to
determining what choice is ultimately made. But we know from the literature on the
various frame and relevance problems that it’s probably theoretically impossible to
find the relevant knowledge in an optimal way, and even if humans solve the problem
in a non-optimal way, we have no clue how they do it. To get some further intuition as
to why the problem is so hard, note first that any item of knowledge can in principle be
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relevant to any choice, but inspecting each item of knowledge to check its relevance
to a given choice problem would be computationally intractable.

The typical approach when discussing choice problems—whether these are
described formally or informally, knowledge-based or not—involves simply presum-
ing that we know what is relevant, and describing the problem in terms of those
features. Occasionally, this strategy is made explicit. For example, Savage (1954, pgs.
82–83) points out “the practical necessity of confining attention to, or isolating, rela-
tively simple situations in almost all applications of the theory of decision developed
in this book.” Savage then gives a formal treatment of how “small world” decision
problems relate to the “grand world” and in particular of the conditions for the small
worlds to be satisfactory. Bradley (2017, Ch. 1) argues that a decision problem may
be legitimately represented in multiple ways, but that our theory should ideally yield
the same verdict for any of these framings; but this requires, for one, that the most
relevant factors for the decision-maker are included.19

This might be a fine approach for an abstract normative theory for ideal agents, but
not for bounded agents (or their bounded modelers). The problem of relevance tells us
that in practice, we cannot verify that there is no further knowledge of the agent which,
if we incorporated it into our representation of the decision problem, it would change
our verdict about what the agent should do.Wemay be able to show in a particular case
that incorporating some specific further knowledge would change the choice, and thus
that it should be included. The fact that we can’t point to such knowledge, however,
doesn’t prove that it does not exist. Again, potentially any item of knowledge could
be relevant,20 and we cannot check them all. This means that if we want to apply any
(informal or formal) characterization of the normative relationship between choice
inputs and choice outputs to a real-world choice problem, there will come a point at
which we need to assume that the inputs we are considering are sufficiently complete,
although we cannot be sure.

As noted, this kind of assumption is standard, and for many purposes we need not
worry too much about it. Clearly, though, this is a significant assumption, and we are
not telling the whole story. This is especially problematic when we as theorists are
not in a position to just assert which knowledge we think a decision should be based
on. Many of the most interesting and important choice problems are like this, though.
Why should GDP be relevant to a choice about tax policy, but not the happiness of the
population, or the income distribution of a different population, or the stress levels of
squirrels? Why should Esther and Frana choose how to spend their afternoon on the
basis of weather and film schedules, but not on the basis of their friend’s birthday?
Why should the politicians decide how to respond to sea level rises by considering

19 Thanks to an anonymous reviewer for pointing out the relevance of these discussions.
20 A nice example to illustrate this is given by Samuels (2010, pg. 5): “on the face of it, the current cost of
tea in China has little to do with whether or not my brother’s baby in England will cry on Saturday morning.
But suppose that I believe my brother has stocks invested in Chinese tea, that he reads the business section
of the newspaper every Saturday morning, and that on reading bad financial news he tends to fly into a
rage.” It is not hard to imagine a decision problem in which Samuels has (perhaps probabilistic) knowledge
of Chinese tea prices and faces a decision problem for which this knowledge makes a difference. It is just
as easy to see that if the tea prices aren’t present in his decision framing, we are typically not going to be
in a position to detect this important omission. See Samuels (2010, Ft. 12) for the origins of the example.
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some set of factors (maybe flood damage to city centers and costs of measures) but
not other factors (maybe impact on plant and animal life or the opportunity cost of
using the necessary material to build flood walls)? When we think about these kinds
of examples, and others inspired by the accounts of the authors discussed in this
paper, it becomes clear that deciding relevance is fundamental to deciding how to act.
Relevance is thus subject to negotiation when groups need to make decisions—a point
brought out by our discussion of Mercier and Sperber’s theory. Once we decide the
relevance question, the rational choice often becomes a trivial matter; I can always
frame a choice problem such that my preferred option comes out as uniquely rational,
if you let me get away with it. The heart of a real-world decision problem is often in
what we pay attention to and what we do not.

For proponents of KCAA, then, who are tasked with characterizing rational,
knowledge-based choices, considering messier real-life choice problems as the pre-
ceding discussion has encouraged us to do makes salient an important gap in our
theorizing so far, namely adequate decision framing and the relevance problem. To
be clear, the problem of relevance is not only relevant to KCAA advocates, or only
for advocates of a formal knowledge-based decision theory. I think, for example, that
economists using decision theory should also pay more attention to the impact of
relevance assumptions on ultimate judgments (as Samuels (1989) argues nicely, in
somewhat different terms). Philosophers may be in an especially good position to
start theorizing about this, though, now that we can see how fundamental judgments
of relevance can be to determining choices and outcomes. Onemight have thought that
requiring decisions to be based on knowledge would provide a sufficient safeguard on
decision quality, but the discussion of Mercier and Sperber’s work in particular shows
that it does not.

4.3.2 Addressing relevance

We should look for ways to systematically address relevance, then. It will greatly
enrich our understanding of decision-making. A promising approach could involve
characterizing normatively acceptable decision-making processes. As I will point out,
there is a fair amount of existing literature to draw on if we take this approach, in
particular if decision-making takes place in a social setting. In Esther and Frana’s
case, if they decide to have a picnic, we might criticize this choice on the grounds
that they could no longer justify it if someone else were bring up an obvious item of
knowledge that both of them know, namely that they had promised to prepare food
for Gengis’ birthday party and they cannot both picnic and cook. By taking such an
approach, we may be able to say more about the characteristics of (good) knowledge-
based decisions.

This perspective on knowledge-based choices also fits well with other new lines
of research. Consider, for example, Bermúdez (2020) research on decision framing.
As already explained, choices must be based on some subset of the agent(s)’s knowl-
edge which has been deemed relevant. Another way to express this, invoking a more
decision-theoretic perspective, is that choices are made relative to particular frames.
Different ways of framing the same problem can lead to different decisions. While
frame sensitivity has long been seen as a hallmark of irrationality, Bermúdez (2020)
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offers a detailed and compelling argument that frame sensitivity can be perfectly ratio-
nal, and moreover that frame changes can be used for good. For example, a person
may be better able to withstand the temptation to eat junk food if they frame eating
broccoli in a positive way, including being resolute and improving health, rather than
in a negative way (like foregoing a treat). Similarly, the right frame could support
mutually beneficial cooperation over a less advantageous alternative. So, while often
skipped in presentations and applications of decision theory, selecting a frame is not
only a prerequisite to choice, but a step which can go a long way to determining the
choice that gets made (or that gets dubbed rational)—and the quality of that choice
from awider perspective—and hence an extremely important part of decision-making.

It is worth emphasizing that it is possible to fruitfully theorize about decision-
making in a way that includes the framing step, and even tomake normative judgments
about the framing process—despite the fact that even we theorists cannot identify the
unique best frame for any real choice problem. In addition to Bermúdez’s work, a
further strain of research demonstrates how progress can be made.

Proponents of “Conviction Narrative Theory” (Tuckett and Nikolic, 2017) integrate
various lines of research to put forward a theory according to which people use narra-
tives to make choice in typical real-world cases. In line with our discussion so far, they
point to six challenges of everyday choice: radical uncertainty, fuzzy evaluation, social
embeddedness, imagination (of possible futures), commitment (to a course of action
over time), and sense-making (of the present) (Johnson et al., 2020). These challenges
all reflect the substantial gap between a neatly framed decision—possibly in table form
with actions, events, and outcome values specified—and a messy real-world choice
for which all of these must be determined by the decision-maker.

As messy as real-world choice is, proponents of Conviction Narrative Theory have
put together a fairly detailed picture of how, descriptively, choice proceeds in typical
difficult cases. As they explain the basic idea (Johnson et al., 2020, pg. 3-4),

we use narratives to make sense of the past, imagine the future, commit to
action, and share these judgments and choices with others. ... Governments
debate whether a virus is more like flu or plague; these narratives yield very
different explanations of the situation, hence predictions about the future, hence
emotional reactions to particular options. The couple can interpret their fights as
signaling differences in fundamental values or resulting from temporary stresses;
either narrative can explain the fights, portending either a dark or rosy future. The
toaster CEO might consider her company ossified, complacent, or innovative;
these narratives have different implications about the risks and benefits of new
ventures, motivating different decisions. In each case, the decision-maker’s first
task is to understand the current situation, which informs how they imagine a
particular choice would go, which is deemed desirable or undesirable based on
how the decision-maker would feel in that imagined future.

The details of this theory are not relevant to this paper’s main argument. What I
want to argue here is, first, that an account of knowledge-based decisions with bearing
on real choices must address the relevance problem, and secondly, that looking at the
process bywhich relevant items of knowledge are selected is themost viableway to get
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at relevance. The example of Conviction Narrative Theory shows that theorizing about
this part of the choice process is possible, and that there is more existing descriptive
theory available than one might have thought.

What the example also shows, though, is that the normative aspect of the choice
framing process is under-studied. According to Conviction Narrative Theory, descrip-
tively, learning and cultural evolution act on narratives. Still, narratives can be bad
and misleading, and little is said about how to avoid bad narratives or aim at better
ones. The authors say that when optimization is meaningless (as in difficult choice
problems), we also can’t sharply divide choices into the rational and irrational. This
may be partly the nature of the beast, but we should nonetheless have a normative
account of decision-making (for bounded agents) which covers this aspect of choice.
A knowledge norm for inputs could help to get us started, providing more normative
teeth than the mere appeal to learning. The same goes for procedural norms about how
that knowledge may and may not be used.21

I have now argued that an account of knowledge-based decisions has less need
of defending the requirement that only knowledge be used in choice than it has of
explaining which knowledge should be used, and how. I think we will be able to make
significant progress towards such an account by directingmore attention to the framing
part of decision-making.

4.4 Myside bias and decisions

Mercier andSperber (2017) drive home thepoint that individuals exhibit “myside bias,”
easily finding reasons to support their own beliefs or preferred actions. Decisions may
be poor, then, if the agents simply rationalize actions which are somehow convenient
or otherwise appealing to them (such as lazy or unfair actions). Troublingly, when
agents anticipate having to justify their actions to others, they tend to choose actions
which are easy to justify but possibly worse than what they otherwise would have
chosen. Again, this can lead to poor but rationalizable decisions.

These scenarios present a challenge for a normative account of knowledge-based
decisions. The reason is that, as alluded to above, there is not in general a unique action
that we can show to be supported by the agent’s total knowledge. As I explained,
agents are swimming in knowledge, and decision-making requires selecting the items
of knowledge which are taken to be relevant to the problem at hand. This means,
however, that the agent maywell be able to produce items of knowledge which support
any given action in any given situation, even actions which are lazy, silly, unjust, or
unrewarding. What kind of theory can help us to catch and condemn such actions?

The above discussion suggests that an account appealing to the process of decision-
making, and possibly to hypothetical argumentation with other agents regarding the
choice, may be the most promising. There will always be additional individual items
of knowledge which could have been used to support a different action, and appealing
to the action recommended by the whole of the agent’s knowledge is also a non-
starter (because we can’t characterize it in a principled way). An action that other

21 I have defended a process-based approach to normative questions in citations suppressed for review.
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agents can be expected to criticize, and which the agent couldn’t defend well given
their own knowledge, is reasonably not a good decision, whether based on knowledge
or not. This suggests that it would be worth trying to integrate an argumentative
approach to reasoning (or a social approach to judgment and decision-making) with
knowledge-centric ideas. The social, argumentative approach would benefit from a
clear explication of the role of knowledge, while the project of providing an account
of knowledge-based decisions would benefit from the existing understanding of biased
reasoning and the impact of other agents on decisions.

This is in line with some of Peter (2021) arguments. After rejecting substantive
epistemic norms such as the knowledge norm, she argues for procedural norms of
political deliberation. Specifically, she suggests that a “responsiveness norm” and an
“epistemic justice norm” should be spelled out as part of the landscape of norms for
political deliberation (which aims at decision-making). These norms would require
that people respond to the reasons given by others and that their own contributions
not be a result of identity prejudice. Peter’s discussion could be a useful starting point
for an account of how knowledge should be collected and used for decision-making
purposes, in a way that puts some limits on agents’ biases.

Regardless of how knowledge-based (normative) decisions are characterized,
though, the problems of motivated reasoning and bias should be taken seriously.22

One might have thought that the requirement to base decisions on knowledge would
have provided protection against these problems (and a way to criticize problematic
biases), but we can see that any such protection is limited.

4.5 The asymmetry between knowers and non-knowers

The final lesson for an account of knowledge-based decisions builds on the third.
Knowledge can both help to improve decision quality, for example by providing more
specific information about the consequences of the available actions, and worsen deci-
sion quality, by providing more ways for a decision-maker to justify an appealing but
poor choice. This is already an issue for individual choosers; Mercier and Sperber
emphasize the enhanced ability of good reasoners to justify problematic conclusions,
and knowers are surely similarly positioned.

The difficulty becomes even more interesting in a social or argumentative context. I
pointed this out above, but elaborate here. Due to the asymmetry between knowers and
non-knowers about a topic, a knower is not only a reliable informant (asK- Function
says), but especiallywell situated tomanipulate the non-knower. For example, suppose
we are arguing aboutwhat to order for dinner, and I knowmore about nutrition than you
do. I may well be able to get you to agree to my preferred dishes by highlighting their
beneficial properties and pointing out the negative qualities of your favored options.
This may be the case even if I know of further, unmentioned reasons which could

22 Carter and McKenna (2020) address the epistemic status of beliefs formed by motivated reasoning,
which as they point out, has been ignored by “mainstream epistemology.” The authors address the concern
that motivated reasoning prevents agents from getting knowledge, but the problem here is that motivated
reasoning can also take place using knowledge that the agents have already secured.
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make your favored options look as good or better than mine. If we then order the
dishes that I prefer and skip the ones you prefer, we have made a knowledge-based
choice, specifically based on my knowledge of nutrition. We may nonetheless want to
say that, normatively, we made the wrong choice, in this case as a result of my ability
to use my greater knowledge to manipulate the choice process.

This connection betweenMercier and Sperber’s theory andK- Function shows the
need, again, for the argumentative theory of reasoning to incorporate knowledge (being
vigilant against falsehoods doesn’t help if truths are being used to manipulate others)
and for the knowledge-centric approach to consider social and strategic aspects of
reasoning and choice (such as the less desirable capabilities of knowers). In particular,
any normative account of knowledge-based choices, whether in an individual or a
group setting, must avoid allowing knowledge to be used in unfair, dishonest, or
otherwise problematic ways.

This is a real danger in cases of practical interest, such as political deliberation. In
such cases, scientists have relevant expertise, and we rightly want to incorporate their
knowledge into the decision process. Yetwemust also guard against the possibility that
scientists highlight items of knowledge that support their personally preferred policy,
and that in the absence of any kind of check or balance to their relatively greater power,
non-scientists’ preferences are improperly subverted in the same way that your dinner
preferences were subverted by my nutritional arguments. Again, a normative account
that succeeds at this will probably focus on aspects of the process of making choices,
along the lines Peter suggests for the political context, as mentioned above.

5 Conclusion

This paper was motivated by two interconnected problems. First is the problem of the
strength of KCAA as an approach to problems in epistemology, broadly construed. The
approach is compelling in many respects, but appears to be at odds with neighboring
literature which should be taken seriously. Second is the problem of the knowledge
norm of action specifically: even if we acceptK- Norm, there aremany open questions
regarding how to characterize rational, knowledge-based choices.

The paper aimed to address both of these problems by synthesizing key aspects
of KCAA with insights from three contemporary accounts that at first appeared at
odds with it. I have argued that significant consensus between all of these strains of
research can be found, and moreover, that all can be enriched and further developed
through such a synthesis. All the underlying accounts get at different aspects of the
basic and critical process of producing, sharing, and applying knowledge. As such,
they supplement and complement one another.

Importantly, the three contemporary accounts confronted with knowledge-centric
ideas also tend to bemore focused on real-world epistemic activities, andmore descrip-
tively grounded, than is the average epistemology research. As a result, they allow us
to shine the spotlight on particular aspects of knowledge-based choice that otherwise
receive little attention. In brief, they show the importance of the uncertainty reflected
in complex real-world knowledge, the need to determine what knowledge is relevant,
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the bias of agents in judging relevance, and the resultant potential for relative exper-
tise to be used in problematic ways. Collectively, these considerations show that we
need additional theorizing about the process by which (knowledge-based) choices are
framed and made.
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