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Abstract  

Digital technologies drive the emergence of highly interdependent networks of organizations 

that collaborate to keep up with ever faster-changing environments, jointly face the challenges 

of digital transformation, and create new digital value propositions together. The resulting 

digital value networks build on digital technologies that enable individual incumbents to share 

and combine various internal and external resources, providing the basis for new products and 

services. Among various resources shared in digital value networks, data exchange poses one 

promising source of new digital value propositions for incumbent organizations by unfolding 

the potential of modern artificial intelligence (AI) approaches. However, connecting to others 

to exchange data as the basis for providing new AI-driven value propositions represents, despite 

its anticipated benefits, also various challenges for incumbents. In this vein, this doctoral thesis 

examines the risks of networking with others to create new value propositions, how to leverage 

AI-driven services' potential in digital value networks, and how digital value networks can drive 

digital transformation. 

With this aim in mind, this thesis explores the challenges of connecting to others for joint value 

creation. Research Article #1 presents the results of a Delphi study that examines the challenges 

of adopting industrial internet of things (IIoT) platforms, which represent a critical technical 

backbone of digital value networks. Research Article #1 finds that practitioners and academics 

deem IT security and data privacy challenges extremely relevant for adopting IIoT platforms. 

Building on these results, Research Article #2 presents a decision-support model that enables 

decision-makers from the manufacturing industry to estimate the impact of IT security incidents 

on their digital value networks as a basis for selecting suitable mitigation measures. Research 

Article #3 then presents a taxonomy of federated learning applications as a new promising 

approach for securely sharing data for AI approaches in digital value networks. 

Beyond the risks of connecting to others for data exchange, incumbents also face the challenge 

of considering the statistical nature of modern AI algorithms when designing meaningful 

services. Here, Research Article #4 presents a decision-support model that enables decision-

makers to select payment structures and design meaningful service-level agreements (SLAs) 

for AI-driven services in the manufacturing industry. Complementary, Research Article #5 

explores the potential of combining supervised machine learning with reinforcement learning 

when making meaningful decisions based on the short-term predictions of AI approaches that 

must be aligned with the long-term service objectives of overarching SLAs. 
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II  

 

Finally, this doctoral thesis provides a new perspective on digital transformation that balances 

the prevalent agency-centric narratives of managers who design their organization's digital 

transformation path with a view to the external environment of an organization. Therefore, 

Research Article #6 provides the results of a specific theorizing review in the form of 

convergent assumptions and avenues for future research at the intersection of research on digital 

transformation and digital ecosystems – an important subform of digital value networks. 

Building on these convergent assumptions, Research Article #7 utilizes a phenomenon-based 

theorizing approach to present a path constitution theory on digital transformation that shows 

how managers, an organization's history, and its digital ecosystem shape its digital 

transformation path.  

In sum, this doctoral thesis examined how incumbents can manage the complexities of forming 

digital value networks that drive data exchange and enable the provision of new AI-driven value 

propositions as a central theme of digital transformation.  
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I Introduction 

1 Motivation  

Darwin informs us that the continuous adaptation to an environment drives the evolution of 

species through competing with others for available resources (Darwin, 1859). Over the last 

decades, this notion of “competing with others” to thrive in changing environments has been a 

central theme in many management disciplines. However, also stemming from evolutionary 

thought, the last decades witnessed the rise of a new narrative that challenges Darwinism: 

Symbiotic relationships in ecosystems and joining forces with others to overcome the 

challenges of changing environments (Moore, 1993, 2006). In nature, joining forces with others 

is a successful strategy for many species, with examples far outnumbering the more known 

classic showcases of predator-prey relationships (Harris, 2013). Analogously, while 

management research also had its primary view focusing on competition between organizations 

for most of its existence, rapid technological progress and respective challenges for incumbents 

have led to a more nuanced balance between competition and collaboration with others to 

overcome the challenges of an ever-faster-altering environment (Gnyawali & Park, 2011; 

Zacharia et al., 2019).  

In this vein, this doctoral thesis focuses on the impact of digital technologies that accelerate 

dramatic change on an organizational level for incumbents in recent years (Yoo, 2013). In 

response to this ever-faster altering business landscape, we are witnessing a marked shift as 

more and more incumbents try to keep up with technological progress and face the phenomenon 

of digital transformation (DT) – the redefinition of how they provide value for their customers 

using digital technologies (Bharadwaj et al., 2013; Venkatraman, 1994; Vial, 2019; Wessel et 

al., 2020). This redefinition of how to provide value enables incumbents to keep up with new 

digital competitors, meet increasing customer expectations, and generate increasing margins on 

digital products that counter shrinking returns on non-digital offerings (Vial, 2019). DT differs 

from traditional IT-enabled organizational transformation in several fundamental ways. First, 

concerning the significance of change (Markus & Rowe, 2023), DT actions leverage digital 

technologies in (re)defining an organization’s value proposition, which also involves a new 

organizational identity (Wessel et al., 2020). In contrast, IT-enabled organizational 

transformation leverages digital technologies to support an existing value proposition and 

enhances an organization’s identity (Wessel et al., 2020). Second, compared to IT-enabled 
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transformation, the impetus for DT goes far beyond individual organizations, comprising 

“society and industry trends” (Vial, 2019, p. 132).  

However, the implications of digital transformation and the goal of creating new digital value 

propositions are profound: Digital technologies and the manifold changes they bring about 

require and enable the formation of highly interdependent networks of organizations that join 

forces to keep up with their changing environments and master the challenges of DT by creating 

new forms of value (Brynjolfsson & McAfee, 2014; Iansiti & Lakhani, 2020). In these emerging 

digital value networks, companies integrate their information systems and production facilities 

into cross-company networks (Oberländer et al., 2018; Vial, 2019). By embedding their value 

creation into multiple organizations' overarching digital value networks, incumbents gain 

access to various external resources that provide novel opportunities to utilize digital 

technologies for new value propositions (Oberländer et al., 2021). Accordingly, this doctoral 

thesis defines a digital value network as an alliance of at least two interdependent organizations 

co-creating value through digital technologies (Adner, 2017; Jacobides et al., 2018; Tan et al., 

2020). Digital value networks subsume various subconstructs, such as digital ecosystems, in 

which multiple organizations align to create a focal digital value proposition for end customers 

(Jacobides et al., 2018) and are based on digital technologies such as Internet of Things (IoT) 

platforms (Arnold et al., 2023; Oberländer et al., 2018; P. Wang, 2021). The resulting 

interdependency of multiple organizations collaborating for value creation but competing for 

value capture forces organizations to evolve with their environment by seeking new ways of 

providing value (Hanelt et al., 2021; Nischak et al., 2017). Concerning the intersection of digital 

value networks and DT, scholars agree that the external environment, such as digital value 

networks, is decisive for DT as digital technologies cannot be restricted to the boundaries of a 

specific organization or industry (Hanelt et al., 2021; Yoo et al., 2010).  

Central to this doctoral thesis is that digital value networks and their technical infrastructure 

(e.g., IoT platforms) enable two or more parties to exchange and accumulate large amounts of 

data (e.g., Gawer and Cusumano (2014)). This abundance of data within digital value networks 

and recent advances in artificial intelligence (AI), especially machine learning (Davenport, 

2018; Russell & Norvig, 2016), proliferate new AI-driven services that complement existing 

products and services (Gregory et al., 2021; Iansiti & Lakhani, 2020). In this thesis, AI presents 

an umbrella term for subsets, such as supervised machine learning or reinforcement learning 

(Agrawal et al., 2018; Brynjolfsson & Mitchell, 2017; Raisch & Krakowski, 2021). Most of 

these subsets are rooted in statistics and use algorithms to solve specific cognitive tasks, such 
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as image recognition based on predictions derived from available data (Agrawal et al., 2018; 

Domingos, 2012; Mitchell, 1997). In this context, the term 'prediction' describes generating 

missing information using available information (Agrawal et al., 2018; Shmueli & Koppius, 

2011). Predictions pave the way for a new generation of highly efficient services that deliver 

new customer value (Agrawal et al., 2018; Schüritz, Seebacher, Satzger, & Schwarz, 2017; 

Weking et al., 2018), e.g., providing predictive maintenance services that save costs and 

increase machine availability (Dalzochio et al., 2020). Further, new AI-driven services allow 

incumbents to deepen their relationships with customers and other organizations and gain even 

more data regarding the activities and interactions within these relationships (Iansiti & Lakhani, 

2020). Additionally, the more organizations share data within digital value networks, the more 

value can be created for each participating organization (Gregory et al., 2021). These data-

driven network effects within digital value networks alter the scale and scope of business 

models by enabling ever more effective AI-driven services for existing and new customers 

(Iansiti & Lakhani, 2020). Especially for incumbents, the data shared in digital value networks 

and AI-driven services built on it can shield against digital competitors or competitors with 

similar physical products or non-AI-driven services but no access to equal amounts of 

contextual business data (Agrawal et al., 2018).  

Recent DT research has highlighted the role of digital value networks and AI for DT (Vial, 

2019). Numerous industry examples show that incumbents undergoing DT deepen their 

relationships with others by collaborating through digital technologies and using AI to provide 

novel value propositions based on the data gathered within these relationships (Baesens et al., 

2016; Iansiti & Lakhani, 2020). In this course, manufacturing companies increasingly form 

digital value networks with their customers and other organizations, such as cloud providers, to 

provide the AI-optimized usage of their products as a service instead of selling them (Opresnik 

& Taisch, 2015). For example, the famous power-by-the-hour full-service business model 

introduced by Rolls-Royce is based on multiple airlines that share data on the usage of their 

aircraft turbines (and further infrastructure). Through these insights, Rolls-Royce provides 

advanced data analytics services that complement and optimize its maintenance operations and 

are monetarized through an innovative pay-per-use model (Smith, 2013). While these airlines 

can provide their passengers with higher flight frequencies due to more efficient maintenance, 

Rolls-Royce benefits from a deepened relationship with a network of airlines, providing further 

services and a competitive advantage against other turbine manufacturers. Analogously, car 

companies utilize digital value networks and AI to provide their customers with new mobility 
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services based on cars that are now highly connected physical assets and continuously collect 

data that provide vast opportunities for networked AI-driven services (Iansiti & Lakhani, 2020; 

Tschiesner et al., 2019). The customers of such services benefit from highly efficiently operated 

physical products and convenient, complementary services enabled by data analysis from 

countless connected devices that pose a competitive advantage for service providers (Opresnik 

& Taisch, 2015). Such developments in the course of DT are not limited to the automotive or 

manufacturing industry but can be found in almost all industries. A further example from the 

financial sector is the Chinese banking company Ant Financial: The company utilizes the data 

gathered from its customers and various actors within its digital value network, such as Alibaba, 

a Chinese consumer webshop, and Alipay, a Chinese payment service provider, to offer various 

services including consumer lending, money market funds, wealth management, health 

insurance, credit-rating services (Iansiti & Lakhani, 2020).  

However, incumbents that aim to follow these examples and undergo their DT through joint 

value creation in digital value networks that enable AI-driven value creation must overcome 

various obstacles examined in this doctoral thesis. First, incumbents must manage challenges 

regarding digital value networks as enablers for new AI-driven value propositions. For 

example, technological complexity due to high security requirements, highly heterogeneous 

organizations (e.g., end users, device manufacturers, complementors), or unclear data privacy 

requirements hinder data sharing and AI-driven value creation (Arnold et al., 2023; Pauli et al., 

2021). Further, new security challenges arise as the value creation process becomes more 

networked and AI-driven with external organizations. While customers benefit from services 

that rely on AI and data network effects through the connection of various actors (Gregory et 

al., 2021), the eroding organizational boundaries result in an increased interdependence of 

different value-creation actions (Bürger et al., 2019). The high interconnectivity between the 

information systems of different companies increases the attack surface and the potential for 

propagating damage within the value-creation activities of digital value networks (Bürger et al., 

2019; Schrödl & Turowski, 2014; Yang et al., 2009). Additionally, regarding the use of AI, the 

need of most AI approaches to transfer, store, and analyze large amounts of potentially 

confidential data from various sources makes it challenging to reconcile these data needs with 

legal requirements such as the General Data Protection Regulation (GDPR) of the European 

Union (Li et al., 2020). Incumbents aiming to leverage data sharing in digital value networks 

for AI must explore new AI approaches that enable secure and trustful data exchange among 

multiple partners (Karnebogen et al., 2023). 
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Second, besides the challenges of digital value networks as an enabler of AI, incumbents must 

also manage the challenges regarding AI as a driver of new digital value propositions. Here, 

while customers expect reliable value provision, the fundamental statistical nature of present-

day AI applications makes their predictions fallible (Agrawal et al., 2018; Clarke, 2016; Lazer 

et al., 2014). Thus, incumbents must consider AI's fallibility in designing new value 

propositions. Accordingly, companies eager to introduce new AI-driven services must assess 

and consider their AI’s predictive performance, design meaningful service level agreements 

(SLAs), and select suitable payment structures to realize the intended advantages. Aiming at 

these goals, companies must balance the advantages of investing in better AI approaches that 

enable improved services with the associated costs of operating such approaches to satisfy their 

customers and partners within their digital value networks (Beyer et al., 2016; Goo et al., 2009; 

Halbheer et al., 2018). A challenge further complicating AI-driven service provision is that 

while AI predictions improve individual decisions, they do not necessarily align with the goals 

formulated in long-term SLAs. Thus, incumbents must balance the divergences between short-

term and long-term planning horizons. These sequential decisions must be aligned with the 

long-term service level objectives (SLOs) to satisfy customers' expectations and avoid financial 

losses (Häckel et al., 2022).  

With a view at the outlined challenges, the fundamental subject of this doctoral thesis relates to 

the perspective of digital value networks that drive an incumbent’s DT and how to manage risks 

and leverage the potential of networking with others to provide AI-driven services.  

2 Structure of the Thesis and Overview of Embedded Research Articles 

This doctoral thesis is cumulative and consists of seven research articles addressing its 

fundamental subject by applying different qualitative and quantitative methodological 

approaches, different forms of empirical evidence, and varying perspectives. Additionally, 

through a phenomenon-based theorizing approach, according to Fisher et al. (2021), this thesis 

provides a new theoretical perspective on an incumbent’s DT driven not by an executive agency 

but by overarching value networks, i.e., its digital ecosystem. As a result, all research articles 

in this thesis are assigned to the overarching topic of the role of AI in digital value networks for 

DT or subtopics, as presented in Figure 1: Challenges of Digital Value Networks as a Driver of 

Artificial Intelligence, Challenges of Artificial Intelligence as a Driver of New Digital Value 

Propositions, and Digital Value Networks as Driver of Digital Transformation. By providing 
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new perspectives on and decision-support for an incumbent’s DT, this thesis provides valuable 

contributions for research and practitioners and an impetus for future research.  

Despite the potential of digital value networks that enable the provision of AI-driven services, 

research, and practice still need to address the risks posed by the close dependence on others 

and the exchange of data for an individual organization. In this course, Section II.1 – including 

Research Articles #1, #2, and #3 provides insights on assessing and mitigating risks arising 

from digital value networks. Specifically, Research Article #1 presents an overview of 

challenges to be considered when integrating an organization’s information systems and 

production facilities into overarching industrial IoT platforms. These challenges were identified 

by collecting empirical data during a Delphi study with experts from various industries. Security 

concerns remain one of the most common risks of this deepened networking. Thus, Research 

Article #2 provides a decision-support model developed based on a design science research 

approach that assists decision-makers from the manufacturing industry in economically 

assessing the threats of IT security incidents within their digital value networks. Concerning 

the risks arising through the data exchange necessary to train AI algorithms, Research Article 

#3 highlights how to use federated learning to balance trade-offs between privacy, performance, 

and fairness when sharing data securely between different parties.  

Beyond a risk-centered perspective, incumbents aiming to implement AI-driven services within 

their value creation need decision-support on how to meaningful consider the characteristics of 

AI in the design of their services. Therefore, this thesis provides two quantitative decision-

Figure 1: Assignment of the Research Articles to the Topics Structuring this Doctoral Thesis 
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support models developed based on a design science research approach to assist decision-

makers in tailoring their services to underlying AI algorithms' characteristics and derive 

meaningful decisions from AI’s predictions (Section II.2 – including Research Articles #4 and 

#5). Therefore, Research Article #4 provides a decision-support model that helps practitioners 

to tailor their SLAs and payment structures to the achievable predictive power of their 

underlying AI algorithms. Research Article #5 shows how reinforcement learning can turn 

multiple predictions into meaningful decisions aligned with long-term commitments toward 

customers.  

Overarching, Section II.3 – including Research Articles #6 and #7 – provides a new perspective 

on DT as a phenomenon that is more driven by an organization's external environment than 

recently discussed in current research by employing a specific theorizing review and a 

phenomenon-based theorizing approach. Therefore, Research Article #6 presents a research 

agenda along four themes and convergent assumptions that drive the relationship between DT 

and digital ecosystems as an essential subform of digital value networks for theorizing this 

relationship. Following these assumptions, Research Article #7 presents overarching 

propositions on how digital value networks drive an organization’s DT path along three phases. 

Section III summarizes this doctoral thesis and provides an outlook on future research. Section 

IV contains the publication bibliography, and Section V provides additional information on all 

research articles (V.1), my contributions to each research article (V.2), and the research articles 

themselves (V.3 - 9). 

 

   



Research Overview  

8 

II Research Overview 

1 Challenges of Digital Value Networks as a Driver of Artificial Intelligence 

While digital technologies provide the basis for building digital value networks and co-creating 

value propositions with others (Hanelt et al., 2021; Nischak & Hanelt, 2019), decision-makers 

must balance the potential and the challenges that arise through these connections. Identifying, 

assessing, and addressing these challenges is essential for leveraging the potential of AI-driven 

services in digital value networks with economically justifiable risks.  

Research Article 1# - Discovering the Challenges of Joining Digital Value Networks 

Digital platforms, such as industrial IoT platforms, build a crucial technical backbone for 

joining forces with others, exchanging data, and providing digital services. However, industrial 

IoT platforms have not yet met the associated expectations in the business-to-business (B2B) 

domain (Graff et al., 2018). Given the growing research interest involving digital technologies 

in different industrial settings, research so far has mainly focused on understanding how to set 

up the technical infrastructure for digital value networks (Arnold et al., 2022; Mirani et al., 

2022; Moura et al., 2018), govern the ecosystem of complementors for value creation 

(Jacobides et al., 2018; Pauli et al., 2021), or guide incumbents in their DT toward co-creating 

value with others (Hanelt et al., 2021; Karnebogen et al., 2021). Nevertheless, while current 

research has identified different critical challenges impeding the adoption of IoT platforms, it 

comes up short in three ways: First, many challenges known so far have been mainly identified 

in isolated or different contexts, missing out on their interdependencies and implications. 

Second, many challenges known so far are technical-oriented, leaving industrial IoT platform 

providers, complementors, and incumbents in the dark about organizational, economic, and 

other overarching challenges they might have to address. Third, a compilation of the status quo 

and its assessment regarding the actuality and validity of different challenges is missing. As 

industrial IoT platforms constantly face new challenges due to an ever-growing variety of 

devices, technologies, and a continuously evolving environment, researchers and practitioners 

need an overview of relevant challenges. Therefore, Research Article #1 poses the research 

question: What challenges impede industrial organizations’ adoption of industrial IoT 

platforms? 

To answer this question, Research Article #1 presents a ranking-type Delphi study with 

industrial IoT experts from academia and practice to answer this question. This Delphi 
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technique, exploratory in nature, is suitable as it aims to uncover challenges (Okoli & 

Pawlowski, 2004; Paré et al., 2013; Schmidt, 1997) and has proven its applicability for this 

effort on different occasions (Hanelt et al., 2021; Hodapp et al., 2019; König et al., 2019). The 

resulting challenges are structured along the technological, organizational, and environmental 

(TOE) perspectives, according to Tornatzky and Fleischer´s (1990) TOE framework. Further, 

the results show the comparative relevance of the challenges derived through two rating rounds, 

uncovering differences in the assessment between academia and practice.  

In sum, Research Article #1 presents results from 22 surveyed experts leading to a holistic set 

of 29 challenges, of which nine have not been mentioned in the previous literature. Table 1 

presents the specific challenges academics and practitioners rated as extremely relevant (ER) 

on an ordinal scale when adopting industrial IoT platforms (refer to Appendix V.3 for all 

identified challenges).  

Table 1: Challenges Rated as Extremely Relevant by Each Subpanel 

Academics Practitioners 

Challenge ER 

ratings 

Challenge ER 

ratings 

Complex data preparation  80% Unwillingness to adopt 

platform thinking  

66.7% 

Insufficient system interoperability  70% Lack of management support  66.7% 

Poor platform security1 70% Unclear business privacy  66.7% 

Changing technological standards 

and methods  

70% Connectivity issues of old 

machines  

55.6% 

Unclear data access and usage 

rights  

70% Insufficient semantic 

interoperability  

55.6% 

Poor data security  60%   

Employees’ insufficient technical 

skills  

60%   

 
1 Challenges highlighted in bold are particularly relevant to the following Research Articles #2 and #3. 



Research Overview  

10 

Table 1 elucidates how differently the researchers and practitioners assessed the challenges’ 

relevance and shows clearly, that there was no agreement on the key challenges. The results 

motivate Research Articles #2 and #3, showing that academics and practitioners tend to focus 

on security and privacy-related issues (e.g., academics rating poor platform security, poor data 

security, or practitioners rating business privacy as extremely relevant).  

The distinction between academics and practitioners is precious for illuminating the result’s 

potential for real-world impact by recognizing industrial IoT platforms as complex, rapidly 

evolving socio-technical phenomena. The results sharpen the knowledge in this field by 

confirming pertinent challenges and disclosing novel ones. The research article indicates that 

industrial IoT platform adoption is determined by the characteristics of the underlying 

technologies and factors relating to the readiness of platform providers, platform users, and the 

external environment. Further, the results present an update and analysis of the literature with 

the most current knowledge from researchers and industry experts. Concerning ever-shorter 

digital technology cycles, the information systems community needs to identify challenges that 

hamper the diffusion of digital platforms to resolve existing barriers and identify the necessary 

pathways to contribute research with real-world impact. Further, Research Article #1 

contributes insights into the comparative relevance of challenges the academic and practitioner 

communities perceive. The literature had not yet considered these different perspectives of 

academics and practitioners, which opens new perspectives for diverse industrial IoT platform 

research strands by elucidating the commonalities and differences of these groups. 

Research Article 2# - Estimating the Impact of IT Security Incidents in Digitized 

Production Environments 

Table 1 clearly shows that academia and practice see security and data privacy challenges as 

extremely relevant to address as a basis for joining digital value networks and co-creating joint 

value propositions. Therefore, Research Article #2 investigates how to estimate the impact of 

IT security incidents in digitized production environments. As digital value networks erode 

boundaries between organizations and their operational technology (OT) and information 

technology (IT) systems (Hein et al., 2020; Hein et al., 2019), the complexity of value creation 

in digitized production environments increases. These digitized production environments 

consist of two interconnected main networks: an information network spreading across the 

information systems of multiple organizations and a production network consisting of OT 

equipment. The interconnectivity of digitized production environments creates an increased 
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attack surface and more opportunities for the propagation of attacks (Schrödl & Turowski, 

2014, p. 22). Higher interconnectivity between the information and production networks, in 

particular, also increases the potential for damage as value creation is highly reliant on the 

availability of IT services, both within production processes and at the customer interface (Yang 

et al., 2009). Here, the essential difference between cyber attacks and conventional machine 

failures is the uncertainty about the attacker's behavior. A simple machine breakdown is usually 

a specific event followed only by consequential damage in the production network and hampers 

value creation for a limited time until the machine breakdown is resolved. In contrast, a cyber 

attack can spread through the whole information network (Yang et al., 2009) and cause 

extensive damage within the broader cross-organizational information and production 

networks.  

To protect their business against cyber attacks, incumbents must thoroughly assess the potential 

for damage and develop an approach that enables them to simulate both (a) the spreading effects 

of individual cyber attacks within the information network and (b) the consequential spread of 

damage within production networks and value creation. The example of AI-driven services that 

run on an external cloud highlights the potential effects of damage to the information network: 

If the cloud is attacked, services running on it cannot function, causing potential outfalls in the 

production network and a subsequent lower value creation, which means the damage is spread 

to other actors within the digital value network (Zissis & Lekkas, 2012). Additionally to these 

consequences of a single cyber attack, the attacker might spread through the cross-

organizational IT systems and cause further damage to operational and IT systems. Whereas in 

the past, researchers have widely investigated how to model multi-stage attacks (Atluri et al., 

2008; Frigault et al., 2008; Munoz-Gonzalez et al., 2017b; Muñoz-Gonzalez et al., 2017a; 

Poolsappasit et al., 2012; Xie et al., 2010), there remains a lack of approaches that enable 

companies to measure the impact that cyber attacks would have on value creation (Bendovschi, 

2015). Therefore, Research Article #2 aims to support decision-makers' attempts by posing the 

following research question: How can companies estimate the impact of IT security incidents 

which harm availability in digitized production environments? 

To answer this research question, Research Article #2 presents a quantitative model, developed 

following a design science research approach according to Peffers et al. (2007), to assess the IT 

security risk of availability incidents in digitized production environments and support 

decision-making. The model uses Bayesian networks, Bayesian attack graphs, and stochastic 
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distributions for risk analysis in digital value networks to illustrate how an attack can spread 

and measure the associated damage within the information and production networks.  

Figure 2 provides a graphic overview of the core elements of the decision-support model and 

their relationships and illustrates the four critical digital value network components in a 

manufacturing context: production components, production flows, service components, and 

information flows. While the production flow only connects production components, the 

information flow can also connect service and associated production components.  

Figure 2 also shows how a cyber attack on a service component causes damage spread within 

the information network and within the interconnected production network. Although the 

example represents an attack on a highly time-critical service, the other two services could be 

a starting point for the cyber attack. 

To illustrate how the model applies to a real-world use case, Research Article #2 presents a 

concrete case discussed in an evaluation workshop involving a German company's Chief 

Security Officer and Director of Business Services & Solutions. The company in question is a 

medium-sized manufacturing company focusing on physical products, namely critical 

Figure 2: Model Summary of Research Article #2 
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components of engines and transmissions in mechanical engineering. Additionally, the 

company must meet strict IT security standards due to its customer base. Consequently, the 

production space is designed as a high-security area, and all IT services involved in the 

production process must be selected and implemented according to these standards. As a first 

step, one selected digital value network was depicted by identifying its critical components, 

illustrated in Figure 3. Almost all 17 production components are linked to ten service 

components for the company. The colors of the service components (green, yellow, and red) 

express their time criticality (less time-critical, moderately time-critical, and highly time-

critical). All probability values and distributions are defined monthly. The number that follows 

each component name expresses the order in which a component appears in the Bayesian attack 

graphs algorithm. 

The pictured digital value network was then analyzed using an R-based prototype and two 

simulation scenarios. First, Scenario 1 depicted the actual risk landscape for the illustrated 

digital value network. In Scenario 2, the company introduced a mitigation measure: it installed 

a protected air gap (the physical separation of different IT systems) between the office systems 

Figure 3: Real-World Digital Value Network used for Evaluation 
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and systems controlling production processes (e.g., numerical control programs or machine data 

flows).  

By analyzing both scenarios, Research Article #2 aimed to compare the simulation results with 

and without additional security measures. Simulating the damage caused by attacks in both 

scenarios, Scenario 2 shows an average deliverability of 76% concerning an availability 

incident, compared to an average deliverability of 71% in Scenario 1. Here, one must note that 

5% more average deliverability can have a huge monetary impact on production processes. The 

results confirm the expectation that higher security measures will also lead to digital value 

networks that are more resistant to cyber attacks. Further, the results also show that the 

developed model can be adapted to different use cases via the parameterization of components.  

After presenting these results, the company in question confirmed the applicability and 

usefulness (Sonnenberg & vom Brocke, 2012) of the developed model for assessing damage 

potentials in digital value networks. Additionally, the industry experts confirmed that the model 

clarified the dependencies between different network components, highlighted the potential 

impact of a cyber attack, and assisted decision-makers in evaluating and selecting suitable 

mitigation measures. Furthermore, the industry experts appreciated the possibility of adapting 

the model to fit various differently-structured digital value networks. At the same time, they 

noted that the parametrization of the model’s components might be challenging and need 

careful planning.  

Research Article #3 – Federated Learning as Approach for Secure Data-Sharing in Digital 

Value Networks 

Besides the mere connectivity of digital value networks that requires a secure design and a 

careful selection of mitigation measures regarding cyber attacks, incumbents in digital value 

networks also require new secure approaches for exchanging data, especially regarding the 

provision of AI-driven services (see Table 1).  

In this vein, Google introduced federated learning (FL) as a novel paradigm to enable 

collaborative AI without centrally storing sensitive training data and only sharing the 

parameters such as gradients or weights of local AI models instead of the actual data (McMahan 

et al., 2017; McMahan et al., 2016). Figure 4 shows the general structure of an FL application. 

The FL process starts with a global AI model (1), initialized and distributed to multiple clients 

within the digital value network (2) by a central instance. Each client independently updates the 

parameters of its received global model in multiple training rounds using locally available data 
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and creates a local instance of the AI model (local model) (3). Each client then transmits its 

parameters to the central instance (4). The core of FL is then the efficient aggregation of these 

different local model parameters of various clients by an algorithm within an updated global 

model (5). The central instance sends this new global model to all clients, starting a new round 

of local training. This FL procedure is repeated continuously or until a specific criterion is met. 

 

Figure 4: The General Structure of Federated Learning Systems 

FL aims to relieve a wide range of AI applications of one of their biggest criticisms: The need 

to transfer, store, and analyze large amounts of potentially confidential data from various 

sources in a single database (Li et al., 2020). This dependence on data often makes it 

challenging to reconcile AI with General Data Protection Regulation (GDPR) requirements of 

the European Union (European Union, 2021), which is one of the main reasons AI projects fail 

in practice (Agrawal et al., 2018; O'Leary, 2013). FL offers significant opportunities here, 

especially for Western societies, e.g., in the European Union, where comparatively strict data 

protection requirements for individuals and companies apply (Aledhari et al., 2020; Goldsteen 

et al., 2022; Mourby et al., 2021). 

However, as a relatively new approach, FL still poses significant challenges related to a tense 

field between the privacy, performance, and fairness of FL applications (Gu et al., 2022). For 

example, smartphone users who speak the same language may still have different dialects, and 

FL applications must find meaningful ways to integrate such heterogeneous clients into a single 

AI model without having access to the underlying data. Not solving this challenge would lead 
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to a better service level for some dialects than others and raise fairness concerns. Additionally, 

if some client groups provide hyperparameter updates less frequently, this might impede the 

resulting predictions of FL applications. In the case of Google's Android keyboard, while the 

restriction of analyzing the underlying data is essential regarding the privacy of personal 

messages, the application focus may lean more towards ensuring fairness between the different 

participating clients and providing good prediction performance results. However, as in this 

example, “limiting” fairness in favor of privacy may not be unfeasible in other application areas. 

To illustrate, the trade-offs of FL pose far more significant risks in medical applications, where 

ethical considerations prohibit enhancing performance and fairness at the expense of less 

privacy. Thus, applying FL in a business use case involves an interconnection of the considered 

use case and the technological and business foundations of FL to navigate the trade-offs 

between privacy, performance, and fairness. Thus, Research Article #3 aims to advance the use 

of FL and the understanding of those trade-offs by posing the following research question: What 

are the technical and business characteristics of federated learning applications and their 

inherent trade-offs concerning privacy, fairness, and performance? 

Following Webster and Watson (2002) and Templier and Paré (2018), Research Article #3 first 

synthesizes the existing knowledge on FL and its applications in different use cases and 

industries through a structured literature review. Research Article #3 focuses on the 

sociotechnical information systems (IS) perspective since related work mainly targets technical 

aspects, such as algorithms and datasets (e.g., Lo Kit et al., 2020; Yin et al., 2021; Abdulrahman 

et al., 2021) and publications from the IS community on FL are still scarce. 

The results of the literature review of Research Article #3, shown in Figure 5, reveal that the 

number of publications related to FL has increased explosively in the last three years. Starting 

with the first publication of McMahan et al. (2016) that introduced the first general principles 

of FL, a substantial increase in publications with use cases from a wide range of industries can 

be seen, especially since 2020. A further motivating factor for Research Article #3 is that there 

are only a few IS community publications; therefore, a sociotechnical view of FL in interaction 

with its application in different areas is still missing. However, given the profound social 

implications of trade-offs between privacy, fairness, and performance, such an investigation is 

highly relevant to leverage the potential of FL in a meaningful way. 
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Figure 5: Analysis of Publications Regarding FL in Different Industries 

In the next step, the article analyzes the literature regarding different use cases, builds a 

taxonomy of FL characteristics according to Nickerson et al. (2013), and discusses how these 

characteristics impact the FL-specific trade-offs concerning privacy, performance, and fairness. 

The 152 found articles also formed the basis for the taxonomy development: The authors 

combined theoretical findings from 26 publications of the structured literature review 

concerning conceptual research on FL with empirical findings from the remaining 126 papers 

that examined individual applications of FL in different industries. Therefore, Research Article 

#3 presents a multidimensional taxonomy to structure the diversity of FL applications. Research 

Article #3 introduces three perspectives, namely Business, Coordination, and Execution, each 

consisting of dimensions and characteristics, each influencing privacy, performance, and 

fairness in varying degrees depending on the specific application. 

The resulting taxonomy of Research Article #3, shown in Table 2, is a supporting tool in 

designing, developing, and improving FL applications in different industry branches to navigate 

the trade-offs between the mentioned aspects. Since insights from multiple industries were 

considered, Research Article #3 aimed to achieve granular characteristics. The structured 

literature review found many conceptual and technical articles but lacked a more sociotechnical 

IS perspective, especially when discussing privacy, performance, and fairness. Thus, Research 

Article #3 showed how FL's characteristics impact this existent field of tension.  

The perception of privacy, performance, and fairness differs significantly from different 

viewing points. For example, to ensure fairness, all clients in a training process might agree that 

the inclusion of underrepresented groups (delivering parameters of the local ML model to 

update the global ML less frequently) is needed, leading to some better-performing clients that 

may feel “disadvantaged”. A higher level of fairness impacts performance and may even over-

prefer underperformers. Hence, good-performing clients (delivering parameters of the local ML 



Research Overview  

18 

model to update the global ML frequently) might not get incentivized and lose the purpose of 

further participating in the training. It is difficult to grasp this phenomenon, as the importance 

of privacy, performance, and fairness factors must be determined in the context of the use case 

since it is highly dependent on external factors.  

Table 2: A Taxonomy of Federated Learning Applications 

 Dimension Characteristic E/N1 

B
u
si

n
es

s 

Value Capture 
Focus on 

Underperformers 
Balanced 

Focus on 

Overperformers 
E 

Customer Type B2B B2C E 

Participant Structure Single Participant Network Multiple Participant Network E 

C
o
o
rd

in
at

io
n

 Distribution 
Centralized 

Network 

Decentralized 

Network 

Full P2P    

Network 
E 

Update Mode Real-time Scheduled Asynchronous E 

Orientation Horizontal Vertical Transfer E 

E
x
ec

u
ti

o
n

 

Hardware Agnostic Yes No E 

Statistical 

Heterogeneity 
Imbalanced data Non-iid N 

System Heterogeneity Storage Connectivity 
Client power 

supply 

Homogeneous 

Systems 
N 

 Notes: 1Exclusivity: E = Mutually exclusive, N = Non-exclusive 
  
From a theoretical point of view, Research Article #3 is the first to investigate FL from an IS 

perspective based on the sociotechnical constructs of privacy, performance, and fairness (for 

details on the individual impact of the presented characteristics, please see Research Article #3 

in the Appendix). Our taxonomy is thus a contribution to the discussion on how trade-offs 

between privacy, algorithmic performance, and algorithmic fairness can be examined from 

different angles for FL use cases. Hence, Research Article #3 leads to a better understanding of 

the different aspects of FL and thus outlines common differences from AI architectures. 

Research Article #3 can also act as a basis for developing application patterns and archetypes, 

enabling researchers to limit the number of possible realizations from the beginning of the 

development of an FL application. Most importantly and despite its limitation, Research Article 
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#3 aims to incentivize more extensive research on application areas in which FL and its 

potential for sharing data securely.  

2 Challenges of Artificial Intelligence as a Driver of New Digital Value Propositions 

After overcoming the challenges of forming complex digital value networks to exchange data 

with others, incumbents must decide how to create value from the shared data. In this vein, 

besides efficiency gains, AI applications also promise innovative AI-driven services in the 

manufacturing industry (Opresnik & Taisch, 2015; Schüritz, Seebacher, Satzger, & Schwarz, 

2017). For incumbents in the manufacturing industry, complementing products with AI-driven 

services is a key revenue driver in markets with decreasing margins and offers firms an 

opportunity to differentiate themselves from competitors, especially in contexts where non-

data-driven services are standard (Heuchert et al.; Huber et al., 2019; Schüritz, Seebacher, 

Satzger, & Schwarz, 2017). Examples of such applications include cost-minimizing predictive 

maintenance (Weking et al., 2018) and automated predictive quality control (Benardos & 

Vosniakos, 2002).  

However, most AI algorithms' decisions or recommendations are based on fallible predictions, 

and incumbents must consider this fallibility within their service design (Lazer et al., 2014) to 

create value for the service recipients while providing a profitable service (Agrawal et al., 

2018). Incumbents eager to introduce new AI-driven must, therefore, face the following three 

challenges to introduce valuable data-driven services: First, incumbents must consider the 

fallibility of AI predictions in their design of SLAs to realize the intended advantages (Lazer et 

al., 2014). Second, incumbents must choose reasonable payment structures for their AI-driven 

services. A service provider's revenue varies in response to the varying predictive power-

dependent service level. Nevertheless, different payment structures of an AI-driven service 

react differently to varying service levels. A subscription-based payment structure is mainly 

unaffected by low predictive power and, thus, offers service providers reliable revenue. In 

contrast, a usage-based payment structure can benefit from high predictive power that increases 

revenue by raising service levels (Häckel et al., 2022). Third, incumbents must derive 

reasonable decisions from AI predictions during the SLA's runtime to achieve the promised 

service level and satisfy customers. Deriving meaningful multiple sequential decisions from an 

AI’s predictions to achieve a long-term goal is a complex challenge (Hu et al., 2021). For 

example, many predictive maintenance applications can predict machine breakdowns. Still, 
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decision-makers face complex challenges when transforming these predictions into 

maintenance decisions aligned toward long-term service objectives at reasonable costs. 

Research Article #4 – AI-Based Industrial Full-Service Offerings: A Model for Payment 

Structure Selection Considering Predictive Power 

Concerning the challenges of considering the fallibility of AI predictions in an SLA design and 

choosing suitable payment structures, Research Article #4 provides decision support for 

industrial full-service provider business models (Fabri et al., 2019). Full-service providers 

(FSPs) in the manufacturing industry remain the owner of their products (e.g., industrial 

systems) and sell their use as a service. Customers of FSPs benefit from converting acquisition 

costs into usage- or time-based costs and eliminating operating costs while shifting the risks of 

product ownership to the FSP. On the contrary, the FSP benefits from increased customer 

loyalty (Baines et al., 2009; Baines et al., 2017; Guajardo et al., 2012) and unlocks new revenue 

streams by adopting new payment structures (Cachon, 2020; Schüritz, Seebacher, & Dorner, 

2017). Decision-makers in the manufacturing industry must, therefore, (1) assess the predictive 

power of their AI applications, (2) derive meaningful SLAs in alignment with their predictive 

power, and (3) thoughtfully select the net present value (NPV)-maximizing payment structure 

(Cachon, 2020). However, the current literature provides little quantitative guidance for 

decision-makers on developing economically substantiated FSP offerings that include AI 

applications. In response to this research gap, Research Article #4 poses the following research 

questions:  

1. What is the economic impact of the predictive power of underlying classification 

algorithms on the NPV of an FSP? 

2. How can FSPs select NPV-maximizing payment structures depending on the predictive 

power of underlying classification algorithms?  

To answer both research questions, Research Article #4 employs a design science research 

approach presented by Peffers et al.’s (2007) to develop a quantitative decision support model 

(Arnott & Pervan, 2012). The decision-support model of Research Article #4 maps the 

predictive power of classification algorithms to the expected NPV of the resulting FSP offering 

and considers the chosen SLA design (aiming at answering research question 1) and payment 

structure (aiming at answering research question 2).  

Developing the decision support model, Research Article #4 followed Peffers et al.’s (2007) 

established iterative design science research process. In the first phase of the design science 
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research process, Research Article #4 justifies its research questions as decision-makers face 

considerable risks if these services are not tailored to the characteristics of the AI algorithms 

applied (Gregor & Hevner, 2013). Therefore, practice and research require studies on balancing 

the risks of AI with the benefits of its added value. In the second phase, Research Article #4 

presents design objectives that guided the development of its decision support model. Based on 

this guidance, the third phase employed normative analytical modeling (Keeney & Raiffa, 

1993; Meredith et al., 1989) as a widely established method for finding solutions to decision-

making problems (Bürger et al., 2019; Kreuzer et al., 2020). The constructs of the decision 

support model (Such as the considered SLA characteristics or payment structures) are based on 

qualitative research on the role of SLAs in service success (Goo et al., 2008; Goo et al., 2009) 

and payment structures for data-driven services (Cachon, 2020; Neely, 2008; Schüritz, 

Seebacher, Satzger, & Schwarz, 2017; R. Wang et al., 2019). Thus, SLAs are defined as 

measuring instruments for specific service dimensions (e.g., service availability), which 

quantify the performance of the service in these dimensions using service level indicators (SLIs) 

(Beyer et al., 2016; Goo et al., 2008; Goo et al., 2009; Halbheer et al., 2018). The respective 

target value in each dimension is called SLO. The decision support model considers the effects 

of these SLA characteristics and payment structures in an integrated manner by calculating the 

expected NPV of a service as a standard approach for decision-making (Kreuzer et al., 2020).  

In the fourth phase of the research process of Peffers et al. (2007), Research Article #4 

demonstrates and evaluates the decision support model using the framework proposed by 

Sonnenberg and vom Brocke (2012). After implementing a Python prototype of the decision 

support model and conducting multiple simulations with synthetic data, the article presents the 

application of its decision support model to the real-world case of a German manufacturing 

company. Research Article #4 presents the case of a real-world medium-sized mechanical 

engineering company with the pseudonym ENGINEERING to showcase the real-world 

application of its decision-support model. This showcase validated the model’s applicability 

and usefulness in a naturalistic setting. 

ENGINEERING has 3,000 employees, reports annual revenue of 400 MEUR in 2019, and is a 

market leader in car wash systems. ENGINEERING acts as an FSP, providing and operating 

washing systems as a service to ensure high customer loyalty and continuous revenues. Most 

of ENGINEERING’s customers are large petrol station chains, requiring car wash systems that 

meet their customers’ demands. The availability of the car wash systems is, thus, crucial for 

ENGINEERING’s customers, meaning that the service dimension ‘availability’ determines the 
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service level. In this context, ENGINEERING considered introducing a predictive maintenance 

application based on a binary classification algorithm to increase the expected NPV of its FSP 

offering. The predictive maintenance application sought to increase the service level of 

ENGINEERING by decreasing downtime, as unforeseen breakdowns of the car wash system 

could be predicted and prevented. Further, the predictive maintenance application was meant 

to reduce necessary maintenance costs via the improved plannability and efficiency of 

maintenance operations. For this purpose, the predictive maintenance application determined 

the condition of the car wash system as either maintenance-requiring (positive condition) or 

non-maintenance-requiring (negative condition). Nevertheless, misclassifications (false 

negatives and false positives) led to lower service levels, higher maintenance costs, and 

shrinking revenues, whereby the extent of these negative effects on the NPV depends on the 

selected payment structure. Therefore, assessing the predictive power of the underlying 

classification algorithm to determine expected service levels and select suitable payment 

structures was highly relevant for the economic success of ENGINEERING's FSP offerings. 

Research Article #4 demonstrates the applicability of its model, using different predictive 

power scenarios to compare the resulting NPV depending on the selected payment structure 

and SLA design. 

The results illustrated by Figure 6 show that, despite rising operating costs, higher predictive 

power (expressed by the area under the curve value of the precision-recall curve (AUC), see 

Davis and Goadrich (2006)) makes economic sense if revenues increase more than these costs 

due to increasing service levels. However, too-high AUC values are no longer economically 

meaningful due to high operating costs. Furthermore, the advantageousness of a payment 

structure also depends on the negotiated premium or penalty payments and the agreed SLO. 

Figure 6: Analyses of the ENGINEERING Data 
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To validate the results illustrated by Figure 6, Research Article #4 includes a robustness analysis 

of the model in the face of fluctuating some of its unique parameters analogously to the analyses 

of other recent quantitative decision-support models (Bürger et al., 2019; Kreuzer et al., 2020).  

In sum, the results of Research Article #4 were regarded by ENGINEERING and all other 

interview partners as economically reasonable and helpful for evaluating the effects of varying 

predictive power and different payment structures on the expected NPV of a data-driven 

service. Furthermore, the developed decision-support model can derive conclusions about the 

advantageousness of specific payment structures under certain parameter configurations, and 

the evaluation confirmed the decision-support model's applicability and added value for 

decision-makers. Additionally, the results verify existing studies by showing that increasing the 

predictive power of AI algorithms decreases misclassification costs (Bock et al., 2020; 

Domingos, 1999, 2012; Fabri et al., 2019). Nevertheless, Research Article #4 extends existing 

research by including the operating costs for achieving high predictive power, modeling the 

resulting revenues, and showing that increasing predictive power does not have to make 

economic sense regarding the expected NPV in an FSP context. 

Research Article #5 – Deriving Decisions Aligned to SLA Objectives Based on Imperfect 

Predictions  

Besides optimizing SLA design, decision-makers still face the challenge of aligning decisions 

derived from fallible predictions with a short-term optimization horizon to long-term SLOs. 

Today, AI algorithms from the field of supervised machine learning (SML) are the source of 

the predictions of most AI algorithms, ranging from recommending new products for customers 

to predicting patients' cancer risk in healthcare (Agrawal et al., 2018; Collins et al., 2021; Iansiti 

& Lakhani, 2020). Further, especially for long-term services formalized by SLAs, it is 

unreasonable for SML to make predictions in dynamic environments for an arbitrarily long 

period ahead, as new data acquired during service provision may alter its predictions. This 

newly acquired data during service provision may lead to changed or refined predictions, 

resulting in improved decisions and, thus, an improved service (Häckel et al., 2022). 

Additionally, a series of short-term optimal (periodic) decisions do not necessarily have to be 

long-term optimal (Robichek et al., 1965). For example, when providing a customer with the 

availability of a machine deriving each maintenance decision over multiple periods following 

accurate predictions might be optimal regarding each decision, but not necessarily from the 

long-term perspective of the multiperiod SLA. In this long-term perspective of the SLA, it 
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might be more beneficial to bring forward or postpone maintenance to achieve less effort over 

the entire contract period while maintaining the same level of system availability (Häckel et al., 

2022; Panzer & Bender, 2022). In sum, to offer successful services in the long term, service 

providers face the challenge of making multiple and sequential decisions during service 

provision that are based on predictions made from the available short-term data. These multiple 

and sequential decisions must be aligned with the long-term SLOs to satisfy customers' 

expectations and avoid financial losses (Häckel et al., 2022).  

A promising solution strategy – Hu et al. (2021) introduced – relies on combining SML and 

reinforcement learning (RL), which allows for optimizing multiple and sequential decisions in 

dynamic environments regarding a long-term goal (François-Lavet et al., 2018; Mnih et al., 

2015). Following this vein, the envisaged solution strategy of Research Article #5 combines 

SML's short-term prediction capabilities and RL's capability to translate sequential and short-

term predictions into decisions that pay off for successful services in the long term. Despite Hu 

et al. (2021) presenting the technical approach to combining RL and SML to derive optimal 

decisions from imperfect predictions, research, and practice have not yet recognized its 

combination's potential for optimizing long-term SLA-related decisions. Neglecting this 

potential may lead to the case that short-term predictions made by SML are not best aligned 

with the negotiated long-term SLOs to satisfy customers at low costs. Therefore, Research 

Article #5 presents a decision-support model that combines both and illustrates their potential 

for long-term optimization of SLA-related decisions, following the research question: How can 

the combination of supervised machine learning and reinforcement learning enable optimized 

decision-making to provide successful long-term services? 

To answer this question, Research Article #5 also follows the design science research process 

of Peffers et al. (2007) to develop a decision support model that combines the strengths of SML 

and RL with the SLA formalization of Häckel et al. (2022) to derive meaningful decisions 

related to long-term SLOs. The development and evaluation of the decision support model again 

included a software-technical implementation of the real-world use case of a medium-sized 

mechanical engineering company, referred to using the pseudonym ALPHA. Analogously to 

Research Article #4, this evaluation aimed to validate the model’s applicability and usefulness 

in a naturalistic setting, according to Sonnenberg and vom Brocke (2012). ALPHA has 2,000 

employees, reports annual revenue of 400 MEUR in 2023, and is a market leader in providing 

car wash systems. Most of ALPHA’s customers are large petrol station companies that require 

high availability of their respective car wash systems to service customers whenever they arrive 
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at a petrol station. Hence, the car wash systems' availability is the decisive factor determining 

the service level.  

With this in mind, ALPHA considered introducing a predictive maintenance application to 

increase the achievable service level and lower costs for ALPHA as the service provider. The 

predictive maintenance application sought to decrease downtimes, as unforeseen breakdowns 

of the car wash system could be anticipated leading to reduced necessary maintenance costs via 

the improved plannability and efficiency of maintenance operations. For this purpose, the 

decision support model of Research Article #5 expresses the status of a car wash system through 

its machine runtime, the time since ALPHA performed the last maintenance activities within 

the SLA runtime, and the prediction of failures for the subsequent three periods (a total period 

of three weeks). The predictive maintenance application translated the status of a respective car 

wash system into a reasonable decision aligned with the underlying SLA to achieve high service 

levels and low costs. Therefore, to fulfill customer expectations at reasonable costs, aligning 

decisions derived from predictions to the long-term goals negotiated in the SLA contract is 

highly relevant for the economic success of ALPHA’s SLA-related offers.  

The evaluation was based on four different prediction qualities of the underlying SML 

algorithm to show how the decision support model reacted to different input predictions. For 

this, we decreased the prediction accuracy with an area under the curve value of the receiver 

operating characteristic (ROC-AUC) from close to perfect predictions of 0.96 to lower 

prediction qualities with ROC-AUC values of 0.84, 0.74, and 0.68. Further, Research Article 

#5 compares its decision-support model to two other decision strategies to evaluate its 

performance. First, the Reactive approach represents the execution of no preemptive services 

and sticking to the classical decision-making concept of performing reactive maintenance 

services when actively demanded. Second, the Naïve approach represents the strategy of 

performing preemptive services based on the mere predictions of an SML algorithm. In the case 

of ALPHA, we employed an eXtreme Gradient Boosting model to obtain machine breakdown 

probabilities for the next three time steps. As the Naïve approach sticks to a pure prediction-

driven maintenance strategy, service decisions were triggered as soon as the breakdown 

probabilities for the next time step surpassed a certain threshold. 

Figure 7 shows the evaluation results obtained in Research Article #5. The number of SLA 

penalties (at an SLO of 90 % machine availability) and the average achieved service level for 

all four ROC-AUC value scenarios. Again, the Reactive approach shows the worst results, with 
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262 penalties and an average SLI of 86%. The Naïve approach leads to ambiguous results, with, 

by chance, a lower number of penalties and a reasonably high SLI at the ROC-AUC value 

scenarios of ROC-AUC = 0.677 and ROC-AUC = 0.736. This results from an increased number 

of services through random predictions that were not necessarily required when executed but 

prevented later machine breakdowns (at higher costs than the presented decision-support 

model). The decision support model of Research Article #5 generates an average SLI of 87% 

(with 252 penalties) at the worst ROC-AUC value and an SLI of 96% (with 96 penalties) at the 

best ROC-AUC value. While keeping the lowest costs in all ROC-AUC scenarios, the decision-

support model fulfills the underlying SLA only with reasonably high prediction accuracy. This 

dependency on a high predictive accuracy is due to a conflicting divergence of SLO fulfillment 

and low cost: In the event of poor predictive power, the model reacts in a risk-averse manner 

and minimizes the costs by adopting a rather reactive maintenance strategy by only performing 

necessary maintenance services and accepting contractual penalties to a certain extent.  

Overall, the results show that with reasonably high predictive power, the decision-support 

model of Research Article #5 can align multiple short-term decisions to a long-term SLA while 

reducing service costs. Further, the case evaluation illustrated how the decision support model 

Figure 7: Comparison of Average Service Level and Number of SLA Penalties 
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of Research Article #5 identifies meaningful decision strategies based on data and learns to 

anticipate the statistical nature of the SML algorithm’s predictions. 

3 Digital Value Networks as a Driver of Digital Transformation 

While the previous two chapters focused on the challenges of connecting an organization’s 

value creation with other partners (Research Articles #1 and #2), discussed approaches on how 

to exchange data securely (Research Article #3), and presented decision support models, that 

assisted the provision of data-driven services (Research Articles #4 and #5) this chapter focuses 

on providing a new theoretical perspective on DT: DT as a phenomenon not driven merely by 

an organization’s managerial agency as discussed in most previous works, but DT as a 

phenomenon driven by overarching value networks and specifically digital ecosystems (DEs). 

In a DE, all member organizations aim to maximize the value creation of a particular value 

proposition (Adner, 2017; Kapoor, 2018). To do so, the DE members must combine their 

resources in a way that they are complementary. Such complementary resources are either 

unique or supermodular. Unique resources are difficult to reproduce by other organizations, 

while supermodular resources provide disproportionate benefits when combined (Jacobides et 

al., 2018; Teece, 2018). In line with this understanding, we define a digital ecosystem (DE) as 

a network of at least two (inter-)dependent organizations co-creating a joint value proposition 

through digital technologies (Adner, 2017; Jacobides et al., 2018; Tan et al., 2020). In a DE, at 

least one of the specific complements is built on digital technologies. For example, the 

infrastructure of a digital platform can enable two or more parties to co-create value (e.g., 

Gawer and Cusumano (2014)). 

Research Article #6 – A Means to an End of the Other - Research Avenues at the 

Intersection of Organizational Digital Transformation and Digital Business Ecosystems  

While the relevance of the intersection of an organization’s DT and DEs' is becoming more and 

more apparent in empirical research, as outlined by various case studies (e.g., by Hansen and 

Kien (2015), El Sawy et al. (2016), Alfaro et al. (2019), Stamas et al. (2014), or Du et al. 

(2020)), a deeper theoretical understanding of the intersection of both constructs is still missing. 

With this in mind, Research Article #6 proposes the following research question: What is a 

shared foundation for theory on DT's and DEs' intersection, and what are corresponding 

avenues for future research? 
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Following Leidner (2018), Research Article #6 first extracts underlying assumptions of both 

research streams and derives convergent ones that point toward future research avenues. In 

detail, Research Article #6 identifies and summarizes four individual assumptions of DT and 

DEs in isolation, of which three are depicted in Table 3. The research article then elaborates on 

the convergence of the respective assumptions, having discovered that they represent a 'missing 

link' between the research streams of DT and DEs, following the example of Mendling et al. 

(2020). These assumptions do not represent an exhaustive set of assumptions within both 

research streams and do not suggest that something is "misunderstood". Instead, the convergent 

assumptions take a step toward a theory of why, where, and how research on DT and DEs 

intersect (Bacharach, 1989).  

Table 3: Derived Convergent Assumptions of DT and DEs 

 

Nr. Topic of 

Assumption 

Assumption 

in DT 

Literature 

Assumption 

in DEs 

Literature 

The Missing Link in 

Assumptions 

Convergent 

Assumption 

1 Resource 

interde-

pendence 

 

Organizations 

require 

external 

resources for 

digitally-

enabled value 

creation. 

Organizations 

mutually share 

resources for 

digitally-enabled 

value (co-) 

creation. 

Organizations can 

leverage resources 

from DEs for DT. 

Vice versa, DEs 

require organizations 

to contribute resources 

for mutual, digitally-

enabled value (co-) 

creation. 

DT requires and 

enables 

resource-

sharing in DEs. 

2 Coopetition 

dynamics 

 

Organizations 

must act due to 

digitally-driven 

competition 

and disruption. 

Organizations 

balance 

collaboration and 

competition 

(coopetition). 

Organizations engage 

in DT to protect 

against disruption. In 

DEs, organizations 

shield each other from 

digital disruption 

through coopetition. 

DT seeks 

protection that 

can be provided 

by the 

coopetition 

dynamics of 

DEs. 

3 Locus of 

control 

Organizations 

need to 

overcome 

hierarchy-

based value 

creation and 

static control 

paradigms.  

Organizations are 

engaged in 

ecosystem-based 

value  

(co-) creation and 

dynamic 

holarchies. 

Organizations need to 

develop dynamic 

control for activities 

across DEs. That 

offers a way forward 

for hierarchy-based 

control mechanisms, 

which DT aims to 

overcome. 

DEs facilitate 

dynamic control 

structures that 

organizations 

need to develop 

within DT. 
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Based on its results, Research Article #6 posits that incumbent organizations may start their DT 

without a deliberate focus on DEs or overarching digital value networks, yet in doing so, they 

learn that digitalization is “a game played by partners.” Otherwise, the multiple challenges of 

DT, especially the adoption of digital technologies to open up new ways of value creation (Vial, 

2019), may not be feasible. Nevertheless, so far, there is little theoretical dimension to this 

discussion. Research Article #6 argues that DT and DEs share a foundation for theory in at least 

the identified convergent assumptions and concludes that further theorizing on DT and DEs is 

essential to understand phenomena related to organizations and DEs.  

Research Article #7 – Theorizing the Influence of Digital Ecosystems on Digital 

Transformation: A Path Constitution Perspective 

Based on the results of Research Article #6 and following a phenomenon-based theorizing 

approach (Fisher et al., 2021; Gregory et al., 2021), Research Article #7 provides a path 

constitution theory of DT explicating the role of a digital ecosystem on the generation, 

continuation, and termination of an organization’s DT path. This article seeks to push the 

frontier of current DT research from an agency-centric to an environment-centric perspective 

and mobilize future DT research and practice by providing a foundation for environment-centric 

studies. To achieve this, Research Article #7 asks: “How a digital ecosystem influences an 

organization’s digital transformation?” 

Research Article #7 builds its results on path constitution theory, which explains how an 

organization’s history, external environment, and decisions by managerial actors influence its 

possible actions (Meyer & Schubert, 2007; Singh et al., 2015). In the past two decades, path 

constitution theory has evolved into an influential theory for explaining technological and 

organizational paths (Meyer & Schubert, 2007; Sydow et al., 2020). Additionally, Research 

Article #7 refers to a DT path not on the level of a particular digital technology but on the level 

of an organization’s value proposition. A path is driven by self-reinforcing processes, which 

reproduce specific action patterns (e.g., positive feedback loops or increasing returns) (Sydow 

et al., 2009).  

Translating Sydow et al.’s (2012) constitutive features of a path to the context of DT, Research 

Article #7 defines the DT path as a progression of organizational transformation actions that 

leverage digital technologies in (re-)defining an organization’s value proposition over time 

(Sydow et al., 2020; Wessel et al., 2020). Theorizing the DT path at the organizational level 

requires examining an organization’s interrelation with its external environment (Plekhanov et 
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al., 2022), i.e., the influence of a DE. A DT path is triggered by a digital technology-driven 

change in the environmental or organizational context that significantly influences an 

organization’s actions and gradually transforms its value proposition (Vial, 2019; Wessel et al., 

2020). While various new digital value propositions are imaginable at the generation of the DT 

path, the range of options narrows down as a new digital value proposition concretizes over 

time. The development of this digitally-enabled value proposition further stabilizes the 

embarked path through a progressive alignment of possible transformation actions driven by 

internal and external stakeholders, which intentionally or unintentionally influence the 

development of the digitally-enabled value proposition over time. This DT path becomes 

(temporarily) congealed or even locked in when a digitally-enabled value proposition 

establishes and limits an organization’s flexibility regarding further DT actions (Adner, 2017; 

Hanelt et al., 2021). 

As depicted in Figure 8, Research Article #7 theorizes the role of a DE on an organization’s DT 

path in three phases covering the generation of a DT path, outlining how the DT path continues, 

and demonstrating how the DT path terminates in the face of an exogenous shock. 

The theory explains how DEs influence all phases of the DT path and drive both continuous 

and episodic change concerned with DT (Hanelt et al., 2021). The primary contribution of 

Research Article # 7 is a theory that brings the external environment in general and the influence 

Figure 8: Overview of the Path Constitution Theory of Digital Transformation Across 

Three Phases 
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of DEs in particular to the focus of DT research (Gregor, 2006). While the significance of the 

external environment in influencing an organization's DT is already widely acknowledged 

(Hanelt et al., 2021; Verhoef et al., 2021), there is a potential of failing to recognize the pivotal 

role played by DEs guiding and limiting managerial agency. Thus, the theory serves as a 

sensitizing device to view an organization’s DT and its influences from an environment-centric 

perspective which complements current agency-centric work and aligns with recent calls by 

Markus and Rowe (2021) on concurrent DT research. By pushing the frontier of DT research 

to account for the influence of DEs, we pick up the calls to explicitly consider the external 

environment, which dates back to Venkatraman (1994).  

The secondary contribution of Research Article #7 is to conceptualize DT as a path drawing 

from path constitution theory (Meyer & Schubert, 2007; Singh et al., 2015; Sydow et al., 2009) 

and break down the abstract phenomenon of DT into three different phases. The theory answers 

previous calls for conceptualizing DT as a path, i.e., a particular type of process characterized 

by a limited scope of meaningful or even a lock-in on specific DT actions (Drechsler et al., 

2020; Nambisan et al., 2017). Research Article #7 builds upon and expands existing research 

that understands DT as a (change) process (Soluk & Kammerlander, 2021). Further, as Hanelt 

et al. (2021), an organization’s DT is a dynamic process with no static but moving target, 

including continuous and episodic change phases. Our theorizing adds to that by suggesting 

that within a phase of continuous change, the DT path continues and stabilizes through self-

reinforcing processes related to resources, coopetition, and governance. In a phase of episodic 

change, a DT path terminates driven by a change in a DE’s joint value proposition or 

composition. DT does not necessarily end from there, but a new DT path may be generated. 

Finally, a path constitution perspective of DT also helps to address the implicit assumption of 

concurrent research, which treats DT “as a binary outcome of transformed vs. non-transformed” 

(Fabian et al., 2023). By conceptualizing DT as a path of three major phases, Research Article 

#7 offers a more fine-grained understanding of examining an organization’s DT between the 

non-transformed and transformed states. 
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III Summary and Limitations 

1 Summary 

Moving beyond competing with others’ narratives to form digital value networks and face the 

challenges of ever-faster changing environments due to rampant DT involves profound 

challenges for organizations. Here, through joining forces with others, digital value networks 

provide access to various external resources, especially substantial amounts of data, that pave 

the way for new AI-driven services (Gregory et al., 2021; Oberländer et al., 2021). Motivated 

by these opportunities, this doctoral thesis addresses three overarching topics: Firstly, the 

challenges of digital value networks as a driver of artificial intelligence pose significant 

obstacles for incumbents. In this vein, this doctoral thesis identifies the challenges of adopting 

IoT platforms, provides a decision support model to manage particularly critical IT security 

concerns, and highlights the opportunities for FL to share data in digital value networks. 

Secondly, the challenges of artificial intelligence as a driver of new digital value propositions 

force incumbents to consider the stochastic nature of most AI-driven services in their service 

design. Therefore, this doctoral thesis provides two decision-support models for supporting the 

monetization of data-driven services and successfully providing new digital value propositions 

that fulfill customer expectations. Thirdly, acknowledging the significant role of the external 

environment in an incumbent's DT, this doctoral thesis provides a new theoretical assertion on 

value networks as a driver of digital transformation that balances the prevalent view that an 

organization’s agents design its DT path with a more nuanced perspective on the influence of 

its external environment (Markus & Rowe, 2021, 2023).  

Concerning the challenges of digital value networks as a driver of artificial intelligence, Section 

II.1 provides an overview of the challenges practitioners and academics deem relevant when 

companies adopt IoT platforms as a prerequisite for connecting forces with others to provide 

new digital value propositions (Research Article #1). Section II.1 reveals several extremely 

relevant rated challenges of adopting industrial IoT platforms and using digital technologies to 

exchange data with others in an IT security context. Therefore, this doctoral thesis provides a 

decision-support model that assists decision-makers in quantitatively assessing the risks of 

connecting to other organizations and overseeing the complexity of their digital value network 

(Research Article #2). Applying the decision-support model to the case of a German gearing 

manufacturer provides promising results regarding its usefulness and applicability. While this 

decision-support model allows for assessing the impact of IT security incidents on information 
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systems and value flows, Section II.1 further provides an overview of FL applications as a 

promising way to share data safely (Research Article #3). 

Concerning the challenges of artificial intelligence as a driver of new digital value 

propositions, Section II.2 provides two decision-support models that assist decision-makers in 

designing AI-driven services. Both decision-support models are driven by challenges 

incumbents face when turning data-driven predictions into meaningful services. The first 

decision-support model of Section II.2 thereby enables decision-makers to derive meaningful 

SLAs with reasonable SLOs and select suitable payment structures for their services based on 

the predictive power of their underlying AI algorithms (Research Article #4). The second 

decision support model of Section II.2 utilizes new reinforcement learning approaches to turn 

predictions into meaningful decisions aligned with the long-term goals of overarching SLAs 

(Research Article #5). The applicability of both decision support models is evaluated by the 

case of a German car wash system manufacturer that aims to use its customers' data, i.e., the 

data of large petrol station chains, to improve its maintenance services and provide higher 

availability of its systems. The decision-support models broaden the prescriptive knowledge on 

implementing AI-driven services in the manufacturing industry by combining and extending 

existing solutions to a relevant research problem. Furthermore, both decision-support models 

offer novel approaches to assess the economic value of data-driven services for service 

providers in the manufacturing industry.  

Concerning digital value networks as a driver of digital transformation, Section II.3 provides 

a new theoretical foundation on the influence of an organization's external environment on its 

DT. This new theoretical foundation consists of four convergent assumptions illuminating the 

intersection of DEs and an organization’s DT and a new theoretical perspective on an 

organization's DT using path constitution theory. The four convergent assumptions represent 

possible constructs for building future theory and serve as the first step toward a more profound 

theoretical explanation of how a DE influences an organization’s DT (Research Article #6). 

Building on the convergent assumptions, the path constitution theory of digital transformation 

spotlights the role of a DE on an organization’s DT. Following a phenomenon-based theorizing 

approach and drawing from path constitution theory, this new perspective explicates a DE’s 

role in DT path generation, continuation, and termination and pushes the frontier of 

organizational DT research from an agency-centric to an environment-centric perspective 

(Research Article #7). 
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2 Limitations and Future Research 

The results of this doctoral thesis have limitations that provide an impetus for future research 

endeavors. This section provides an overview of these limitations and spotlights resulting 

avenues for future scholars that examine the role of digital value networks and AI for an 

incumbent’s DT. Further, the individual research articles provide a detailed perspective on the 

limitations of this research endeavor and their potential for future research (see the Appendix 

section). 

First, the developed decision-support models of Research Articles #2, #4, and #5 consider 

multiple input parameters as deterministic or expected values. In reality, however, parameters 

such as costs resulting from misclassifications or IT incidents can fluctuate, and, therefore, the 

stochastic modeling of input parameters would further increase the validity of the decision-

support models. Furthermore, it is challenging to determine input parameters such as expected 

costs, e.g., resulting from AI-based misclassifications, or expected revenues, especially for 

manufacturing companies with little experience in DT or AI. However, I must note that 

increasing the validity of the presented decision-support models comes with increased 

requirements for underlying data. The decision-support models of this doctoral thesis are 

intended for use in industry settings and, therefore, focus on the effects of specific parameters 

such as network complexity or predictive power. This spotlighting of specific parameters 

facilitates the applicability of the presented decision-support models and allows a closer 

investigation of different scenarios by varying input parameters. Further, performing robustness 

analyses can compensate for the uncertainty of input parameters, and joining forces with others 

in digital value networks may provide the opportunity to meet the increased requirements for 

underlying data. 

Second, concerning applying FL to share data within digital value networks, Research Article 

#3 omitted certain aspects from the chosen perspectives of the developed taxonomy due to a 

lack of data. For example, balancing fairness and privacy in an FL use case is mainly an issue 

regarding incentives for training performance. This limitation opens a vast research avenue 

from a business perspective on possibly commercializing FL applications through payments to 

the clients while providing proof of their training benchmarks without disclosing their identity. 

Here, research like Rückel et al. (2022) provides a promising approach but still needs to be 

extended by field tests. Gu et al. (2022) also show promising results in navigating trade-offs 

between privacy, performance, and fairness on an algorithm level. 
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Third, the theorizing efforts presented in Research Articles #6 and #7 may have missed relevant 

publications despite the best attempts at rigorous research. The literature reviews of both 

research articles are not aimed to be comprehensive within the individual research streams but 

rather to provide a representative sample of the current discourse in literature (Leidner 2018). 

Literature unknown to the authors might offer further valuable insights. However, this doctoral 

thesis emphasized the first steps to theoretical development and focused less on the full-fledged 

review of prior literature (Leidner 2018; Rivard 2014). Thus, my work supports an early stage 

of theory building, i.e., in line with Bacharach (1989), who stated that "during the early stages 

of theory building, there may be a fine line between satisfying the criteria of the internal logic 

of theory and achieving a creative contribution" (P. 513). 

Fourth, this doctoral thesis does not operationalize the presented path constitution theory of 

digital transformation regarding variables, hypotheses, and quantitative empirical analysis. 

Instead, the path constitution theory of DT provides a basis for operationalizing and empirically 

assessing an organization’s DT path in future research following explicit propositions along 

three phases. When empirically examining the theory, future research should also consider 

specific contingencies along an organization’s DT path, e.g., an organization’s size, age, 

industry, geography, and culture. Moreover, future empirical agency-centric DT research 

should account for control variables that consider the external environment's influence in 

general and DEs and digital value networks in particular. 

In sum, the velocity of change in many industries induced by ever-faster-evolving digital 

technologies will almost certainly increase further and spur the emergence of more complex 

networks of organizations cocreating data-driven value propositions. Therefore, I sincerely 

hope this doctoral thesis will support researchers and practitioners in navigating the 

opportunities and risks of DT in digital value networks. 

  



Publication Bibliography  

36 

IV Publication Bibliography 

Abdulrahman, S., Tout, H., Ould-Slimane, H., Mourad, A., Talhi, C., & Guizani, M. (2021). A 

Survey on Federated Learning: The Journey From Centralized to Distributed On-Site 

Learning and Beyond. IEEE Internet of Things Journal, 8(7), 5476–5497. 

https://doi.org/10.1109/JIOT.2020.3030072 

Adner, R. (2017). Ecosystem as Structure. Journal of Management, 43(1), 39–58. 

https://doi.org/10.1177/0149206316678451 

Agrawal, A., Gans, J., & Goldfarb, A. (2018). Prediction machines: The simple economics of 

artificial intelligence. Harvard Business Review Press.  

Aledhari, M., Razzak, R., Parizi, R. M., & Saeed, F. (2020). Federated Learning: A Survey on 

Enabling Technologies, Protocols, and Applications. IEEE Access : Practical 

Innovations, Open Solutions, 8, 140699–140725. 

https://doi.org/10.1109/access.2020.3013541 

Alfaro, E., Bressan, M., Girardin, F., Murillo, J., Someh, I., & Wixom, B. H. (2019). BBVA’s 

Data Monetization Journey. MIS Quarterly Executive, 18(2). 

https://aisel.aisnet.org/misqe/vol18/iss2/4 

Arnold, L., Jöhnk, J., Vogt, F., & Urbach, N. (2022). IIoT platforms' architectural features - A 

taxonomy and five prevalent archetypes. Electronic Markets, 32, 927–944. 

Arnold, L., Karnebogen, P., & Urbach, N. (2023). Challenges of Organizations' Adoption of 

Industrial IoT Platforms - Results of a Delphi Study. International Journal of Innovation 

and Technology Management, Article S0219877023500414. Advance online 

publication. https://doi.org/10.1142/S0219877023500414 

Arnott, D., & Pervan, G. (2012). Design science in decision support systems research: An 

assessment using the Hevner, March, Park, and Ram Guidelines. Journal of the 

Association for Information Systems, 13(11), 1. 

Atluri, V., Wang, L., Islam, T., Long, T., Singhal, A., & Jajodia, S. (Eds.) (2008). An Attack 

Graph-Based Probabilistic Security Metric: Data and Applications Security XXII. 

Springer Berlin Heidelberg. 

Bacharach, S. B. (1989). Organizational Theories: Some Criteria for Evaluation. The Academy 

of Management Review, 14(4), 496. https://doi.org/10.2307/258555 

Baesens, B., Bapna, R., Marsden, J. R., Vanthienen, J., & Zhao, J. L. (2016). Transformational 

Issues of Big Data and Analytics in Networked Business. MIS Quarterly, 40(4), 807–

818. https://doi.org/10.25300/MISQ/2016/40:4.03 



Publication Bibliography  

37 

Baines, T., Lightfoot, H., Peppard, J., Johnson, M., Tiwari, A., Shehab, E., & Swink, M. 

(2009). Towards an operations strategy for product‐centric servitization. International 

Journal of Operations & Production Management, 29(5), 494–519. 

https://doi.org/10.1108/01443570910953603 

Baines, T., Ziaee Bigdeli, A., Bustinza, O. F., Shi, V. G., Baldwin, J., & Ridgway, K. (2017). 

Servitization: revisiting the state-of-the-art and research priorities. International 

Journal of Operations & Production Management, 37(2), 256–278. 

https://doi.org/10.1108/IJOPM-06-2015-0312 

Benardos, P., & Vosniakos, G. (2002). Prediction of surface roughness in CNC face milling 

using neural networks and Taguchi's design of experiments. Robotics and Computer-

Integrated Manufacturing, 18(5-6), 343–354. https://doi.org/10.1016/S0736-

5845(02)00005-4 

Bendovschi, A. (2015). Cyber-Attacks – Trends, Patterns and Security Countermeasures. 

Procedia Economics and Finance, 28, 24–31. https://doi.org/10.1016/S2212-

5671(15)01077-1 

Beyer, B., Jones, C., Murphy, N., & Petoff, J. (2016). Site Reliability Engineering (1st edition). 

O'Reilly Media, Inc.  

Bharadwaj, A., El Sawy, O. A., Pavlou, P. A., & Venkatraman, N [N.] (2013). Digital Business 

Strategy: Toward a Next Generation of Insights. MIS Quarterly, 37(2), 471–482. 

https://doi.org/10.25300/MISQ/2013/37:2.3 

Bock, K. W. de, Coussement, K., & Lessmann, S. (2020). Cost-sensitive business failure 

prediction when misclassification costs are uncertain: A heterogeneous ensemble 

selection approach. European Journal of Operational Research, 285(2), 612–630. 

https://doi.org/10.1016/j.ejor.2020.01.052 

Brynjolfsson, E., & McAfee, A. (2014). The second machine age: Work, progress, and 

prosperity in a time of brilliant technologies. W.W. Norton & Company, Inc.  

Brynjolfsson, E., & Mitchell, T. (2017). What can machine learning do? Workforce 

implications. Science (New York, N.Y.), 358(6370), 1530–1534. 

https://doi.org/10.1126/science.aap8062 

Bürger, O., Häckel, B., Karnebogen, P., & Töppel, J. (2019). Estimating the impact of IT 

security incidents in digitized production environments. Decision Support Systems, 

113–144. https://doi.org/10.1016/j.dss.2019.113144 



Publication Bibliography  

38 

Cachon, G. P. (2020). A Research Framework for Business Models: What Is Common Among 

Fast Fashion, E-Tailing, and Ride Sharing? Management Science, 66(3), 1172–1192. 

https://doi.org/10.1287/mnsc.2018.3275 

Clarke, R. (2016). Big data, big risks. Information Systems Journal, 26(1), 77–90. 

https://doi.org/10.1111/isj.12088 

Collins, C., Dennehy, D., Conboy, K., & Mikalef, P. (2021). Artificial intelligence in 

information systems research: A systematic literature review and research agenda. 

International Journal of Information Management, 60, 102383. 

https://doi.org/10.1016/j.ijinfomgt.2021.102383 

Dalzochio, J., Kunst, R., Pignaton, E., Binotto, A., Sanyal, S., Favilla, J., & Barbosa, J. (2020). 

Machine learning and reasoning for predictive maintenance in Industry 4.0: Current 

status and challenges. Computers in Industry, 123, 103298. 

https://doi.org/10.1016/j.compind.2020.103298 

Darwin, C. (1859). On the origin of species by means of natural selection, or preservation of 

favoured races in the struggle for life. London : John Murray, 1859. 

https://search.library.wisc.edu/catalog/9934839413602122  

Davenport, T. H. (2018). From analytics to artificial intelligence. Journal of Business Analytics, 

1(2), 73–80. https://doi.org/10.1080/2573234X.2018.1543535 

Davis, J., & Goadrich, M. (2006). The relationship between Precision-Recall and ROC curves. 

In W. Cohen (Ed.), Proceedings of the 23rd international conference on Machine 

learning (pp. 233–240). ACM. https://doi.org/10.1145/1143844.1143874 

Domingos, P. (1999). MetaCost: A general method for making classifiers cost-sensitive, 155–

164. https://doi.org/10.1145/312129.312220 

Domingos, P. (2012). A few useful things to know about machine learning. Communications 

of the ACM, 55(10), 78–87. https://doi.org/10.1145/2347736.2347755 

Drechsler, K., Gregory, R., Wagner, H.‑T., & Tumbas, S. (2020). At the Crossroads between 

Digital Innovation and Digital Transformation. 

Du, W., Pan, S. L., Xie, K., & Xiao, J. (2020). Data Analytics Contributes to Better Decision-

Making Beyond Organizational Boundaries. MIS Quarterly Executive, 19(2). 

https://aisel.aisnet.org/misqe/vol19/iss2/5 

El Sawy, O., Amsinck, H., Kraemmergaard, P., & Lerbech Vinther, A. (2016). How LEGO 

Built the Foundations and Enterprise Capabilities for Digital Leadership. MIS Quarterly 

Executive, 15(2). https://aisel.aisnet.org/misqe/vol15/iss2/5 



Publication Bibliography  

39 

European Union (2021). Proposal for a regulation of the european parliament and of the council 

laying down harmonised rules on artificial intelligence (artificial intelligence act) and 

amending certain union legislative acts: COM/2021/206. https://eur-

lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206 

Fabian, N. E., Dong, J. Q., Broekhuizen, T., & Verhoef, P. C. (2023). Business value of SME 

digitalisation: when does it pay off more? European Journal of Information Systems, 1–

20. https://doi.org/10.1080/0960085X.2023.2167671 

Fabri, L., Björn, H., Anna Maria, O., Jannick Töppel, & Patrick Zanker (2019). Economic 

Perspective on Algorithm Selection for Predictive Maintenance. In 27th European 

Conference on Information Systems (ECIS). https://eref.uni-bayreuth.de/49886/ 

Fisher, G., Mayer, K., & Morris, S. (2021). From the Editors—Phenomenon-Based Theorizing. 

The Academy of Management Review, 46(4), 631–639. 

https://doi.org/10.5465/amr.2021.0320 

François-Lavet, V., Henderson, P., Islam, R., Bellemare, M. G., & Pineau, J. (2018). An 

Introduction to Deep Reinforcement Learning. Foundations and Trends in Machine 

Learning, 11(3-4), 219–354. https://doi.org/10.1561/2200000071 

Frigault, M., Wang, L., Singhal, A., & Jajodia, S. (2008). Measuring network security using 

dynamic bayesian network. In A. Ozment & K. Stølen (Eds.), Proceedings of the 4th 

ACM workshop on Quality of protection - QoP '08 (p. 23). ACM Press. 

https://doi.org/10.1145/1456362.1456368 

Gawer, A., & Cusumano, M. A. (2014). Industry Platforms and Ecosystem Innovation. Journal 

of Product Innovation Management, 31(3), 417–433. 

https://doi.org/10.1111/JPIM.12105 (Journal of Product Innovation Management, 

31(3), 417-433). 

Gnyawali, D. R., & Park, B.‑J. (2011). Co-opetition between giants: Collaboration with 

competitors for technological innovation. Research Policy, 40(5), 650–663. 

https://doi.org/10.1016/j.respol.2011.01.009 

Goldsteen, A., Ezov, G., Shmelkin, R., Moffie, M., & Farkash, A. (2022). Data minimization 

for GDPR compliance in machine learning models. AI and Ethics, 2(3), 477–491. 

https://doi.org/10.1007/s43681-021-00095-8 

Goo, J., Huang, C. D., & Hart, P. (2008). A Path to Successful IT Outsourcing: Interaction 

Between Service-Level Agreements and Commitment. Decision Sciences, 39(3), 469–

506. https://doi.org/10.1111/j.1540-5915.2008.00200.x 



Publication Bibliography  

40 

Goo, J., Kishore, R., Rao, H. R., & Nam, K. (2009). The role of service level agreements in 

relational management of information technology outsourcing: an empirical study. MIS 

Quarterly, 119–145. 

Graff, J., Krenz, W., & Kronenwett, D. (2018). IIoT Platforms: Source of Profit or Inflated 

Hype? Oliver Wyman. https://www.oliverwyman.com/our-

expertise/insights/2018/nov/perspectives-on-manufacturing-industries-vol-13/iiot-

platforms-source-of-new-profit-or-inflated-hype/iiot-platforms-source-of-new-profit-

or-inflated-hype.html 

Gregor (2006). The Nature of Theory in Information Systems. MIS Quarterly, 30(3), 611. 

https://doi.org/10.2307/25148742 

Gregor, S., & Hevner, A. R. (2013). Positioning and Presenting Design Science Research for 

Maximum Impact. MIS Quarterly, 37(2), 337–355. 

https://doi.org/10.25300/MISQ/2013/37.2.01 

Gregory, R. W., Henfridsson, O., Kaganer, E., & Kyriakou, H. (2021). The Role of Artificial 

Intelligence and Data Network Effects for Creating User Value. Academy of 

Management Review, 46(3), 534–551. https://doi.org/10.5465/amr.2019.0178 

Gu, X., Tianqing, Z., Li, J., Zhang, T., Ren, W., & Choo, K.‑K. R. (2022). Privacy, accuracy, 

and model fairness trade-offs in federated learning. Computers & Security, 122, 102907. 

https://doi.org/10.1016/j.cose.2022.102907 

Guajardo, J. A., Cohen, M. A., Kim, S.‑H., & Netessine, S. (2012). Impact of Performance-

Based Contracting on Product Reliability: An Empirical Analysis. Management 

Science, 58(5), 961–979. https://doi.org/10.1287/mnsc.1110.1465 

Häckel, B., Karnebogen, P., & Ritter, C. (2022). AI-based industrial full-service offerings: A 

model for payment structure selection considering predictive power. Decision Support 

Systems, 152, 113653. https://doi.org/10.1016/j.dss.2021.113653 

Halbheer, D., Gärtner, D. L., Gerstner, E., & Koenigsberg, O. (2018). Optimizing service 

failure and damage control. International Journal of Research in Marketing, 35(1), 

100–115. https://doi.org/10.1016/j.ijresmar.2017.11.001 

Hanelt, A [André], Bohnsack, R., Marz, D., & Antunes, M. C. (2021). A Systematic Review of 

the Literature on Digital Transformation: Insights and Implications for Strategy and 

Organizational Change. Journal of Management Studies, 58(5), 1159–1197. 

https://doi.org/10.1111/joms.12639 



Publication Bibliography  

41 

Hansen, R., & Kien, S. S. (2015). Hummel's Digital Transformation Toward Omnichannel 

Retailing: Key Lessons Learned. MIS Quarterly Executive, 14(2). 

https://aisel.aisnet.org/misqe/vol14/iss2/3 

Harris, B. (2013). Evolution's Other Narrative. American Scientist, 101(6), 410. 

https://doi.org/10.1511/2013.105.410 

Hein, A., Schreieck, M., Riasanow, T., Setzke, D. S., Wiesche, M., Böhm, M., & Krcmar, H. 

(2020). Digital platform ecosystems. Electronic Markets, 30(1), 87–98. 

https://doi.org/10.1007/s12525-019-00377-4 

Hein, A., Weking, J., Schreieck, M., Wiesche, M., Böhm, M., & Krcmar, H. (2019). Value co-

creation practices in business-to-business platform ecosystems. Electronic Markets, 

29(3), 503–518. https://doi.org/10.1007/s12525-019-00337-y 

Heuchert, M., Verhoeven, Y., Cordes, A.‑K., & Becker, J. Smart Service Systems in 

Manufacturing: An Investigation of Theory and Practice. Proceedings of the 53rd 

Hawaii International Conference on System Sciences, 2020. 

https://doi.org/10.24251/HICSS.2020.208 

Hodapp, D., Hawlitschek, F., & Kramer, D. (2019). Value Co-Creation in Nascent Platform 

Ecosystems: A Delphi Study in the Context of the Internet of Things. Proceedings of 

40th International Conference on Information Systems (ICIS). 

Hu, Y., Miao, X., Zhang, J., Liu, J., & Pan, E. (2021). Reinforcement learning-driven 

maintenance strategy: A novel solution for long-term aircraft maintenance decision 

optimization. Computers & Industrial Engineering, 153, 107056. 

https://doi.org/10.1016/j.cie.2020.107056 

Huber, R. X. R., Püschel, L. C., & Röglinger, M. (2019). Capturing smart service systems: 

Development of a domain-specific modelling language. Information Systems Journal, 

29(6), 1207–1255. https://doi.org/10.1111/isj.12269 

Iansiti, M., & Lakhani, K. R. (2020). Competing in the age of AI: Strategy and leadership when 

algorithms and networks run the world. Harvard Business Review Press.  

Jacobides, M. G., Cennamo, C., & Gawer, A. (2018). Towards a theory of ecosystems. 

Strategic Management Journal, 39(8), 2255–2276. https://doi.org/10.1002/smj.2904 

Kapoor, R. (2018). Ecosystems: broadening the locus of value creation. Journal of 

Organization Design, 7(1), 39. https://doi.org/10.1186/S41469-018-0035-4 

Karnebogen, P., Kaymakci, C., Willburger, L., Häckel, B., & Sauer, A. (2023). Structuring 

Federated Learning Applications – A Literature Analysis and Taxonomy. ECIS 2023 

Proceedings. 



Publication Bibliography  

42 

Karnebogen, P., Oberländer, A. M., & Rövekamp, P. (2021). A Means to an End of the Other-

Research Avenues at the Intersection of Organizational Digital Transformation and 

Digital Business Ecosystems. ICIS 2021 Proceedings. 

https://aisel.aisnet.org/icis2021/adv_in_theories/adv_in_theories/2/ 

Keeney, R. L., & Raiffa, H. (1993). Decisions with multiple objectives: Preferences and Value 

Trade-offs. Cambridge University Press. https://doi.org/10.1017/CBO9781139174084 

König, U. M., Linhart, A., & Röglinger, M. (2019). Why do business processes deviate? 

Results from a Delphi study. Business Research, 12(2), 425–453. 

https://doi.org/10.1007/s40685-018-0076-0 

Kreuzer, T., Röglinger, M., & Rupprecht, L. (2020). Customer-centric prioritization of process 

improvement projects. Decision Support Systems, 133, 113286. 

https://doi.org/10.1016/j.dss.2020.113286 

Lazer, D., Kennedy, R., King, G., & Vespignani, A. (2014). Big data. The parable of Google 

Flu: Traps in big data analysis. Science (New York, N.Y.), 343(6176), 1203–1205. 

https://doi.org/10.1126/science.1248506 

Leidner, D. (2018). Review and Theory Symbiosis: An Introspective Retrospective. Journal of 

the Association for Information Systems, 19(06), 552–567. 

https://doi.org/10.17705/1jais.00501 

Li, L., Fan, Y., Tse, M., & Lin, K.‑Y. (2020). A review of applications in federated learning. 

Computers & Industrial Engineering, 149, 106854. 

https://doi.org/10.1016/j.cie.2020.106854 

Lo Kit, S., Lu, Q., Wang, C., Paik, H.‑Y., & Zhu, L. (2020, July 22). A Systematic Literature 

Review on Federated Machine Learning: From A Software Engineering Perspective.  

Markus, M. L., & Rowe, F. (2021). Guest Editorial: Theories of Digital Transformation: A 

Progress Report. Journal of the Association for Information Systems, 22(2), 273–280. 

https://doi.org/10.17705/1jais.00661 

Markus, M. L., & Rowe, F. (2023). The Digital Transformation Conundrum: Labels, 

Definitions, Phenomena, and Theories. Journal of the Association for Information 

Systems, 24(2), 328–335. https://doi.org/10.17705/1jais.00809 

McMahan, B., Eider Moore, Daniel Ramage, Seth Hampson, & Blaise Aguera y Arcas (2017). 

Communication-Efficient Learning of Deep Networks from Decentralized Data. 

Artificial Intelligence and Statistics, 1273–1282. 

http://proceedings.mlr.press/v54/mcmahan17a.html 



Publication Bibliography  

43 

McMahan, B., Konečný, J., Yu, F. X., Richtárik, P., Suresh, A. T., & Bacon, D. (2016). 

Federated Learning: Strategies for Improving Communication Efficiency. NIPS 

Workshop on Private Multi-Party Machine Learning. 

http://arxiv.org/pdf/1610.05492v2 

Mendling, J., Pentland, B. T., & Recker, J. (2020). Building a complementary agenda for 

business process management and digital innovation. European Journal of Information 

Systems, 29(3), 208–219. https://doi.org/10.1080/0960085X.2020.1755207 

Meredith, J. R., Raturi, A., Amoako-Gyampah, K., & Kaplan, B. (1989). Alternative research 

paradigms in operations. Journal of Operations Management, 8(4), 297–326. 

https://doi.org/10.1016/0272-6963(89)90033-8 

Meyer, U., & Schubert, C. (2007). Integrating path dependency and path creation in a general 

understanding of path constitution(3), 23–44. https://doi.org/10.17877/DE290R-978 

(Science, Technology & Innovation Studies). 

Mirani, A. A., Velasco-Hernandez, G., Awasthi, A., & Walsh, J. (2022). Key Challenges and 

Emerging Technologies in Industrial IoT Architectures: A Review. Sensors, 22(15), 

5836. 

Mitchell, T. M. (1997). Does Machine Learning Really Work? AI Magazine, 18(3), 11. 

https://doi.org/10.1609/aimag.v18i3.1303 

Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Veness, J., Bellemare, M. G., Graves, A., 

Riedmiller, M., Fidjeland, A. K., Ostrovski, G., Petersen, S., Beattie, C., Sadik, A., 

Antonoglou, I., King, H., Kumaran, D., Wierstra, D., Legg, S., & Hassabis, D. (2015). 

Human-level control through deep reinforcement learning. Nature, 518(7540), 529–

533. https://doi.org/10.1038/nature14236 

Moore (1993). Predators and Prey: A New Ecology of Competition. Harvard Business Review, 

71, 75–86. 

Moore (2006). Business ecosystems and the view of the firm. The Antitrust Bulletin, 51. 

https://doi.org/10.1177/0003603X0605100103 

Moura, R., Ceotto, L., Gonzalez, A., & Toledo, R. (2018). Industrial Internet of Things 

Platforms - An Evaluation Model. In International Conference on Computational 

Science and Computational Intelligence. 

Mourby, M., Ó Cathaoir, K., & Collin, C. B. (2021). Transparency of machine-learning in 

healthcare: The GDPR & European health law. Computer Law & Security Review, 43, 

105611. https://doi.org/10.1016/j.clsr.2021.105611 



Publication Bibliography  

44 

Munoz-Gonzalez, L., Sgandurra, D., Barrere, M., & Lupu, E. (2017b). Exact Inference 

Techniques for the Analysis of Bayesian Attack Graphs. IEEE Transactions on 

Dependable and Secure Computing, 1. https://doi.org/10.1109/TDSC.2016.2627033 

Muñoz-Gonzalez, L., Sgandurra, D., Paudice, A., & Lupu, E. C. (2017a). Efficient Attack 

Graph Analysis through Approximate Inference. ACM Transactions on Privacy and 

Security, 20(3), 1–30. https://doi.org/10.1145/3105760 

Nambisan, S., Lyytinen, K., Majchrzak, A., & Song, M. (2017). Digital innovation 

management. MIS Quarterly, 41(1), 223–238. 

Neely, A. (2008). Exploring the financial consequences of the servitization of manufacturing. 

Operations Management Research, 1(2), 103–118. https://doi.org/10.1007/s12063-

009-0015-5 

Nickerson, R. C., Varshney, U., & Muntermann, J. (2013). A method for taxonomy 

development and its application in information systems. European Journal of 

Information Systems, 22(3), 336–359. https://doi.org/10.1057/ejis.2012.26 

Nischak, F., & Hanelt, A [André]. (2019). Ecosystem Change in the Era of Digital Innovation 

– A Longitudinal Analysis and Visualization of the Automotive Ecosystem. 

https://aisel.aisnet.org/icis2019/is_heart_of_innovation_ecosystems/innovation_ecosys

tems/5 

Nischak, F., Hanelt, A [Andre], & Kolbe, L. M. (2017). Unraveling the Interaction of 

Information Systems and Ecosystems - A Comprehensive Classification of Literature. 

https://aisel.aisnet.org/icis2017/General/Presentations/20 

Oberländer, A. M., Röglinger, M., & Rosemann, M. (2021). Digital Opportunities for 

Incumbents – A Resource-centric Perspective. The Journal of Strategic Information 

Systems, 30(3), 101670. https://doi.org/10.1016/j.jsis.2021.101670 

Oberländer, A. M., Röglinger, M., Rosemann, M., & Kees, A. (2018). Conceptualizing 

business-to-thing interactions – A sociomaterial perspective on the Internet of Things. 

European Journal of Information Systems, 27(4), 486–502. 

https://doi.org/10.1080/0960085X.2017.1387714 

Okoli, C., & Pawlowski, S. D. (2004). The Delphi method as a research tool: an example, 

design considerations and applications. Information & Management, 42(1), 15–29. 

O'Leary, D. E. (2013). Artificial Intelligence and Big Data. IEEE Intelligent Systems, 28(2), 

96–99. https://doi.org/10.1109/MIS.2013.39 



Publication Bibliography  

45 

Opresnik, D., & Taisch, M. (2015). The value of Big Data in servitization. International 

Journal of Production Economics, 165, 174–184. 

https://doi.org/10.1016/j.ijpe.2014.12.036 

Panzer, M., & Bender, B. (2022). Deep reinforcement learning in production systems: a 

systematic literature review. International Journal of Production Research, 60(13), 

4316–4341. https://doi.org/10.1080/00207543.2021.1973138 

Paré, G., Cameron, A.‑F., Poba-Nzaou, P., & Templier, M. (2013). A systematic assessment of 

rigor in information systems ranking-type Delphi studies. Information & Management, 

50(5), 207–217. 

Pauli, T., Fielt, E., & Matzner, M. (2021). Digital Industrial Platforms. Business & Information 

Systems Engineering, 63(2), 181–190. https://doi.org/10.1007/s12599-020-00681-w 

Peffers, K., Tuunanen, T., Rothenberger, M. A., & Chatterjee, S. (2007). A Design Science 

Research Methodology for Information Systems Research. Journal of Management 

Information Systems, 24(3), 45–77. https://doi.org/10.2753/MIS0742-1222240302 

Plekhanov, D., Franke, H., & Netland, T. H. (2022). Digital transformation: A review and 

research agenda. European Management Journal. Advance online publication. 

https://doi.org/10.1016/j.emj.2022.09.007 

Poolsappasit, N., Dewri, R., & Ray, I. (2012). Dynamic Security Risk Management Using 

Bayesian Attack Graphs. IEEE Transactions on Dependable and Secure Computing, 

9(1), 61–74. https://doi.org/10.1109/TDSC.2011.34 

Raisch, S., & Krakowski, S. (2021). Artificial Intelligence and Management: The Automation–

Augmentation Paradox. Academy of Management Review, 46(1), 192–210. 

https://doi.org/10.5465/amr.2018.0072 

Robichek, A. A., Teichroew, D., & Jones, J. M. (1965). Optimal Short Term Financing 

Decision. Management Science, 12(1), 1–36. http://www.jstor.org/stable/2627714 

Rückel, T., Sedlmeir, J., & Hofmann, P. (2022). Fairness, integrity, and privacy in a scalable 

blockchain-based federated learning system. Computer Networks, 202, 108621. 

https://doi.org/10.1016/j.comnet.2021.108621 

Russell, S., & Norvig, P. (2016). Artificial intelligence: A modern approach (Third edition). 

Pearson. https://ebookcentral.proquest.com/lib/kxp/detail.action?docID=5831883  

Schmidt, R. C. (1997). Managing Delphi Surveys Using Nonparametric Statistical Techniques. 

Decision Sciences, 28(3), 763–774. 

Schrödl, H., & Turowski, K. (2014). Risk management in hybrid value creation. Decision 

Support Systems, 58, 21–30. https://doi.org/10.1016/j.dss.2012.12.042 



Publication Bibliography  

46 

Schüritz, R., Seebacher, S [Stefan], & Dorner, R. (2017). Capturing Value from Data: Revenue 

Models for Data-Driven Services. In Proceedings of the Annual Hawaii International 

Conference on System Sciences, Proceedings of the 50th Hawaii International 

Conference on System Sciences (2017). Hawaii International Conference on System 

Sciences. https://doi.org/10.24251/HICSS.2017.648 

Schüritz, R., Seebacher, S [S.], Satzger, G., & Schwarz, L. (2017). Datatization as the next 

frontier of servitization‐challenges of organizational transformation. In Proceedings of 

the 38th International Conference on Information Systems, South Korea. 

Shmueli, & Koppius (2011). Predictive Analytics in Information Systems Research. MIS 

Quarterly, 35(3), 553. https://doi.org/10.2307/23042796 

Singh, R., Mathiassen, L., & Mishra, A. (2015). Organizational Path Constitution in 

Technological Innovation: Evidence from Rural Telehealth. MIS Quarterly, 39(3), 643–

666. 

Smith, D. J. (2013). Power-by-the-hour: the role of technology in reshaping business strategy 

at Rolls-Royce. Technology Analysis & Strategic Management, 25(8), 987–1007. 

https://doi.org/10.1080/09537325.2013.823147 

Soluk, J., & Kammerlander, N. (2021). Digital transformation in family-owned Mittelstand 

firms: A dynamic capabilities perspective. European Journal of Information Systems, 

1–36. https://doi.org/10.1080/0960085X.2020.1857666 

Sonnenberg, C., & vom Brocke, J. (2012). Evaluation Patterns for Design Science Research 

Artefacts. In M. Helfert & B. Donnellan (Eds.), Communications in Computer and 

Information Science: Vol. 286. Practical aspects of design science: European Design 

Science Symposium, EDSS 2011, Leixlip, Ireland, October 14, 2011 ; revised selected 

papers (Vol. 286, pp. 71–83). Springer. https://doi.org/10.1007/978-3-642-33681-2_7 

Stamas, P. J., Kaarst-Brown, M. L., & Bernard, S. A. (2014). The Business Transformation 

Payoffs of Cloud Services at Mohawk. MIS Quarterly Executive, 13(4). 

Sydow, J., Schreyögg, G., & Koch, J. (2009). Organizational Path Dependence: Opening the 

Black Box. The Academy of Management Review, 34(4), 689–709. 

https://doi.org/10.5465/amr.34.4.zok689 

Sydow, J., Schreyögg, G., & Koch, J. (2020). On the Theory of Organizational Path 

Dependence: Clarifications, Replies to Objections, and Extensions. The Academy of 

Management Review, 45(4), 717–734. https://doi.org/10.5465/amr.2020.0163 



Publication Bibliography  

47 

Sydow, J., Windeler, A., Müller-Seitz, G., & Lange, K. (2012). Path Constitution Analysis: A 

Methodology for Understanding Path Dependence and Path Creation. Business 

Research, 5(2), 155–176. https://doi.org/10.1007/BF03342736 

Tan, F. T. C., Ondrus, J., Tan, B., & Oh, J. (2020). Digital transformation of business 

ecosystems: Evidence from the Korean pop industry. Information Systems Journal, 

30(5), 866–898. https://doi.org/10.1111/isj.12285 

Teece, D. J. (2018). Profiting from innovation in the digital economy: Enabling technologies, 

standards, and licensing models in the wireless world. Research Policy, 47(8), 1367–

1387. https://doi.org/10.1016/j.respol.2017.01.015 

Templier, M., & Paré, G. (2018). Transparency in literature reviews: an assessment of reporting 

practices across review types and genres in top IS journals. European Journal of 

Information Systems, 27(5), 503–550. https://doi.org/10.1080/0960085X.2017.1398880 

Tornatzky, L. G., & Fleischer, M. (1990). The processes of technological innovation. 

Lexington Books.  

Tschiesner, A., Möller, T., Kässer, M., Schaufuss, P., & Kley, F. (2019). Mastering new 

mobility: Perspectives on navigating an uncertain future. 

https://www.mckinsey.com/~/media/mckinsey/industries/automotive%20and%20asse

mbly/our%20insights/how%20automakers%20can%20master%20new%20mobility/m

astering-new-mobility-perspectives-on-navigating-an-uncertain-future.pdf  

Venkatraman, N [Nramanujam] (1994). IT-enabled business transformation: from automation 

to business scope redefinition. Sloan Management Review, 35, 73. 

Verhoef, P. C., Broekhuizen, T., Bart, Y., Bhattacharya, A., Qi Dong, J., Fabian, N., & 

Haenlein, M. (2021). Digital transformation: A multidisciplinary reflection and research 

agenda. Journal of Business Research, 122, 889–901. 

https://doi.org/10.1016/j.jbusres.2019.09.022 

Vial, G. (2019). Understanding digital transformation: A review and a research agenda. The 

Journal of Strategic Information Systems, 28(2), 118–144. 

https://doi.org/10.1016/j.jsis.2019.01.003 

Wang, P. (2021). Connecting the parts with the whole: Toward an information ecology theory 

of digital innovation ecosystems. MIS Quarterly. 

Wang, R., Dada, M., & Sahin, O. (2019). Pricing Ancillary Service Subscriptions. Management 

Science, 65(10), 4712–4732. https://doi.org/10.1287/mnsc.2018.3168 

Webster, J., & Watson, R. T. (2002). Analyzing the past to prepare for the future: Writing a 

literature review. MIS Quarterly, xiii–xxiii. 



Publication Bibliography  

48 

Weking, J., Stöcker, M., Kowalkiewicz, M., Böhm, M., & Krcmar, H. (2018). Archetypes for 

Industry 4.0 Business Model Innovations. In Twenty-fourth Americas Conference on 

Information Systems (AMCIS 2018). 

Wessel, L., Baiyere, A., Ologeanu-Taddei, R., Cha, J., & Jensen, T. (2020). Unpacking the 

difference between digital transformation and IT-enabled organizational 

transformation. Journal of Association of Information Systems. Advance online 

publication. https://doi.org/10.17705/1jais.00655 

Xie, P., Li, J. H., Ou, X., Liu, P., & Levy, R. (2010). Using Bayesian networks for cyber 

security analysis. In 2010 IEEE/IFIP International Conference on Dependable Systems 

& Networks (DSN) (pp. 211–220). IEEE. https://doi.org/10.1109/DSN.2010.5544924 

Yang, S. J., Stotz, A., Holsopple, J., Sudit, M., & Kuhl, M. (2009). High level information 

fusion for tracking and projection of multistage cyber attacks. Information Fusion, 

10(1), 107–121. https://doi.org/10.1016/j.inffus.2007.06.002 

Yin, X., Zhu, Y., & Hu, J. (2021). A Comprehensive Survey of Privacy-preserving Federated 

Learning: A Taxonomy, Review, and Future Directions. ACM Computing Surveys, 

54(6), 1–36. https://doi.org/10.1145/3460427 

Yoo, Y. (2013). The Tables Have Turned: How Can the Information Systems Field Contribute 

to Technology and Innovation Management Research? Journal of the Association for 

Information Systems, 14(5), 227–236. https://doi.org/10.17705/1JAIS.00334 

Yoo, Y., Henfridsson, O., & Lyytinen, K. (2010). Research Commentary —The New 

Organizing Logic of Digital Innovation: An Agenda for Information Systems Research. 

Information Systems Research, 21(4), 724–735. https://doi.org/10.1287/isre.1100.0322 

Zacharia, Z., Plasch, M., Mohan, U., & Gerschberger, M. (2019). The emerging role of 

coopetition within inter-firm relationships. The International Journal of Logistics 

Management, 30(2), 414–437. https://doi.org/10.1108/IJLM-02-2018-0021 

Zissis, D., & Lekkas, D. (2012). Addressing cloud computing security issues. Future 

Generation Computer Systems, 28(3), 583–592. 

https://doi.org/10.1016/j.future.2010.12.006 

  



Appendix  

49 

V Appendix 

1 Index of Research Articles 

Research Article #1: Challenges of Organizations' Adoption of Industrial IoT Platforms 

- Results of a Delphi Study  

Arnold, Laurin; Karnebogen, Philip; Urbach, Nils. Challenges of Organizations' Adoption of 

Industrial IoT Platforms - Results of a Delphi Study. International Journal of Innovation and 

Technology Management (2023). 

(VHB-Jourqual 3: Category C | Impact Factor (2023): 1.917) 

Research Article #2: Estimating the Impact of IT security incidents in digitized 

production environments 

Bürger, Olga; Häckel, Björn; Karnebogen, Philip; Töppel, Jannick. Estimating the impact of IT 

security incidents in digitized production environments. Decision Support Systems (2019). 

(VHB-Jourqual 3: Category B | Impact Factor (2023): 6.969 | Part of the Senior Scholars' List 

of Premier Journals) 

Research Article #3: Structuring Federated Learning Applications – A Literature 

Analysis and Taxonomy 

Karnebogen, Philip; Kaymakci, Can; Willburger, Lukas; Häckel, Björn; Sauer, Alexander. 

Structuring Federated Learning Applications – A Literature Analysis and Taxonomy. 

Proceedings of the 31st European Conference on Information Systems (ECIS 2023). 

Kristiansand, Norway. 

(VHB-Jourqual 3: Category B) 

Research Article #4: AI-based Industrial Full-Service Offerings: A Model for Payment 

Structure Selection Considering Predictive Power 

Häckel, Björn; Karnebogen, Philip; Ritter, Christian. AI-based industrial full-service offerings: 

A model for payment structure selection considering predictive power. Decision Support 

Systems (2022). 

(VHB-Jourqual 3: Category B | Impact Factor (2023): 6.969 | Part of the Senior Scholars' List 

of Premier Journals) 

 



Appendix  

50 
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Reinforcement Learning Approach 
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paper submitted to the Decision Support Systems Journal. 
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2 Individual Contribution to the Research Articles  

This cumulative dissertation comprises seven research articles representing the main body of 

work. All articles were developed in teams with multiple co-authors. This section details the 

respective research settings and highlights my individual contributions to each article. 

Research article #1: I co-authored this research article with Laurin Arnold and Nils Urbach. 

Regarding the development of the manuscript, I co-developed the initial draft of the research 

article and was engaged in conceptualizing the results and crafting their implications for theory 

and practice. Additionally, I was involved in further developing and revising the research article 

and textual elaboration. Laurin Arnold is the lead author of this research paper. 

Research article #2: I co-authored this research article with Olga Bürger, Jannick Töppel, and 

Björn Häckel. All co-authors jointly developed the decision-support model for estimating the 

impact of IT security incidents in the manufacturing industry. I was involved in all stages of 

developing this research article, from crafting the initial research idea and manuscript to 

multiple rounds of textual refinement throughout multiple revisions. Further, I was responsible 

for a multistaged evaluation consisting of several interviews with industry experts, a software 

implementation in R of the developed decision-support model, and showcasing it in a case study 

at a German manufacturing company.  

Research article #3: This research article was developed by a team of five co-authors (Philip 

Karnebogen, Can Kaymakci, Lukas Willburger, Björn Häckel, and Alexander Sauer). All co-

authors jointly developed the taxonomy for federated learning applications and their 

implications for privacy, performance, and fairness. In line with my role as the first author, I 

was involved in all stages of developing this research article, from crafting the initial research 

idea and manuscript to multiple rounds of textual refinement and reviewing all sections. 

Further, I contributed significantly to the design of the research methodology. 

Research article #4: I co-authored this research article with Christian Ritter and Björn Häckel. 

All co-authors jointly developed the decision-support model for selecting suitable payment 

structures for AI-based industrial full-service offerings. I was involved in all stages of 

developing this research article, from crafting the initial research idea and manuscript to 

multiple rounds of textual refinement throughout multiple revisions. Further, I was responsible 

for a multistaged evaluation consisting of several interviews with industry experts, a software 

implementation in Python of the developed decision-support model, and showcasing it in a case 

study at a German manufacturing company. 
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Research article #5: This research article was developed by four co-authors (Philip 

Karnebogen, Moritz Markgraf, Peter Hofmann, Björn Häckel). As the leading author of this 

research article, I developed its research idea and concept and contributed significantly to the 

design of the research methodology. Further, I had a leading role in the model development, 

evaluation, and writing all sections of the manuscript. Additionally, I was in charge of preparing 

the article’s refinement and preparing it for submission. While, to a large extent, this article 

reflects my work, all co-authors promoted the advancement of the paper throughout the entire 

project. 

Research article #6: This research article was developed by a team of three co-authors (Philip 

Karnebogen, Anna Maria Oberländer, and Patrick Rövekamp). Thereby, all three co-authors 

jointly developed the key contributions, i.e., the convergent assumptions and avenues for future 

research, whereas I took a crucial role in deriving literature in the research stream of digital 

transformation. Further, I was especially responsible for the elaboration of results as well as the 

conceptualization of constructs such as digital transformation or digital technologies. I also took 

part in revising the manuscript during the revision process and presenting the article at the 42nd 

International Conference on Information Systems. 

Research article #7: I co-authored this research article with Anna Maria Oberländer, Patrick 

Rövekamp, Maximilian Röglinger, and Dorothy Leidner. Based on a similar idea to Research 

Article #6, In line with my role as the second author of this paper, I was involved in all parts of 

this research article's conception, theorizing, and writing. In particular, I was also responsible 

for evaluating multiple theoretical lenses, framing the Path Constitution Theory as a theoretical 

lens, and crafting an extensive literature review of the foundational literature. Furthermore, I 

was involved in preparing the research article for submission and extensively revising the paper 

after receiving feedback during the review process.  
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3 Research Article #1 

 Challenges of Organizations' Adoption of Industrial IoT Platforms - Results of a Delphi 

Study 

 

Authors: Arnold, Laurin; Karnebogen, Philip; Urbach, Nils. 

Published in: International Journal of Innovation and Technology Management (2023). 

 Abstract: Companies are still reticent about adopting IIoT platforms, and research has not 

yet explained the underlying challenges that impede such adoption. Uncovering 

these obstacles can open avenues for research and practice to realize the intended 

potential. We take a holistic perspective on technological, organizational, and 

environmental challenges that impede organizations’ adoption of IIoT 

platforms, which we identify in a Delphi study with 22 international experts 

from academia and practice. Besides identifying 29 challenges, our research 

reveals the comparative relevance of individual challenges, uncovering 

differences in perceptions between academics and practitioners. The study 

contributes to the diffusion of IIoT platforms in research and practice.  

 

Keywords: Industrial IoT, IIoT Platform, Adoption, Challenge, Delphi Study. 
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4 Research Article #2  

Estimating the Impact of IT Security Incidents in Digitized Production Environments 

 

Authors: Bürger, Olga; Häckel, Björn; Karnebogen, Philip; Töppel, Jannick. 

Published in: Decision Support Systems (2019). 

 Abstract: Owing to digitalization, manufacturing companies increasingly integrate IT 

services – such as control systems – into their production environments. This 

increases the flexibility of production and allows them to offer new data-based 

services (e.g., predictive maintenance). However, stepping up production-IT 

system connections also leads to an increased reliance on the availability of IT 

services as a means to value creation, both in internal production processes and 

at the customer interface. More interconnectivity also increases network 

complexity, and thus favors the rapid spread of cyber-attacks within the 

information network. The potential for damage is massive, as disruptions to IT 

services can harm the deliverability of both, connected IT services and 

production components. Despite existing studies on IT security, little has been 

written on ways to estimate the impact that availability incidents have on 

digitized production environments based on the IIoT – for example, smart 

factories. To help close this research gap, we provide an approach that enables 

users to simulate cyber-attacks and measure the impact of such attacks on value 

creation in digitized production environments. We compare the features of our 

model with our specific design objectives and competing artifacts, present our 

prototype and the results of a sensitivity analysis for selected model parameters, 

and illustrate the applicability of our model using the real-life case of a German 

manufacturing company. Our results indicate that the degree of interconnection 

in digitized production environments is the most important influencing factor 

when estimating the impact of an IT availability incident on value creation. 

Keywords: IT security, cyber attacks, Bayesian Networks, value creation. 
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5 Research Article #3  

Structuring Federated Learning Applications – A Literature Analysis and Taxonomy 

 

Authors: Karnebogen, Philip; Kaymakci, Can; Willburger, Lukas; Häckel, Björn; Sauer, 

Alexander. 

Published in: Proceedings of the 31st European Conference on Information Systems (ECIS 

2023). Kristiansand, Norway. 

 Abstract: Ensuring data privacy is an essential objective competing with the ever-rising 

capabilities of machine learning approaches fueled by vast amounts of 

centralized data. Federated learning addresses this conflict by moving the model 

to the data and ensuring the data itself does not leave a client's device. However, 

maintaining privacy impels new challenges concerning algorithm performance 

or fairness of the algorithm's results that remain uncovered from a sociotechnical 

perspective. We tackle this research gap by conducting a structured literature 

review and analyzing 152 articles to develop a taxonomy of federated learning 

applications with nine dimensions and 24 characteristics. Our taxonomy 

illustrates how different attributes of federated learning may affect the trade-off 

between an algorithm's privacy, performance, and fairness. Despite an 

increasing interest in the technical implementation of federated learning, our 

work is one of the first to emphasize an information systems perspective on this 

emerging and promising topic. 

Keywords: Taxonomy, Federated Learning, Privacy, Performance, Fairness. 
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6 Research Article #4 

AI-based Industrial Full-Service Offerings: A Model for Payment Structure Selection 

Considering Predictive Power  

 

Authors: Häckel, Björn; Karnebogen, Philip; Ritter, Christian. 

Published in: Decision Support Systems (2022). 

 Abstract: Artificial Intelligence and servitization reshape the way that manufacturing 

companies derive value. Aiming to sustain competitive advantage and intensify 

customer loyalty, full-service providers offer the use of their products as a 

service to achieve continuous revenues. For this purpose, companies implement 

AI classification algorithms to enable high levels of service at controllable costs. 

However, traditional asset sellers who become service providers require 

previously atypical payment structures, as classic payment methods involving a 

one-time fee for production costs and profit margins are unsuitable. In addition, 

a low predictive power of the implemented classification algorithm can lead to 

misclassifications, which diminish the achievable level of service and the 

intended net present value of the resultant service. While previous works focus 

solely on the costs of such misclassifications, our decision model highlights 

implications for payment structures, service levels, and – ultimately – the net 

present value of such data-driven service offerings. Our research suggests that 

predictive power can be a major factor in selecting a suitable payment structure 

and the overall design of service level agreements. Therefore, we compare 

common payment structures for data-driven services and investigate their 

relationship to predictive power. We develop our model using a design science 

methodology and iteratively evaluate our results using a four-step approach that 

includes interviews with industry experts and the application of our model to a 

real-world use case. In summary, our research extends the existing knowledge 

of servitization and data-driven services in the manufacturing industry through 

a quantitative decision model. 

Keywords: Artificial Intelligence, Servitization, Predictive Power, Payment Structures, Full-

Service Provision  
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7 Research Article #5 

Successful service provision based on imperfect predictions – A Reinforcement Learning 

Approach 

 

Authors: Karnebogen, Philip; Markgraf, Moritz; Hofmann, Peter; Häckel, Björn. 

Working paper submitted to the Decision Support Systems Journal 

Extended Abstract:  

Decision support systems based on supervised machine learning (SML) are at the heart of 

various service offerings in almost all industries (Brynjolfsson & Mitchell, 2017; Schüritz et 

al., 2017). However, the statistical nature of modern SML approaches implies the inherent 

fallibility of their predictions (Agrawal et al., 2018). Additionally, while SML is suitable for 

optimizing single decisions, it does not provide the ability to optimize multiple decisions over 

a long-term service provision. To offer successful services in the long term, service providers 

must make multiple and sequential decisions during service provision that are based on 

predictions made from the available short-term data (Häckel et al. 2022).  

A promising solution strategy to solve this problem and provide valuable service in the long 

term relies on combining SML and reinforcement learning, which allows for optimizing 

multiple and sequential decisions in dynamic environments regarding a long-term goal 

(François-Lavet et al., 2018; Hu et al. 2021). The presented decision support model combines 

SML's short-term prediction capabilities and RL's capability to translate sequential and short-

term predictions into decisions in dynamic environments that pay off for successful services in 

the long term. Despite current research already indicating the potential of combining SML and 

RL for optimizing operations (Hu et al. 2021), research and practice have not yet recognized 

the potential of this combination for optimizing service-related decisions.  

To date, literature has mainly focused on either RL or SML, while we present a decision support 

model that combines both and illustrates their potential for optimizing SLA-related decisions 

in the long term. Therefore, to face the challenge of how to align short-term predictions with 

the long-term goals of services (e.g., service level agreements ranging from two to five years) 

(Beyer et al., 2016; Goo et al., 2008), we formulate the following research question: How can 



Appendix  

58 

the combination of supervised machine learning and reinforcement learning enable optimized 

decision-making to provide successful long-term services? 

We follow the design science research (DSR) approach that Gregor et al. (2013) proposed and 

develop a decision support model for combining SML and RL to optimize sequential decision-

making for service provision. We continuously evaluate our results, including a real-world 

application case. Our decision support model guides decision-makers in identifying services 

that offer the potential for a combination of SML and RL and provides design knowledge on 

how to use RL in combination with SML for translating the short-term predictions of SML into 

optimized decisions for service provision. 

References:  
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Press. 
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8 Research Article #6  

A Means to an End of the Other - Research Avenues at the Intersection of Organizational 

Digital Transformation and Digital Business Ecosystems  

 

Authors: Karnebogen, Philip; Oberländer, Anna Maria; Rövekamp, Patrick. 

Published in: Proceedings of the 42nd International Conference on Information Systems (ICIS 

2021). Austin, Texas. 

 Abstract: Digital technologies pose challenges and opportunities to individual and 

ecosystems of organizations. To date, two mostly isolated research streams 

study these related phenomena: Organizational digital transformation (ODT), 

focusing on the digital improvement process of individual incumbents and 

digital business ecosystems (DBEs), focusing on digitally-enabled value co-

creation among organizations. Joining the forces of both research streams, our 

work aims to assess what empirical evidence and theory exist at their 

intersection. After conducting an assessing review, a theorizing review, and 

extracting assumptions in isolation, we derive four convergent assumptions for 

building future theory at their intersection along four topic areas: resources, 

coopetition, evolution, and control. We propose that ODT and DBEs can be a 

means to an end of the other connected in a cyclical relationship to meet digitally 

induced challenges. By presenting avenues for further research, our work builds 

a foundation for future theory at the intersection of ODT and DBEs. 

Keywords: Organizational Digital Transformation, Digital Business Ecosystems, Theory 

Building, Digitalization, Theorizing Review. 
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9 Research Article #7 

Theorizing the Influence of Digital Ecosystems on Digital Transformation: A Path 

Constitution Perspective 

Authors: Oberländer, Anna Maria; Karnebogen, Philip; Rövekamp, Patrick: Röglinger, 

Maximilian; Leidner, Dorothy. 

Submitted working paper in the second round of revision at the Information Systems Journal 

(ISJ) 

Extended Abstract:  

Organizations must embark on digital transformation (DT) to integrate digital technologies into 

their value creation, capture, and shielding against competitors, as a fundamental and 

continuous change process (Hanelt et al., 2021), leading to a new value proposition (Wessel et 

al., 2020). Rooted in the IS research tradition around strategic IT management and IT-related 

change (Wessel et al., 2020), most current DT research focuses on the transformation of the 

organization’s core, which includes organizational structures and processes controlled by 

managerial agents (Plekhanov et al., 2022). However, research has only recently started to 

unpack the influence of an organization’s external environment on DT, emphasizing the role of 

digital ecosystems (DEs) (Plekhanov et al., 2022). Since digital technologies bridge 

organizational and industry boundaries (Yoo et al., 2010), they enable organizations to create 

value more often outside organizational boundaries in DEs (Plekhanov et al., 2022). Empirical 

studies highlight the benefits of value co-creation and resource-sharing in DEs (Fürstenau et 

al., 2019) as reasons for this phenomenon.  

However, while we know that DEs are relevant for an organization’s DT, we lack a deeper 

understanding of how DEs influence DT. We aim to provide a new perspective that focuses on 

the role of DEs in DT, reversing the currently prevalent agency-centric perspective to an 

environment-centric one. First, suppose DEs are much more central to an organization's DT 

than assumed. Current research risks overvaluing an organization's internal aspects in this case, 

resulting in a partially misguided understanding of DT. Consequently, much-needed ef-forts to 

conceptualize and assess DT success would become biased towards internal aspects. Second, a 

DE-centric theoretical foundation for DT research must balance the DT research field regarding 

organization-internal and external research spotlights. Future research needs to be equipped 

with novel theoretical DT models that establish ‘a broader view on DT, one that goes beyond 
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organizational design’ (Hanelt et al., 2021, p. 1170) as a basis to address relevant questions 

concerning the external environment of the organization’s DT. Third, as a consequence of the 

first two, underestimating the influence of DEs on DT would lead to imperfect guidance for 

practice. With our research, we would like to trigger a fruitful discourse in DT research around 

the central forces shaping an organization’s DT. In order to push the frontier of DT research 

from an agency-centric to an environment-centric perspective and to theorize the influence of 

a DE on an organization’s DT, we ask: How does a digital ecosystem influence an 

organization’s digital transformation? 

To answer this research question, we present a path constitution theory of digital transformation 

explaining a DE's role in an organization’s DT. Following a phenomenon-based theorizing 

approach (Fisher et al., 2021; Leidner, 2018) and drawing from path constitution theory, our 

theory explicates a DE’s role in DT path generation, continuation, and termination. Our theory 

shows how DEs drive both continuous and episodic change concerned with DT (Hanelt et al., 

2021). This paper aims to push the frontier of organizational DT research from an agency-

centric to an environment-centric perspective and calls for more multi-level DT theorizing. We 

also aim to encourage a more intense dialogue among DT and DE researchers and practitioners 

concerned with DT strategy. 
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