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Abstract 

At the core of present-day artificial intelligence (AI), machine learning (ML) is a trans-

formative force in the business world. While the tremendous potential of ML is reflected 

by large-scale investments in industry and research, organizations that are not among the 

technology leaders are still struggling with effective ML implementation. Accordingly, 

ML initiatives often fail to realize actual performance gains and drive business value. ML 

workflows and lifecycle models provide standardized procedures with considerable tech-

nical depth. However, understanding and orchestrating the socio-technical process of ML 

implementation in business remains one of the most critical challenges for scholars and 

professionals alike. Therefore, theoretical guidance on how to approach different ML 

methods in the context of diverse industry-specific socio-technical problems is required 

across all phases of ML implementation (i.e., business understanding, data understand-

ing, data preparation, modeling, evaluation, and deployment). In addition, it is essential 

to progress from a (single-)project perspective to the process level and expand the scope 

of ML implementation. 

This dissertation comprises six research papers that aim to contribute to a better under-

standing of the socio-technical process of ML implementation in business in two ways: 

First, this thesis zooms out from a (single-)project perspective to provide guidance on 

how to examine ML opportunities and business processes in an integrated way (i.e., pro-

cess fit) and how to scale novel ML-enabled processes (i.e., process ramp-up) by expand-

ing the scope of previous concepts of ML implementation. Research Paper P1 presents a 

blueprint for investigating the opportunities of leading-edge digital technologies such as 

ML, emerging from the dynamic interrelation between technology, processes, and a lead-

ing-edge application domain through the theoretical lens of affordance theory. Research 

Paper P2 introduces business process ramp-up management (BPRUM) as a new business 

process management (BPM) capability area and presents action-oriented sub-capabilities 

that provide managerial tools for the effective scaling of novel ML-driven business pro-

cesses. 

Second, this thesis transfers theoretical ML knowledge to applications that solve (do-

main-)specific problems at the project level. It provides theoretical guidance to practi-

tioners in applying ML methods across all phases of ML implementation and aims to 

expand the ML knowledge base by gaining practical insights from the application of ML 



 

 

 

 

 

in leading-edge domains (i.e., mobility and CRM) to advance theory. Research Paper P3 

analyzes the role of spatial access in the individual decision-making of carsharing users 

in small urban areas and presents an XML approach to reveal its influence on ML predic-

tions of user behavior (i.e., data understanding). Thereafter, Research Paper P4 explores 

generative ML for creating synthetic trip data to support carsharing decision-making by 

overcoming the barrier of limited data access during the introduction and expansion of 

new services (i.e., data preparation). Research Paper P5 and Research Paper P6 examine 

contact center forecasting. The studies propose a novel forecasting method including con-

textual information and present an evaluation approach for ML models in this domain 

(i.e., modeling and evaluation). 

The thesis concludes by pointing to limitations of the presented work as well as directions 

for future research. Motivated by the need to sustainably realize ML implementation in 

business, the overall purpose of this dissertation is to guide scholars and practitioners in 

understanding and performing the operational, methodological, and managerial practices 

associated with the intricate socio-technical process of effective ML implementation. 

This thesis strives to contribute to this area of research at both a process and a project 

level.  
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I Introduction 

I.1 Motivation 

Artificial intelligence (AI) has evolved from a visionary concept in computer science la-

boratories to a transformative force in the business world. Fueled by broad access to re-

quired computing power, ubiquitous data availability, and the practicability of new pro-

gramming frameworks, machine learning (ML) stands out as one of the main drivers of 

this development (Brynjolfsson and McAfee 2017; Goodfellow et al. 2016; Janiesch et 

al. 2021). ML is claimed to have transformational potential across sectors and industries, 

ranging from mobility (Willing et al. 2017; Zhang et al. 2019) to supply chain manage-

ment (Shao et al. 2021; Toorajipour et al. 2021) and customer relationship management 

(CRM) (Kühl et al. 2020; Ma and Sun 2020) to health care (Fechner et al. 2023; Hofmann 

et al. 2019). Advances in ML have enabled the recent emergence of intelligent systems, 

providing opportunities to improve business processes (van Dun et al. 2022; vom Brocke 

et al. 2021), redesign products and services (Haefner et al. 2021; Mariani et al. 2023), and 

even create new business models (Åström et al. 2022; Sjödin et al. 2021). 

ML is considered to be the core of present-day AI (Berente et al. 2021; Jordan and Mitch-

ell 2015). Broadly, AI can be defined as the ability of a machine to perform cognitive 

functions that reference human intelligence, such as perceiving, reasoning, learning, in-

teracting with the environment, problem solving, decision-making, and even creativity 

(Berente et al. 2021; Rai et al. 2019; Russell and Norvig 2021). ML models can mimic 

human cognitive abilities due to their adaptive nature (Janiesch et al. 2021). Hence, ML 

describes a set of computer-based algorithms capable of iteratively learning from prob-

lem-specific training data to improve their task performance without explicitly being pro-

grammed (Abdel-Karim et al. 2021; Bishop 2006; Jordan and Mitchell 2015; Kühl et al. 

2022). In general, ML can be categorized into three types: supervised learning, unsuper-

vised learning, and reinforcement learning. Supervised ML refers to methods that associ-

ate inputs with corresponding target outputs to make predictions or classifications based 

on labeled training data. Unsupervised ML describes methods that infer underlying pat-

terns in unlabeled data without predefined outcomes, while reinforcement learning in-

cludes methods that optimize actions toward a predefined goal based on feedback in the 

form of penalties and rewards (Goodfellow et al. 2016; Kaplan and Haenlein 2019). 
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Across all three types of ML, deep learning is a class of ML algorithms based on multi-

layer artificial neural networks (NNs) that feature improved learning capabilities for large 

and high-dimensional data through multiple levels of representation (LeCun et al. 2015; 

Schmidhuber 2015). 

The tremendous potential of ML in business is reflected in the scale of industry attention 

it has received in recent years. Global spending on AI is predicted to reach $154 billion 

in 2023, with ML accounting for the majority of it (International Data Corporation 2023; 

Statista 2023). This represents an increase of nearly 26.9% over the amount spent in 2022, 

which is in line with the projected compound annual growth rate (CAGR) of 27.0% be-

tween 2022 and 2026. Beyond these high projections, scholars and professionals alike 

continue to seek a better understanding of the underlying concepts, processes, and chal-

lenges of implementing the technology (Janiesch et al. 2021). While scholars aim to keep 

pace with the rapid technological advances of ML research outside of academia (Maslej 

et al. 2023), organizations that are not among the technology leaders are still struggling 

to deploy ML effectively (Reis et al. 2020). 

Recent research has examined the process of ML deployment with a deep focus on its 

technical approach (Ashmore et al. 2022; Google 2023; Kühl et al. 2021; Studer et al. 

2021). These ML workflows and lifecycle models advance established data science stand-

ards such as knowledge discovery in databases (KDD) (Fayyad et al. 1996), the cross-in-

dustry standard process for data mining (CRISP-DM) (Chapman et al. 2000), and the 

team data science process (TDSP) (Microsoft 2022) with ML-specific concepts and prac-

tices (e.g., model training and optimization). Shrestha et al. (2021) present an integrated 

iterative process for ML to solve business problems (see Fig. 1). The process aims to 

guide the end-to-end realization of ML projects in six phases with corresponding sub-

activities: (1) The business understanding phase includes setting up the project (i.e., spec-

ifying the key objectives and identifying relevant data sources). (2) The data understand-

ing phase and (3) the data preparation phase concern data management (i.e., collecting, 

analyzing, and preprocessing the data). (4) The modeling phase and (5) the evaluation 

phase cover model learning and verification (i.e., building, training, optimizing, as-

sessing, and selecting suitable models). (6) The deployment phase describes the opera-

tionalization of the model (i.e., integrating and monitoring the model in the productive 
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environment). While valuable, existing process models are by design focused on the tech-

nical approach to ML implementation and are often limited to the boundaries of prede-

fined projects. 

 

Fig. 1   Focus areas of the dissertation adapted from Shrestha et al. (2021) 

Despite the surge in ML interest and industry spending in recent years, few organizations 

have adopted and deployed ML applications beyond pilot projects (Benbya et al. 2020). 

Appropriately, a survey among 250 senior managers working on ML projects reports that 

47% of professionals find it difficult to integrate ML with existing processes and systems 

(Deloitte 2017). Consequently, ML initiatives often fail to deliver on their potential to 

realize performance gains and drive business value, even though they are equipped with 

the time, effort, and resources to do so (Makarius et al. 2020; Vial et al. 2023). Recent 

research has started to examine the organizational, technical, and individual challenges 

that entail the disparity in ML business potential and de facto value creation (Papagi-

annidis et al. 2023; Ransbotham et al. 2017). Studies on ML capabilities (Lee et al. 2022; 

Mikalef and Gupta 2021; Wamba-Taguimdje et al. 2020) and organizational readiness 

(Jöhnk et al. 2021; Pumplun et al. 2019; Uren and Edwards 2023) explore the organiza-

tional capacity of leveraging ML-specific resources to support organizational goals. In 

this context, understanding and orchestrating the socio-technical process through which 

ML applications are implemented (i.e., planned, developed, and deployed) is an essential 

factor (Enholm et al. 2022; Weber et al. 2023). While other (technological and organiza-

tional) enablers of ML adoption and use (e.g., data, infrastructure, technical skills, top 
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management support) are well understood (Merhi 2023; Zhang et al. 2020b), the so-

cio-technical process of putting ML into action to realize its value-adding potential re-

mains on the research agenda (Mucha et al. 2022). 

Existing ML lifecycle models largely focus on the technical workflow during ML imple-

mentation, but do not provide guidance on how to sustainably manage and integrate ML 

projects in organizational practice (i.e., from initiation to target operation) (Vial et al. 

2023). To take this next step in how we look at ML implementation, research emphasizes 

the need of adopting an integrated approach of ML applications and business processes 

(Reis et al. 2020; Wamba-Taguimdje et al. 2020). In this connection, aligning ML appli-

cations with the processes they are supposed to support (i.e., task-technology fit) is es-

sential when planning and initiating ML projects (Jöhnk et al. 2021; Muchenje and 

Seppänen 2023). The potential of ML is closely related to the purpose it serves within a 

socio-technical context, which in turn is defined by its actors and processes (Baier et al. 

2023; Faulkner and Runde 2019). Thereby, a thorough understanding of the contextual 

action potential of ML, emerging from its interplay with respective business processes, is 

needed at the outset to realize meaningful ML projects (Uren and Edwards 2023; Weber 

et al. 2023). 

Realizing ML projects typically involves significant changes to how organizations per-

form work (e.g., by enhancing human-machine collaboration or ML-enabled process au-

tomation) (Brynjolfsson and Mitchell 2017; Teodorescu et al. 2021). Consequently, or-

ganizations need to be able to manage the radical process change ML deployment entails 

to achieve sustainable performance gains (Mikalef and Gupta 2021). This particularly 

includes implementing and scaling novel ML-driven processes. Thus, theoretical guid-

ance and managerial tools are needed to advance from technical ML deployment to sus-

tainable process change and long-term performance gains (Benbya et al. 2020; Lukya-

nenko et al. 2019). 

In sum, understanding and orchestrating the socio-technical process of ML implementa-

tion in business is a critical challenge that engages research and practice in various facets. 

ML workflows and lifecycle models provide standardized procedures with considerable 

technical depth (Vial et al. 2023). However, there is a lack of theoretical guidance and 

actionable insights that facilitate an integrated approach to process-oriented ML imple-

mentation (Baier et al. 2019; Maragno et al. 2023; Mucha et al. 2022). To achieve this, 

more guidelines from theory on how to approach different ML methods in the context of 
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diverse industry-specific socio-technical problems are required across all phases of ML 

implementation (Abdel-Karim et al. 2021; Maass et al. 2018). In addition, it is essential 

to zoom out from a (single-)project perspective to the process level and expand the scope 

of ML implementation (see Fig. 1). In this regard, comprehensive support on how to en-

sure alignment of ML opportunities and business processes (i.e., process fit) at the outset 

and how to scale novel ML-enabled processes (i.e., process ramp-up) after deployment 

is needed (Benbya et al. 2020; Mikalef and Gupta 2021; Uren and Edwards 2023). 

I.2 Research Objectives 

Based on the identified research needs, this dissertation aims to contribute to a better 

understanding of the socio-technical process of ML implementation in business in two 

ways: First, it is necessary to expand the scope of ML implementation from a (single-)pro-

ject perspective to the process level to stimulate an integrated approach to process-ori-

ented ML implementation. Therefore, this thesis advances the iterative process for ML to 

solve business problems presented by Shresta et al. (2021). On the one hand, it adds the 

notion of process fit to the business understanding phase. In this connection, this thesis 

aims to make a methodological contribution by providing a rigorous approach to identi-

fying ML opportunities as an interplay of processes and technology. On the other hand, 

this work augments the deployment phase with process ramp-up. Thereby, this disserta-

tion means to support the implementation and scaling of novel ML-enabled business pro-

cesses by identifying capabilities for effectively managing process change. 

Second, theoretical guidance and actionable insights on how to approach ML implemen-

tation in the context of diverse industry-specific socio-technical problems are needed. 

This thesis, therefore, aims to transfer theoretical ML knowledge to applications that 

solve (domain-)specific problems at the project level, with the goal of supporting practi-

tioners in applying ML methods across all phases of ML implementation (i.e., data un-

derstanding, data preparation, modeling, and evaluation). Conversely, theoretical in-

sights gained from the practical application of advanced ML methods in leading-edge 

domains mean to add to the ML knowledge base and provide a basis for scholars to pri-

oritize research foci. 

Altogether, this thesis is motivated by the need to sustainably realize ML implementation 

in business. It strives to guide scholars and practitioners in understanding and performing 

the operational, methodological, and managerial practices associated with the intricate 
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socio-technical process of effective ML implementation. Its overall purpose is to contrib-

ute to this area of research at both a process and a project level. 

I.3 Structure of the Thesis and Embedding of the Research Papers 

This thesis consists of six research papers that contribute to the stated research objectives. 

Table 1 provides an overview of the structure of this dissertation and the embedding of 

the research papers. Collectively, these papers contribute to current research on ML im-

plementation in business at the process and the project level. 

I  Introduction 

II  Advancing Machine Learning Implementation at the Process Level 

 
1 Leveraging Digital Technologies in Logistics Processes: Systematic Insights from 

Intra-Logistics 

Albrecht T., Baier M.S., Gimpel H., Meierhöfer S., Röglinger M., Schlüchtermann J., Will L 

 2 From Zero to Hero: Ramp-Up Management as a New Cross-Cutting Business Process 

Management Capability 

Albrecht T., Lösser B., Röglinger M. 

III  Advancing Machine Learning Implementation at the Project Level 

 
3 Are We There Yet? Analyzing the Role of Access Distance in Carsharing in Small 

Urban Areas 

Albrecht T., Keller R., Röglinger M., Röhrich F. 

 
4 Fake It Till You Make It: Synthetic Data for Emerging Carsharing Programs 

Albrecht T., Keller R., Rebholz D., Röglinger M. 

 
5 Beyond the Beaten Paths of Forecasting Call Center Arrivals: On the Use of Dynamic 

Harmonic Regression with Predictor Variables 

Rausch T.M., Albrecht T., Baier D. 

 
6 Call Me Maybe: Methods and Practical Implementation of Artificial Intelligence in 

Call Center Arrivals’ Forecasting 

Albrecht T., Rausch T.M., Derra N.D. 

IV  Conclusion 

V  References 

Table 1   Structure of this thesis and embedding of the research papers 
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After motivating the scope of this thesis and defining the research objectives (Section I), 

Section II (including Research Papers P1 and P2) presents research that advances ML 

implementation at the process level. Thereby, this dissertation provides guidance on how 

to examine ML opportunities and business processes in an integrated way (i.e., process 

fit) and how to scale novel ML-enabled processes (i.e., process ramp-up) by expanding 

the previous scope of ML implementation. Research Paper P1 presents a blueprint for 

investigating the opportunities of leading-edge digital technologies such as ML, emerging 

from the dynamic interrelation between technology, processes, and the domain-specific 

environment (i.e., Logistics 4.0), through the theoretical lens of affordance theory. Apart 

from identifying affordances in a frontline information systems (IS) application domain 

with high ML potential, the study provides insights on how to methodologically develop 

a fine-grained understanding of ML action potential in different organizational contexts. 

Research Paper P2 introduces business process ramp-up management (BPRUM) as a new 

business process management (BPM) capability area. It presents 40 action-oriented sub-

capabilities that provide hands-on knowledge and managerial tools for the effective im-

plementation and scaling of novel ML-driven business processes. These two research pa-

pers help organizations to adopt practices that facilitate an integrated approach to pro-

cess-oriented ML implementation. 

Section III (including Research Papers P3, P4, P5, and P6) presents research that advances 

ML implementation at the project level. Therefore, this thesis contributes theoretical 

guidance and actionable insights on how to approach ML implementation in the context 

of diverse industry-specific socio-technical problems. It considers two leading-edge ap-

plication domains, namely mobility (i.e., carsharing) and CRM (i.e., customer service). 

Research Paper P3 investigates the role of spatial access in the individual decision-mak-

ing of carsharing users in small urban areas and presents an explainable ML (XML) ap-

proach to analyze its influence on ML predictions of user behavior (i.e., data understand-

ing). Research Paper P4 explores generative ML for creating synthetic trip data to support 

carsharing decision-making by overcoming the barrier of limited data access during the 

introduction and expansion of new services (i.e., data preparation). It presents a blueprint 

for investigating the use of synthetic mobility data in a broader range of domains. Finally, 

Research Paper P5 and Research Paper P6 consider the forecasting of customer inquiries 

in contact centers by proposing a novel forecasting method including contextual infor-

mation and by presenting an evaluation approach for ML models in this domain (i.e., 
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modeling and evaluation). These four research papers address domain-specific business 

problems to derive theoretical guidelines and actionable practical insights. 

Section IV concludes this thesis by summarizing the work, outlining limitations, and 

highlighting avenues for future research. Section VI provides an index of the research 

papers, my contributions to the papers, and the complete version of each research paper. 
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II Advancing Machine Learning Implementation at the 

Process Level 

As motivated above, an integrated approach of ML applications and business processes 

is needed to achieve a holistic understanding of the socio-technical process of ML imple-

mentation in business. Therefore, this thesis provides research that enables organizations 

to identify and systemize the opportunities afforded by ML as an interplay of domain-spe-

cific processes and technology (Section II.1; Research Paper P1) and to effectively intro-

duce and scale novel ML-driven business processes (Section II.2; Research Paper P2). 

Thereby, the two research papers presented in this section directly connect to and expand 

the initial phase (i.e., business understanding) and the final phase (i.e., deployment) of 

ML implementation. 

II.1 Business Understanding and Process Fit 

Aligning ML applications with the processes they are supposed to support is essential 

when planning and initiating ML projects (Jöhnk et al. 2021; Muchenje and Seppänen 

2023). To do so, organizations need to understand the opportunities brought about by ML 

as well as their interplay with diverse tasks in domain-specific environments (Borges et 

al. 2021; Yang et al. 2021). In leading-edge IS application domains, where tasks and pro-

cesses are transforming rapidly and ML implementation is most pervasive, this is partic-

ularly challenging (Kerzel 2021; Toorajipour et al. 2021). Against this backdrop, Re-

search Paper P1 pursues a rigorous approach to identifying and systemizing the opportu-

nities afforded by emerging digital technologies such as ML as an interplay of processes 

and technology. To this end, it chooses the frontline industrial development of Logis-

tics 4.0 as the application domain (Gupta et al. 2019; Strandhagen et al. 2017), where 

organizational efforts of digital transformation in general, and ML implementation in par-

ticular, are challenged by cyber-physical processes and cross-organizational flows of data 

and information (Klumpp and Zijm 2019; Sigov et al. 2022). 

To achieve the above research objective, Research Paper P1 synthesizes current academic 

research and advanced industrial insights through the lens of affordance theory (Gibson 

1986; Majchrzak and Markus 2013), which has gained momentum in IS research for de-

veloping a fine-grained understanding of the action potential of digital technologies in 

different organizational environments (Islam et al. 2020; Seidel et al. 2013; Wendt et al. 

2021). The study follows a two-phase research approach. First, it performs a systematic 
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literature review (Webster and Watson 2002; Wolfswinkel et al. 2013) to rigorously de-

rive a catalog and conceptual framework of digital technology affordances and associated 

practical manifestations as cues for potential use. Second, a qualitative interview study 

with ten subject matter experts from academia and industry is conducted to evaluate, ex-

pand, and refine the results (Bettis et al. 2015; Goldkuhl 2012). 

Fig. 2 summarizes the main results of the study. The conceptual framework illustrates the 

scope and interrelation of the identified digital technology affordances in four layers (i.e., 

data, manual tasks, goods and assets, and decisions and management) according to the 

action potential they comprise and the nature of logistics processes they concern. The 

framework is complemented by a catalog of the ten affordances that explicates their as-

sociated practical manifestations and provides concrete examples for application from 

literature to foster practical understanding. In addition, a mapping between the digital 

technologies investigated and the process elements they apply to is provided to allow 

deeper insights into how (technology perspective) and where (process perspective) the 

affordances emerge in the present sociotechnical system. 

 

Fig. 2   Conceptual framework of affordance layers for digital technologies such as ML in 

Logistics 4.0 

The results of this study offer valuable implications for IS research in terms of under-

standing technology affordances in frontline industrial developments. While previous lit-
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erature provides a useful overview of the predominant technological developments in Lo-

gistics 4.0 and detailed insights into individual use cases (Frank et al. 2019; Leofante et 

al. 2019), it does not offer a comprehensive perspective on the systematic opportunities 

digital technologies afford in this context. Further, previous studies do not relate their 

potential to specific processes and tasks (Shao et al. 2021; Winkelhaus and Grosse 2020). 

Consequently, this study advances the existing body of knowledge by presenting a novel 

and theoretically well-founded affordance perspective on Logistics 4.0 that is in line with 

recent IS research drawing on affordance theory (Islam et al. 2020; Seidel et al. 2013; 

Wendt et al. 2021). The presented catalog and conceptual framework of affordances es-

tablish holistic patterns of the action potential that emerges from the interplay between 

digital technologies with certain features and processes as specific organizational sets of 

actions. To achieve a close connection between theoretical and application-oriented re-

search, the paper combines theory-based knowledge from the structured literature review 

with detailed expert insights on real-world examples from an interview study. Thus, the 

results of this methodological approach purposefully address the need for a comprehen-

sive understanding of how digital technologies such as ML can support organizational 

processes in a domain-specific context. 

Against this background, the primary contribution of Research Paper P1 to the research 

objectives of this thesis is a methodological one. The study provides a blueprint for sys-

tematically assessing the opportunities of ML, emerging from the dynamic interrelation 

between technology, processes, and domain-specific environments through the theoreti-

cal lens of affordance theory. Thus, the study imparts theoretical knowledge on how to 

methodologically develop a nuanced understanding of ML’s action potential in different 

organizational processes. Adopting this approach supports managers in assessing and ac-

tively monitoring the extent to which their own (planned) projects leverage the opportu-

nities of ML in the respective process environment. Based on the results, managers can 

determine the technological status quo of their business processes by assessing which ML 

affordances are currently covered and which may advance certain processes. Finally, the 

process orientation of this study further encourages managers to adopt a task-technol-

ogy-fit perspective when discussing where to catch up or how and where to proceed when 

developing their ML portfolio. This helps avoid isolated solutions and offsets potential 

subjective biases toward certain well-tried methods. 
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Overall, Research Paper P1 adds the notion of process fit to ML implementation and pre-

sents a process-oriented approach how to identify and systemize the opportunities af-

forded by ML as an interplay of processes and technology. Thereby, it employs af-

fordance theory as a theoretical lens to derive patterns that exist through the symbiotic 

relationship of ML as the technological artifact and an actor’s set of actions in lead 

ing-edge process environments instead of just focusing on technology functionalities 

(Majchrzak and Markus 2013). 

II.2 Deployment and Process Ramp-Up 

The research presented in Research Paper P1 established a process-oriented approach to 

support ML implementation at the outset. In addition, completing ML projects with last-

ing results often requires making radical changes to the way work is performed 

(Brynjolfsson and Mitchell 2017; Gross et al. 2021; Teodorescu et al. 2021). Hence, the 

successful implementation and scaling of novel ML-driven business processes are crucial 

for organizations seeking to realize actual performance gains from ML projects (Grisold 

et al. 2021; Mikalef and Gupta 2021). The associated business process ramp-up (BPRU), 

i.e., the operational implementation of novel processes following the process design as 

well as their quantitative and qualitative scaling, often involves radically rethinking ex-

isting systems and structures, which can be disruptive and difficult to manage (Gross et 

al. 2019). Thus, theoretical guidance and managerial tools are needed to advance from 

technical ML deployment to sustainable process change and long-term performance gains 

(Benbya et al. 2020; Lukyanenko et al. 2019). 

Research Paper P2 takes a BPM perspective to address this research need. As the organ-

izational capability of overseeing how work is performed to ensure consistent outcomes 

and to take advantage of improvement opportunities (Dumas et al. 2018; van der Aalst 

2013), BPM mainly focuses on repetitive transactional process performance rather than 

rapid transformational change (Bandara et al. 2021; Rosemann 2014). This is also re-

flected by the pertinent literature structuring BPM through capability frameworks by 

identifying and categorizing the most relevant capability areas for the successful imple-

mentation of process orientation in organizations (de Bruin and Rosemann 2007; 

Kerpedzhiev et al. 2021; Poeppelbuss et al. 2015; van Looy et al. 2022). Against this 

backdrop, this study argues that a new BPM capability area dedicated to BPRUM is 

needed to account for the omnipresent need for organizations to adapt to radical change. 
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In line with recent research asking to challenge and update existing capability frameworks 

and their capability areas (Kerpedzhiev et al. 2021; Rosemann 2014; van der Aalst 2013), 

Research Paper P2 poses the twofold research question as follows: How does BPRUM 

add to modern BPM capability areas and what are its sub-capabilities? 

To answer the research question, Research Paper P2 performs an exploratory interview 

study (Schultze and Avital 2011), conducting 21 in-depth interviews with subject matter 

experts from different organizations of various sizes (i.e., from start-ups to international 

enterprises) and industries (e.g., software, technology, and logistics). For data analysis, 

the study adopts a well-established three-step coding process based on grounded theory 

analysis techniques (i.e., open, axial, and selective coding) (Corbin and Strauss 1990) to 

iteratively synthesize observations and develop the results. To evaluate the results, a sur-

vey collecting detailed feedback from 10 interview partners (IPs) via an online survey 

tool (i.e., a response rate of 45.45 percent) is conducted in line with the recommendations 

on ex-post evaluation of naturalistic research artifacts (Venable et al. 2012). Thereby, the 

study synthesizes frontline industrial insights following established approaches to BPM 

capability development (Baumbach et al. 2020; de Bruin and Rosemann 2007). 

 

Fig. 3   Overview of BPRU characteristics and management areas 

The main results of this research are summarized in Fig. 3 and Table 2. First, seven dis-

tinct characteristics outline the nature of BPRU (Fig. 3): ambiguous execution (i.e., con-

flicting activities, interruptions, and errors based on the initial process design), divergent 

involvement (i.e., resistance, euphoria, or indifference of stakeholders), dynamic param-
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eters (i.e., uncertain and context-dependent planning factors), finite horizon (i.e., seam-

less or abrupt transition to the steady state), functionality extension (i.e., additional pro-

cess paths), learning effects (i.e., qualitative improvements in process execution and out-

come), and quantitative scaling (i.e., erratically increasing process demand). This inter-

mediate result emphasizes the particular challenges of BPRUM compared to the contin-

uous management of business processes in their steady state. 

Thereafter, this study presents 40 action-oriented sub-capabilities that provide hands-on 

knowledge and practical guidance for effective BPRUM (Table 2). Each sub-capability 

features a description, a unique ID, specific references to the IPs, and is also assigned to 

the BPRU characteristic it mainly addresses. The results reveal that the implementation 

and scaling of novel processes require distinct BPM capabilities across all core elements 

of BPM (i.e., Strategic Alignment, Governance, Methods, IT, People, and Culture) (Rose-

mann and vom Brocke 2015). 

 ID Description References 
Main 

Characteristic 

S
tr

a
te

g
ic

 A
li

g
n

m
en

t 

Str. Alig-1 
Develop and promote a collective process vision to create 

organizational support for the business process ramp-up. 

IP3, IP4, IP15, 

IP16, IP17, 

IP21 

Divergent 

Involvement 

Str. Alig-2 
Set an ambitious timeline and clear goals for the business 

process ramp-up in line with the organizational strategy. 

IP1, IP2, IP4, 

IP5, IP6, IP13, 

IP15, IP16, 

IP17, IP21 

Finite 

Horizon 

Str. Alig-3 

Weigh strategic trade-offs during the business process 

ramp-up (e.g., simplicity and security) to make conscious 

design decisions. 

IP2, IP3, IP12 
Dynamic 

Parameters 

Str. Alig-4 
Ensure management attention to allocate sufficient resources 

during the business process ramp-up. 

IP1, IP3, IP11, 

IP16 

Quantitative 

Scaling 

Str. Alig-5 
Define the initial business process version to be simple and 

close to proven practices to facilitate stakeholder adoption. 

IP3, IP4, IP8, 

IP9, IP19 

Divergent 

Involvement 

Str. Alig-6 

Specify the temporal and functional go-live strategy of the 

new business process (e.g., smooth or abrupt) to prevent 

unintentional parallelisms. 

IP5, IP12, IP13, 

IP17 

Finite 

Horizon 

Str. Alig-7 

Develop mitigation strategies for potential problems that 

may arise during the business process ramp-up to handle 

non-desirable deviations and exceptions. 

IP12, IP13, 

IP15, IP16 

Ambiguous 

Execution 

G
o

v
er

n
a

n
ce

 

Gov-1 
Establish clear management responsibilities to facilitate fast 

decision-making during the business process ramp-up. 

IP1, IP10, IP18, 

IP19 

Dynamic 

Parameters 

Gov-2 

Repeatedly align organizational structures and process re-

quirements to ensure distinct interfaces during the business 

process ramp-up. 

IP5, IP6, IP8, 

IP9, IP18, IP20 

Ambiguous 

Execution 

Gov-3 
Define clear (non-)financial performance indicators to con-

trol goal achievement during the business process ramp-up. 
IP1, IP5, IP18 

Ambiguous 

Execution 

Gov-4 

Link goal achievement during the business process ramp-up 

to stakeholder incentives to motivate the completion of 

non-joyful tasks. 

IP5, IP12, IP20 
Divergent 

Involvement 
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Table 2   Overview of the BPRUM sub-capabilities 

Gov-5 
Manage dependencies to other processes to prevent costly 

readjustments during the business process ramp-up. 

IP2, IP4, IP10, 

IP15, IP17, 

IP19, IP21 

Dynamic 

Parameters 

Gov-6 

Empower stakeholders to change process roles and responsi-

bilities to gain cross-functional insights during the business 

process ramp-up. 

IP1, IP5, IP9 
Learning 

Effects 

Gov-7 

Leverage insights from prior business process ramp-ups 

(e.g., by involving experienced stakeholders) to anticipate 

potential pitfalls and adopt good practices. 

IP6, IP14, IP21 
Learning 

Effects 

Gov-8 
Develop escalation mechanisms to respond to unexpected 

events during the business process ramp-up. 

IP7, IP11, IP12, 

IP16 

Dynamic 

Parameters 

Gov-9 
Leverage workforce flexibility to respond to demand 

volatility during the business process ramp-up. 
IP6, IP21, IP19 

Quantitative 

Scaling 

Gov-10 

Assess the behavior of frequent and crucial cases during the 

business process ramp-up to efficiently manage significant 

process deviations. 

IP1, IP2, IP5, 

IP12, IP13 

Functionality 

Extension 

M
et

h
o

d
s 

Method-1 

Initiate early and continuous process improvement to detect 

and overcome challenges during the business process 

ramp-up. 

IP8, IP15, IP19 
Learning 

Effects 

Method-2 
Benchmark the process regularly during the business process 

ramp-up. 
IP5, IP14, IP15 

Learning 

Effects 

Method-3 
Share good practices during the business process ramp-up to 

promote organizational learning and meta-learning. 

IP1, IP6, IP15, 

IP19 

Learning 

Effects 

Method-4 

Employ regular performance dialogs, peer reviews, and ret-

rospectives during the business process ramp-up to 

strengthen personal learning effects. 

IP2, IP4, IP7, 

IP9, IP12, IP15, 

IP19, IP21 

Learning 

Effects 

Method-5 
Test the process hands-on and end-to-end using real cases to 

ensure viability. 

IP1, IP6, IP8, 

IP11, IP13, 

IP20 

Ambiguous 

Execution 

Method-6 
Start with standard cases of the process to quickly leverage 

learning curve effects during the business process ramp-up. 

IP11, IP12, 

IP13 

Learning 

Effects 

Method-7 
React to problems quickly during the process ramp-up and 

solve them pragmatically to build trust in the process. 

IP1, IP12, IP20 Divergent 

Involvement 

In
fo

rm
a

ti
o

n
 T

ec
h

n
o

lo
g
y

 

IT-1 
Adopt suitable lightweight process technology and digital 

platforms to support scalability. 

IP2, IP5, IP8, 

IP17 

Quantitative 

Scaling 

IT-2 
Align the process technology with existing (IT) infrastruc-

ture and interfaces. 

IP1, IP2, IP5, 

IP8, IP21 

Quantitative 

Scaling 

IT-3 
Test technical systems early and rigorously during the 

business process ramp-up to ensure basic functionality. 

IP5, IP8, IP11, 

IP20 

Dynamic 

Parameters 

IT-4 
Increase technological capacities to respond to demand 

volatility during the business process ramp-up. 

IP1, IP19, IP21 Quantitative 

Scaling 

IT-5 
Model and monitor the process early during the business 

process ramp-up to increase its binding character. 

IP12, IP14, 

IP18 

Ambiguous 

Execution 

IT-6 

Establish a profound understanding of the process technol-

ogy among the involved stakeholders to reduce external 

dependencies during the business process ramp-up. 

IP1, IP3, IP12, 

IP15 

Dynamic  

Parameters 

IT-7 

Pre-structure the data generated by the process to identify 

usage potential and ensure to keep sensitive information 

private during the business process ramp-up. 

IP1, IP6, IP9 Learning 

Effects 



16 

 

 

 

 

ML implementation in business requires prescriptive knowledge of managing the intro-

duction and scaling of novel ML-driven business processes. Research Paper P2 contrib-

utes to this need by proposing BPRUM as a new BPM capability area and exploring rel-

evant sub-capabilities. In doing so, it addresses the current challenge of practitioners who 

are confronted with managing large-scale process change initiatives that increasingly in-

clude establishing new processes in response to the socio-technical changes brought about 

by ML applications. Specifically, the action-oriented sub-capabilities provide low-thresh-

old access to the components and managerial tools of effective BPRUM. Although the 

novel capability area still needs to be extended towards a maturity model, its hands-on 

sub-capabilities can be used as guidance for organizations aiming to develop competence 

in BPRUM to realize sustainable performance gains from ML projects. 

Moreover, this research supports practitioners in assessing and actively monitoring the 

extent to which current initiatives cover the components of effective BPRUM. In this 

context, the presented sub-capabilities can build a foundation for fit-gap analyses in ma-

ture ML projects. Identified gaps can then be addressed by purposefully adopting 

BPRUM practices of the respective management area or by intensifying cross-functional 

cooperation with other corporate functions and teams. From a theoretical perspective, the 

results facilitate further theorizing on the implementation and scaling of novel ML-driven 

business processes. This study lays the grounds for tailoring the results to the specific 

challenges of ML implementation by identifying 40 action-oriented sub-capabilities 

structured according to the established core elements of BPM (Rosemann and vom 

Brocke 2015). Thereby, it presents distinct categories to be considered to deepen the ac-

ademic understanding of how to manage the ramp-up of novel business processes to sus-

tainably realize radical process change. 

In sum, this section presented two significant contributions that advance ML implemen-

tation at the process level. First, a process-oriented approach to identifying and systemiz-

ing the opportunities afforded by ML as an interplay of processes and technology was 

introduced. Second, a novel BPM capability area and action-oriented sub-capabilities for 

the effective implementation and scaling of novel ML-driven business processes were 

presented. Together, the two research papers provide guidance on how to examine ML 

opportunities and business processes in an integrated way (i.e., process fit) and how to 

scale novel ML-enabled processes (i.e., process ramp-up) by expanding the previous 

scope of ML implementation. 
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III Advancing Machine Learning Implementation at the 

Project Level 

Moving from the process to the project level, theoretical guidance and actionable insights 

on how to approach ML implementation in the context of diverse industry-specific so-

cio-technical problems are needed. This is particularly true for fast-moving application 

domains, where organizations require support in applying ML methods and research can 

gather novel insights on real-world applications to advance theory. This thesis addresses 

this need by investigating various phases of ML implementation in two leading-edge ap-

plication domains, namely mobility (i.e., carsharing) and CRM (i.e., customer service). 

Specifically, this thesis provides research in the carsharing domain that employs XML to 

analyze user decision-making (Section III.1; Research Paper P3) and that explores gen-

erative ML for creating synthetic trip data to support operator decision-making (Section 

III.1; Research Paper P4) (i.e., data understanding and data preparation). In addition, 

this dissertation proposes a novel method in contact center forecasting (Section III.2; Re-

search Paper P5) and presents an evaluation approach for ML models in this domain (Sec-

tion III.2; Research Paper P6) (i.e., modeling and evaluation). Thereby, the four research 

papers presented in this section embrace domain-specific business needs to support prac-

titioners in applying ML methods and derive theoretical insights from ML applications in 

real-world settings. 

III.1 Data Understanding and Preparation 

As carsharing has gained traction as a sustainable concept to address the immediate chal-

lenges of urban mobility, it has developed into an active field of ML research (Ferrero et 

al. 2018; Prinz et al. 2022). By providing registered users with short-term access to a fleet 

of shared vehicles and offering payment tied to the distance traveled and the usage time, 

carsharing is part of an ongoing shift from vehicle ownership to vehicle access as a service 

(Schmöller and Bogenberger 2020; Xu and Meng 2019). It has been found to reduce CO2 

emissions, noise pollution, congestion, and parking shortages by decreasing car owner-

ship (Kim et al. 2019; Vélez 2023), lowering fuel consumption (Chen and Kockelman 

2016; Meng et al. 2020), and fostering intermodal transportation (Amatuni et al. 2020; 

Chicco and Diana 2021). Fueled by these benefits, the demand for carsharing services is 

projected to continue to grow (Mounce and Nelson 2019; Shaheen and Cohen 2020). 

While carsharing programs were previously the preserve of large operators from the private 
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sector, public institutions, and small operators are increasingly entering the market (Zhang et 

al. 2020a). In the course of this development, emerging programs are coming up with inno-

vative service offers and tapping into new markets that are no longer limited to metropolitan 

areas but increasingly include rural and suburban areas (Baumgarte et al. 2022; Illgen and 

Höck 2020; Lagadic et al. 2019; Rotaris and Danielis 2018). 

As the number of carsharing users and the demand for more flexible service offers grow, 

decision-making for carsharing operators becomes ever more complex (Laporte et al. 

2018). Hence, insights on user behavior and predictions of trip characteristics from ML 

models have become essential for carsharing operators to make informed decisions and 

optimize their systems (Baumgarte et al. 2022; Cheng et al. 2021). Previous literature 

highlights the high value of ML for analyzing and predicting, inter alia, trip distances (Baum-

garte et al. 2022), user demand (Prinz et al. 2022), and supply imbalances (Willing et al. 

2017). Consequently, large carsharing operators increasingly leverage their rich database to 

generate insights for improving the efficiency and sustainability of their operations, reducing 

costs, and providing a better service experience for their users (Golalikhani et al. 2021; Yao 

et al. 2022). In contrast, emerging carsharing programs and programs operating in less 

densely populated areas are mostly excluded from this frontline industrial development. Be-

sides budget constraints and strict data protection regulations, many small carsharing opera-

tors lack technical expertise and struggle with limited data availability or understanding 

(Lagadic et al. 2019; Vanheusden et al. 2022). Thus, application-oriented research is needed 

that embraces the business needs of emerging carsharing programs and provides theoretical 

guidance in implementing ML-driven solutions. 

Against this backdrop, Research Paper P3 aims to investigate the role of access distance 

in carsharing user behavior and to derive its implications for strategic decision-making in 

the development of carsharing programs in less densely populated areas (e.g., station lo-

cations and service areas) as well as for ML predictions of travel behavior as a basis for 

operational service improvements (e.g., vehicle availability). Therefore, this study raises 

the following research question: How does access distance affect carsharing usage be-

havior in small urban areas? 

To pursue this research goal, this paper draws on a two-phase research approach. It in-

cludes both descriptive analysis and predictive modeling approaches while it systemati-

cally follows an established data analysis and ML workflow (Chapman et al. 2000; Kühl 
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et al. 2021).  irst, it anal  es two  ears’ worth of data from a real-world municipal car-

sharing program in a small urban area, including 5128 active users and 119,146 trips, 

using descriptive statistics. It compares and triangulates the results with relevant findings 

from metropolitan areas. Second, the study expands the descriptive insights by exploring 

the impact of access distance and other usage factors on the prediction of individual travel 

behavior. To determine variable importance, the study first uses three different types of 

ML algorithms (i.e., random forests (RF), gradient boosting machines (GBM), and NN) 

and one benchmark model (i.e., generalized linear model (GLM)) for the prediction of 

the usage duration per trip. The selected models reflect the spectrum of commonly used 

methods in previous research in this domain (Wang et al. 2021; Willing et al. 2017). The 

study then employs XML in the form of model-agnostic permutation feature importance 

(Fisher et al. 2019) and accumulated local effects (ALE) plots (Apley and Zhu 2020) that 

have gained momentum in research to determine the impact of explanatory variables on 

the prediction performance of diverse ML models (Gao et al. 2021; Severino and Peng 

2021). 

 

Fig. 4   Overview of trips per access distance (station preferences) 

The overall results of the st d  show that  sers’ access distance is highl  relevant for 

strategic decision-making in the development of carsharing programs in less densely pop-

ulated areas (e.g., station locations and service areas) as well as for ML predictions of 

travel behavior as a basis for operational service improvements (e.g., vehicle availability). 

As part of the descriptive analysis, Fig. 4 exemplarily illustrates the distribution of trips 

started per access distance of the users as a basis for the analysis of user preferences for 
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stations (i.e., nearest stations and most frequented stations). Thereafter, Fig. 5 shows the 

main results of the predictive modeling and XML approach. It provides an overview of 

the 10 explanatory variables with the strongest effect on the prediction performance of 

each model. The results represent the mean values of the root mean squared error (RMSE) 

loss function as the measure of permutation feature importance for 50 permutations. They 

illustrate the actual importance of the variables for the model predictions over the entire 

set of observations, allowing for comparability across models. Box plots are added to the 

bars to indicate the distribution of the values of the measure across the permutations. 

 

Fig. 5   Permutation feature importance plots 

The findings show that the  sers’ mean ‘prior  sage duration’ and the ‘time of da ’ have 

the strongest effect on the prediction accuracy of all models (i.e., RMSE losses up to 18 

for the ‘prior  sage duration’ and up to 14 for the ‘time of da ’   Taken together, variables 

related to the  sers’ access to and preference of stations (i.e., ‘station I ’, ‘access dis-

tance’ and ‘nearest station’, ‘preferred station’, and ‘prior stations’  acco nt for a com 

bined average RMSE loss of 5.95 (or 4.96%)  ’Access distance’ alone has the fourth 
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strongest (for the tree-based models) to eighth strongest (for the GLM) effect on model 

predictions (i.e., RMSE loss of 0.5 to 3). Fig. 6 zooms in on how model predictions be-

have as a function of the access distance using ALE plots. The analysis confirms that a 

longer ‘access distance’ from the  sers’ home to the station is related to a higher predicted 

‘ sage d ration’ and that  oth tree-based models capture a similar non-linear relationship. 

The ALE plots indicate that a longer ‘access distance’ leads to an increase in the predic-

tion of the ‘ sage d ration’  p to a certain threshold before the curve begins to flatten 

out. 

 

Fig. 6   ALE plots for the ‘access distance’ 

The development of carsharing programs in less densely populated areas requires a com-

prehensive data understanding as input for strategic decision-making and predictions of 

travel behavior. Research Paper P3 addresses this need by descriptively analyzing the role 

of access distance in carsharing user behavior and by presenting an XML approach to 

evaluate the influence of explanatory variables on ML predictions of the vehicle usage 

duration per trip. In this way, the study extents first descriptive research exploring car-

sharing demand, challenges, and user characteristics in non-urban environments (Illgen 

and Höck 2020; Leroy et al. 2023; Rotaris and Danielis 2018) and adds to research con-

cerned with the increased need for optimization and decision support in less densely pop-

ulated areas (Bruglieri and Pisacane 2023; Lagadic et al. 2019). The findings contribute 

to more accurate and transparent predictions of trip characteristics through a better un-

derstanding of the effect of usage factors as input variables to ML models. From a prac-

tical perspective, these insights can be leveraged to improve service quality by, inter alia, 

anticipating vehicle availability and supply imbalances, planning maintenance trips, or 
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developing dynamic pricing schemes (Wang et al. 2021; Willing et al. 2017). While a 

thorough data understanding is indispensable for employing ML models in carsharing 

decision support, emerging carsharing programs still face the challenge of restricted ac-

cess to high-volume usage data that is often limited by privacy restrictions, prohibitively 

expensive or time-consuming data collection, or lack of data quality and representative-

ness (Brendel et al. 2017; Gudivada et al. 2017; Lagadic et al. 2019). 

Following up on this need for research, Research Paper P4 aims to explore the use of 

synthetic data to support carsharing decision-making by overcoming the barrier of limited 

data access during the introduction and expansion of new services. To this end, it means 

to investigate generative ML models to create synthetic tabular transaction data of car-

sharing trips for more accurate predictions of user behavior when data access is limited. 

Thus, this study raises the following research questions: Can synthetic data created by 

generative ML models support decision-making in carsharing? And what are appropriate 

methods? 

To pursue this research objective, the study employs a systematic ML workflow (Kühl et 

al. 2021; Shrestha et al. 2021) as a rigorous approach to the generation of synthetic data 

as well as to the evaluation of their fidelity and utility in the context of real-world predic-

tion tasks. Consistent with the application-oriented nature of this work, it considers the 

case of an emerging carsharing program that is expanding its services to include 

free-floating electric vehicles (EVs) and aims to obtain more reliable predictions of trip 

distances and  sage times d ring the service’s ramp-up. In this connection, the study an-

alyzes how well synthetic data generated by conditional tabular generative adversarial 

networks (CTGANs), tabular variational autoencoders (TVAEs) (Lei et al. 2019), and 

benchmark models (i.e., synthetic minority oversampling technique-nominal continuous 

(SMOTE-NC) and Gaussian Copula (GC) models) serve the purpose of enhancing the avail-

able database to improve the training and performance of prediction models (i.e., NNs, 

RFs, and extreme gradient boosting (XGBoost)). The study investigates the use of syn-

thetic data for replacing, rebalancing, and augmenting real training data drawing on 

two evaluation protocols that correspond to the prediction of two different target varia-

bles. 

The results of the evaluation of the fidelity of the synthetic data sets (i.e., the extent to 

which they accurately represent the structural characteristics of the real data) indicate that 

all the models analyzed adequately captured the distribution of the real training data, 
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with some limitations for the GC data. Minor deviations in data quality are indicated by 

both descriptive statistics and graphical representations. Fig. 7 presents an example of 

how the evaluation of data fidelity can be supported with graphical representations of the 

marginal distributions of selected explanatory variables for the real and synthetic data. 

Thereafter, Table 3 provides a comprehensive overview of the prediction performances 

(i.e., mean absolute error (MAE) and RMSE) in the two evaluation protocols for data 

utility. The results show that augmenting real training data with synthetic samples im-

proves the performance of prediction models by up to 4.63% when predicting the usage 

time and distance of upcoming trips. The findings of the analysis further reveal that the 

quality of synthetic data (i.e., using generative ML models such as CTGAN and TVAE 

compared to statistical benchmark models) as well as the ratio of synthetic to real data 

are critical to maximizing data utility for ML prediction tasks. 

 

Fig. 7   Marginal distributions of selected explanatory variables (CTGAN) 
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Target 

variable 

Evaluation 

mode 

 CTGAN data  TVAE data 

 NN RF XGBoost  NN RF XGBoost 
T

r
ip

 d
is

ta
n

ce
 replacing 

 11.3196 11.5520 11.4922  11.8184 11.3487 11.5896 

 23.2087 22.6227 22.5921  22.0950 21.8802 21.8726 

rebalancing 

 11.3523 11.0855 11.1611  11.7991 11.2125 11.2455 

 21.2471 21.4888 21.2945  21.1358 21.3523 21.0381 

augmenting 

 11.0701 10.9784 10.8630  11.2406 11.1070 11.4500 

 22.3523 21.4341 22.7119  21.5538 21.2524 21.2246 

U
sa

g
e
 t

im
e 

replacing 
 81.2940 81.9108 80.6387  81.4213 77.6522 77.4637 

 128.0502 126.5895 127.8963  129.2339 124.1547 124.8255 

rebalancing 
 80.0625 78.8520 78.1554  81.7888 78.5501 78.5069 

 119.9833 120.1922 119.5669  124.1220 118.5909 118.3571 

augmenting 
 79.8870 77.9111 76.4161  80.7069 76.1038 77.9207 

 121.2118 118.2622 118.7290  123.9520 118.5167 118.8860 

  
 GC data  SMOTE-NC data 

 NN RF XGBoost  NN RF XGBoost 

T
r
ip

 d
is

ta
n

ce
 

replacing  12.3650 13.4651 13.4392  11.8364 11.5884 12.0987 

  22.5965 22.8592 22.4730  21.8198 22.2567 22.2128 

rebalancing  11.8883 11.2598 11.3729  11.6874 11.2754 11.4637 

  21.0460 21.3563 21.2242  21.3519 21.4206 21.1773 

augmenting  11.6539 11.3464 11.1518  11.6143 11.2061 11.1693 

  21.6236 21.4064 21.3925  21.4031 21.2714 21.2983 

U
sa

g
e
 t

im
e 

replacing  87.6569 93.1882 93.7253  84.2916 80.5134 81.8139 

  128.5637 129.1983 129.4977  131.1395 123.2877 124.5412 

rebalancing  84.6442 79.2452 78.6709  82.6343 79.2314 79.0084 

  122.7949 119.6962 119.2687  124.0749 119.7012 119.6470 

augmenting  78.7016 79.4261 81.0885  84.0167 77.8619 79.4226 

  123.7068 119.0203 120.0561  129.6483 119.4801 120.4374 

  
 Real data     

 NN RF XGBoost     

T
r
ip

 d
is

ta
n

ce
 

replacing  11.8347 11.2619 11.3898     

  20.9877 21.2480 21.0495     

rebalancing  12.7694 11.3134 11.3543     

  21.3496 21.3229 21.3265     

augmenting  12.5649 11.2968 11.5540     

  22.5950 21.3258 21.1755     

U
sa

g
e
 t

im
e 

replacing  82.1344  79.0867 78.6856     

  122.8217 119.5922 119.2367     

rebalancing  82.1817 78.5650 78.9757     

  125.0647 118.2102 119.6662     

augmenting  87.4603 78.7227 80.3747     

  130.4195 119.7439 119.4032     

Table 3   Prediction accuracy for the synthetic training data sets and the real training data 

   (MAE and RMSE) 
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The productive implementation of ML to support decision-making in carsharing requires 

comprehensive data availability. Research Paper P4 addresses this need by presenting a 

new application-oriented perspective on the use of generative ML in transportation re-

search and stimulating further exploration of leveraging synthetic tabular mobility data. 

The work contributes to the body of knowledge by being the first to investigate generative 

ML algorithms able to create synthetic tabular data (i.e., CTGAN and TVAE) to over-

come the barriers faced during the introduction and expansion of innovative mobility op-

tions, enabling more accurate ML predictions of trip characteristics. Thus, it presents a 

blueprint to fellow scholars for investigating the use of synthetic mobility data in a 

broader range of domains and advances previous research building on statistical or simu-

lation approaches to generate synthetic data (Etxandi-Santolaya et al. 2023). From a prac-

tical perspective, this research presents a low-threshold way for carsharing operators to 

evaluate and deploy generative ML models for qualitatively and quantitatively enhancing 

their database. This helps operators to obtain more accurate prior insights on trip charac-

teristics during the introduction or expansion of their services where data access is a com-

mon challenge (Brendel et al. 2017; Lagadic et al. 2019). 

Overall, Research Paper P3 and Research Paper P4 presented two notable contributions 

to the carsharing domain that advance ML implementation at the project level. First, it 

was investigated how spatial access contributes to individual decision-making of carshar-

ing users and ML predictions of user behavior. Second, the potential of generative ML 

for creating synthetic trip data was evaluated to improve ML predictions when data access 

is limited. Together, the two research papers provide guidance on how to employ ML 

models to solve domain-specific business problems related to data understanding and 

data preparation by evaluating and implementing suitable ML solutions. 

III.2 Modeling and Evaluation 

The research presented in Section III.1 addressed business problems in a relatively new 

application domain where many data-related issues of ML implementation remain to be 

solved. In more mature domains, the remaining challenges tend to shift toward methodo-

logical advances and practicability (Loureiro et al. 2021). This is the case in customer 

service, where the advent of ML-based decision support has fundamentally changed the 

way organizations interact with their customers. (Kaplan and Haenlein 2019). Based on 
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latent characteristics and previous customer behavior, ML models can predict future cus-

tomer interactions (Wedel and Kannan 2016). One of the most prevalent and data-inten-

sive touchpoints of many service-oriented organizations with their customers are call cen-

ters or contact centers, making them a leading-edge ML application domain in CRM (Bar-

row and Kourentzes 2018; Whiting and Donthu 2006). To constantly provide high service 

quality and short waiting times at this point, a sufficient number of agents is needed (At-

lason et al. 2008). Consequently, predicting the volume of incoming customer inquiries 

and deciding on the required staffing level is essential. In this connection, ML models 

promise more flexible and precise predictions and, thus, the possibility of enhanced or-

ganizational planning and better customer service. Despite the enormous potential for 

service improvements and cost savings, a comprehensive understanding of how ML mod-

els can add value to contact center forecasting is lacking (Barrow 2016; Ebadi Jalal et al. 

2016). In order to gain deeper insights into the performance and practicability of ML 

models in this context, research taking a methodological perspective and providing an 

application-oriented angle on model evaluation and selection is needed. 

Research Paper P5 contributes to closing this research gap by proposing a new method 

for call center arrival forecasting capable of both capturing the dynamics of the time series 

and including predictor variables. To this end, this study extends the established dynamic 

harmonic regression (DHR) model, which utilizes a sum of sinusoidal terms (i.e., Fourier 

terms) as predictors to handle periodic seasonality and an autoregressive integrated mov-

ing average (ARIMA) error to capture short-term dynamics, by including predictor vari-

ables in the considered information space to generate predictions. The study evaluates the 

predictive potential of the approach using two different real-world call and e-mail arrival 

series of a leading German online retailer comprising 174 weeks of data. The proposed 

model is compared to different established time series and ML approaches (e.g., RF and 

gradient boosting with regularization (GBR)) with time series cross-validation and an ex-

panding rolling window. 

Tables 4 and 5 provide insight into the main findings of the study. Comparing the results 

for the prediction of call arrivals, the proposed DHR model with predictor variables out-

performs the remaining models with respect to its MAE results for every considered lead 

time. Considering 2 and 3 weeks of lead time, RF performs slightly better than the DHR 

model when considering RMSE as an evaluation metric, highlighting the strong influence 

of contextual information on prediction performance.  
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 No lead time One week Two weeks Three weeks 

DHR with predictor variables 11.2336 11.2250 11.5571 11.4648 

DHR 14.3198 14.2243 14.3913 14.5242 

STL+ARIMA 17.8254 17.3990 17.7603 18.2596 

STL+ETS 17.8028 17.4140 17.8213 18.4370 

STL+RWDRIFT 17.7657 17.5317 17.7757 18.2407 

TBATS 16.3675 17.1001 17.2664 17.6892 

GBR 13.4358 13.7363 13.7492 13.5698 

RF 12.0249 12.0516 12.3048 12.3006 

The highest forecast accuracy for each lead time is marked in bold. 

DHR: Dynamic harmonic regression; GBR: Gradient boosting with regularization; RF: Random forest; 

STL + ARIMA: Autoregressive integrated moving average with time series decomposition based on Loess; 

STL + ETS: Innovation state space model with time series decomposition based on Loess; STL + RWDRIFT: 

Random walk with drift with time series decomposition based on Loess; TBATS: Trigonometric seasonality, 

Box-Cox transformation, ARMA errors, trend and seasonal components. 

Table 4   MAE results for customer support call arrival forecasts 

 No lead time One week Two weeks Three weeks 

DHR with predictor variables 15.7521 16.6844 17.0088 17.1805 

DHR 22.4746 22.9245 23.1713 23.4540 

STL+ARIMA 30.3195 29.0067 29.3980 30.2608 

STL+ETS 30.1632 28.9110 29.4276 30.4809 

STL+RWDRIFT 30.1719 28.9619 29.1190 29.8225 

TBATS 24.8822 26.0952 26.3939 27.0433 

GBR 18.6523 19.2414 19.0341 18.7706 

RF 16.6278 16.7476 16.9844 16.9797 

Note: The highest forecast accuracy for each lead time is shown in bold. 

DHR: Dynamic harmonic regression, GBR: Gradient boosting with regularization; RF: Random forest; 

STL + ARIMA: Autoregressive integrated moving average with time series decomposition based on Loess; 

STL + ETS = Innovation state space model with time series decomposition based on Loess; STL + RWDRIFT: 

Random walk with drift with time series decomposition based on Loess; TBATS: Trigonometric seasonality, 

Box-Cox transformation, ARMA errors, trend, and seasonal components. 

Table 5   RMSE results for customer support call arrival forecasts 

Similar to the call arrivals analysis, the proposed DHR model with predictor variables 

outperforms the remaining time series and ML approaches (i.e., MAE and RMSE) in 

every considered lead time constellation for the customer support e-mail arrival forecasts. 

However, the performance gap between time series and ML models is not as evident as 

for the prediction of call arrivals. With a stronger trend in the examined data, time series 

models operate in a comparable performance range as ML models. As expected, the pre-

diction accuracy mostly decreases with greater lead times while the best performance is 

obtained without lead time. 
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This work contributes to the literature by connecting methodological strands of research 

and introducing a novel method to contact center forecasting. By capturing time series 

dynamics and including contextual information, the proposed DHR-based approach can 

increase the accuracy of call and e-mail arrival forecasts compared to established time 

series models and other ML approaches used in previous research (Andrews and Cun-

ningham 1995; Hyndman et al. 2002; Ibrahim et al. 2016; Rausch and Albrecht 2020). In 

doing so, it supports practitioners in making more informed staffing decisions. Thus, or-

ganizations benefit from the presented approach as they can avoid overstaffing (i.e., keep-

ing operating costs at a minimum) as well as understaffing agents (i.e., maximizing per-

ceived service quality by reducing waiting times). Besides, the results suggest that the 

individual data environment (e.g., the magnitude of trend in the time series and availabil-

ity of predictor variables providing contextual information) should be considered during 

model selection in contact center forecasting. Thus, additional research providing practi-

cal guidance on evaluating and selecting suitable ML models for individual business set-

tings is required. 

Research Paper P5 addresses this research need by proposing a two-step approach that 

provides a thorough understanding of the prediction accuracy of ML methods in call ar-

rival forecasting and makes the underlying process of method evaluation and selection 

feasible for decision-makers in practice. Specifically, this study conducts an in-depth 

analysis of the forecast accuracy of suitable ML models based on the call arrival data of 

a real German online retailer. Using two different datasets, i.e., the customer support 

queue and the customer complaints queue of the corresponding call center, it performs a 

comprehensive method comparison opposing selected ML models (i.e., gradient boosting 

with dropout (GBD), GBR, k-nearest neighbor (KNN), RF, and support vector regression 

(SVR)) to the three most commonly used time series models in this field (i.e., ARIMA, 

random walk with drift (RWDRIFT), and error, trend, seasonal (innovation state space 

model) (ETS)). In the second step, this work provides a hands-on walk-through example 

of the model selection process based on cross-validation with an expanding rolling win-

dow. The practical implementation of the process is then illustrated in a programming 

environment that is accessible to non-ML experts and practitioners. 



29 

 

 

 

 

 

Fig. 8   Last predicted week of the time series models 

 

Fig. 9   Last predicted week of the ML models 

The results of the model comparison for the customer support queue show that the RF 

algorithm outperforms the remaining approaches in every lead time constellation: with 

respect to both MAE and RMSE, the model yields the most accurate forecasts. The GBD, 

GBR, and SVR models yield comparable results, whereas the KNN approach was the 

most inaccurate forecasting method. Generally, the considered ML approaches are supe-

rior to the benchmark time series models for all lead time constellations (except for the 

KNN method). Among the time series models, the ETS model is the best-performing 
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approach. In addition, the RF algorithm is found to provide an acceptable trade-off be-

tween accuracy and computation time: for the prediction of one iteration 𝑘 (i.e., of the 

forecast hori on ℎ =     o servations , the model ta es      min   sing        A    

Checking the robustness of these results based on the queue for customer complaints call 

arrivals, the RF yields the most accurate forecasts compared to the remaining approaches 

for all considered lead times except for the MAE result with two weeks lead time for 

which GBR is found to be superior. Figs. 8 and 9 provide more detailed insights into 

model performances for the last week predicted (i.e., 180 observations) for the customer 

support queue. 

Based on the results of the conducted model comparison, organizations are suspected of 

benefiting from including ML approaches in their process of evaluating and selecting the 

most suitable method for forecasting call center arrivals. To make the underlying process 

of method comparison and selection accessible to decision-makers in practice and to over-

come its perceived complexity, this study develops a walk-through tutorial based on 

cross-validation with an expanding rolling window in the programming environment R. 

In doing so, it proposes to view method selection in call center forecasting as the overall 

issue of implementing a forecasting system that includes prediction accuracy as well as 

practicability. 

Fig. 10 illustrates a generic for-loop for the expanding rolling window that can be utilized 

to identify the most accurate model. Let 𝑛 be the 𝑛th observation (i.e., row) of the dataset, 

𝑚 be the 𝑚th varia le  i e , col mn  of the dataset, and ℎ  e the forecast hori on  After 

analyzing and preprocessing the data, an empty numeric vector is defined, in which the 

results are stored during the loop. The for-loop itself can be iterated 𝑘 times: let the fore-

cast hori on ℎ  e one wee  and o t-of-sample predictions with cross-validation shall be 

generated for one year, then 𝑘 = 52, i.e., 52 weeks. For each iteration 𝑘 = 1, 2,…, 𝐾 during 

the loop, the training and test subsets are defined which roll forward for one unit of the 

forecast hori on ℎ, i e , 𝑖 ∗ ℎ   ince   ∗ ℎ o servations are added d ring the first iteration 

for s nta  reasons, ℎ o servations are s  tracted from the training and test s  sets 

(𝑛𝑡𝑟𝑎𝑖𝑛 and 𝑛𝑡𝑒𝑠𝑡 respectively) to yield the intended initial training and test subsets. 

After the loop finishes, the loop time is reported to trac  the models’ comp tation time 

as a crucial aspect for decision-makers in practice. The MAE and RMSE are both calcu-
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lated by inserting the vector of actual values as the first argument and the vector of pre-

dicted val es as the second arg ment   o test a specific model’s predictive a ilit , it can 

simply be integrated into the generic for-loop. 

 

Fig. 10   R Code for rolling expanding window with generic for-loop. 

  Note: The bold variables have to be replaced depending on the specific dataset. 

Responding to the call for practical guidance on the evaluation and selection of suitable 

ML models for call arrival forecasting in contact centers, this study provides an extensive 

comparison of suitable ML models and makes the underlying context-agnostic modeling 

process feasible for practice. Thus, this research presents a starting point for shifting tra-

ditional contact center forecasting literature toward a new paradigm drawing on ML 

methods. It underpins the preliminary findings of previous studies (Barrow 2016; Ebadi 

Jalal et al. 2016; Rausch and Albrecht 2020) drawing on individual ML models such as 

NNs and RFs that indicate their high potential in contact center forecasting. In addition, 

this study is the first to comprehensively include model practicability by simultaneously 

investigating different lead times (i.e., three weeks, two weeks, one week, and no lead 

time) as well as the trade-off between complexity (i.e., estimation time and computation 

effort) and prediction accuracy. 

In sum, Research Paper P5 and Research Paper P6 presented two significant contributions 

to contact center forecasting in CRM that advance ML implementation at the project 

level. First, a novel method in contact center forecasting was proposed, before a hands-on 

evaluation approach for ML models in this domain was introduced (i.e., modeling and 

res lts   vector  n meric  

tic  Looptime  

for i in     

train s  set   data      i   , 

test s  set   data     i           i      , 

   Insert  odel here

 

toc log =    E 

timelog   tic log format =    E 

res lts   pma  res lts,  

mae data ,  , res lts 

rmse data ,  , res lts 
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evaluation). Together with the contributions presented in Section III.1, this research in-

creases the understanding of how to approach the phases of ML implementation in the 

context of diverse industry-specific socio-technical problems. 
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IV Conclusion 

IV.1 Summary 

At the core of present-day AI, ML offers tremendous business potential that is reflected 

by large-scale investments in industry and research. Although knowledge in the field of 

ML has considerably matured, scholars and professionals alike continue to seek a better 

understanding of the underlying concepts, processes, and challenges of implementing the 

technology. In this regard, understanding and orchestrating the socio-technical process of 

ML implementation in business is one of the most critical challenges. Over the past years, 

ML workflows and lifecycle models have provided standardized procedures with consid-

erable technical depth. Yet, theoretical guidance and actionable insights that facilitate an 

integrated approach to process-oriented ML are lacking. Consequently, more guidelines 

from theory on how to approach different ML methods in the context of diverse indus-

try-specific socio-technical problems are required in all phases of ML implementation 

(i.e., data understanding, data preparation, modeling, and evaluation). In addition, com-

prehensive support on how to ensure alignment of ML opportunities and business pro-

cesses (i.e., process fit) at the outset and how to scale novel ML-enabled processes (i.e., 

process ramp-up) after deployment is vital. 

This dissertation and the embedded research articles contribute to the identified gaps and 

aim to improve the understanding of the socio-technical process of ML implementation 

in business in two ways: First, this thesis zooms out from a (single-)project perspective 

to the process level to stimulate an integrated approach to process-oriented ML imple-

mentation. Thereby, it introduces the notion of process fit to the business understanding 

phase of ML implementation and augments the deployment phase with process ramp-up. 

Second, it transfers theoretical ML knowledge to applications that solve (domain-)spe-

cific problems at the project level, with the goal of supporting practitioners in applying 

ML methods across all phases of ML implementation. At the same time, it aims to expand 

the ML knowledge base by gaining theoretical insights from the practical application of 

advanced ML methods in leading-edge domains. 

Section II presents two research papers that advance ML implementation at the process 

level by providing guidance on how to examine ML opportunities and business processes 

in an integrated way (i.e., process fit) and how to scale novel ML-enabled processes (i.e., 
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process ramp-up). Research Paper P1 introduces a methodological blueprint for investi-

gating the opportunities of leading-edge digital technologies such as ML through the the-

oretical lens of affordance theory. The study not only identifies affordances in a frontline 

IS application domain with high ML potential but also presents insights on how to rigor-

ously develop a fine-grained understanding of ML action potential in different organiza-

tional contexts. Research Paper P2 introduces BPRUM as a new BPM capability area. It 

presents hands-on knowledge and managerial tools for the effective implementation and 

scaling of novel ML-driven business processes through action-oriented sub-capabilities 

of BPRUM. Together, both research papers help organizations adopt practices that facil-

itate an integrated approach to process-oriented ML implementation. 

Section III includes four research papers that advance ML implementation at the project 

level by contributing theoretical guidance and actionable insights on how to approach ML 

implementation in the context of diverse industry-specific socio-technical problems. 

Therefore, it focuses on two leading-edge application domains, namely mobility (i.e., car-

sharing) and CRM (i.e., customer service). Research Paper P3 analyzes the role of spatial 

access in the individual decision-making of carsharing users in small urban areas and 

presents an XML approach to reveal its influence on ML predictions of user behavior 

(i.e., data understanding). Thereafter, Research Paper P4 delves into generative ML for 

creating synthetic trip data to support carsharing decision-making by overcoming the bar-

rier of limited data access during the introduction and expansion of new services (i.e., 

data preparation). It introduces a blueprint for investigating the use of synthetic mobility 

data in a broader range of domains. Lastly, Research Paper P5 and Research Paper P6 ex-

amine contact center forecasting. The studies propose a novel forecasting method includ-

ing contextual information and present an evaluation approach for ML models in this 

domain (i.e., modeling and evaluation). Collectively, the four contributions address do-

main-specific business problems to derive theoretical guidelines and actionable practical 

insights. 

Motivated by the need to sustainably realize ML implementation in business, the overall 

purpose of this dissertation is to guide scholars and practitioners in understanding and 

performing the operational, methodological, and managerial practices associated with the 

intricate socio-technical process of effective ML implementation. This thesis strives to 

contribute to this area of research at both a process and a project level. 
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IV.2 Limitations and Future Research 

The results of this thesis need to be reflected against limitations that also stimulate future 

research. While the individual limitations of each research paper can be found in the re-

spective articles (see Sections VI.3 to VI.8), this section provides an aggregated overview 

of the limitations of this thesis. Thus, the following presents limitations and avenues for 

future research on the socio-technical process of ML implementation. 

First, the results of the research papers advancing ML implementation at the process level 

(Section II) were established inductively based on systematic literature reviews and qual-

itative interview studies. Accordingly, some limitations are inherent in the nature of these 

methodological approaches. To address the potential shortcomings of restricted literature 

samples and interview expert selection, the development of the results was complemented 

by extensive evaluations of the completeness, consistency, and applicability of the find-

ings with scholars and practitioners. Nonetheless, future research could expand the scope 

of data collection to evaluate the presented results in a broader organizational context and 

in new application domains. In contrast, the technological focus of Research Papers P1 

and P2 should be further narrowed down to the specifics of ML. While the theoretical 

frameworks used in the present studies (i.e., affordance theory and capability frame-

works) only constitute one possible way of investigating the process-related opportunities 

afforded by ML and the ramp-up of ML-driven business processes, the results provide a 

good starting point for future research to establish an integrated approach to process-ori-

ented ML implementation. From a practical perspective, it is important to note that both 

affordances and capabilities do not directly generate organizational benefits, but rather 

serve as a foundation for planning ML initiatives and creating custom capability devel-

opment plans. 

Second, the research papers advancing ML implementation at the project level (Sec-

tion III) investigate two selected leading-edge application domains (i.e., mobility and 

CRM). While the presented studies (i.e., Research Papers P3, P4, P5, and P6) lay a strong 

focus on deriving domain-agnostic methodological guidelines for the addressed phases of 

ML implementation, the findings need to be validated for other use cases and business 

environments to account for potential contextual constraints. In addition, the research pa-

pers focus on a limited range of ML and benchmark models that were selected based on 

individual requirements related to the investigated use cases (e.g., accuracy, complexity, 
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and explainability). Consequently, fellow scholars are encouraged to expand the method-

ological scope of the present research to a broader spectrum of models. As ML is charac-

terized by rapid technological advances, the insights derived in this thesis will likely re-

quire repeated updates to reflect the latest developments in the field. Nevertheless, the 

application-oriented approaches and real-world data included in the studies can be con-

sidered a strength of this work, and the selected research designs are supposed to serve as 

blueprints to address the above limitations in future research. 

Third, this thesis proposes a process and project perspective on ML implementation in 

business, the need for which has been stimulated by previous research and confirmed by 

the results of this work. As such, it complements existing technical studies (e.g., ML 

workflows and lifecycle models) and management contributions (e.g., on organizational 

readiness for ML, ML adoption, and ML capabilities). However, the presented results are 

expected to overlap with findings from these related disciplines. Accordingly, future re-

search is encouraged to further advance knowledge synthesis between the different re-

search angles on ML implementation. Finally, given the relation of ML to AI and data 

science, this thesis does not claim the exclusivity of all presented insights to ML. Instead, 

it aims to encourage to learn from related disciplines and to derive specific interpretations 

in the context of ML. 

Notwithstanding the above limitations, I am confident that this dissertation contributes to 

the current body of knowledge and will guide scholars and practitioners in understanding 

and performing the operational, methodological, and managerial practices associated with 

the intricate socio-technical process of effective ML implementation in business. 
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VI.2 Individual Contribution to the Included Research Articles 

This cumulative doctoral thesis includes six research papers. All research papers were 

written in collaboration with multiple co-authors. This section outlines the settings and 

describes my individual contribution to each of the six papers. The descriptions follow 

the Contributor Roles Taxonomy (CRediT) by Allen et al. (2019). 

Research Paper P1 entitled “Leveraging Digital Technologies in Logistics Processes: Sys-

tematic Insights from Intra-Logistics” (Albrecht et al. 2023; Section VI.3) was written 

together with six co-authors. I had a key role in most parts of the research project. I con-

tributed significantly to conceptualizing the presentation of results and their embedding 

in theory, to visualizing the gained insights, and to coordinating the project up to publi-

cation. Additionally, I was responsible for drafting multiple sections of the manuscript 

and was critically involved in reviewing and editing the final paper. 

Research Paper P  entitled “From Zero to Hero: Ramp-Up Management as a New 

Cross-Cutting Business Process Management Capability” (Albrecht et al. 2023; Section 

VI.4) was written together with two co-authors. I had a crucial role in all parts of the 

research project. I contributed significantly to formulating the overarching research goals 

and designing the research methodology of the project. I also engaged in the synthesis 

and presentation of the research results as well as in the iterative evaluation process. In 

addition, I was responsible for drafting multiple sections of the manuscript and was in-

volved in reviewing and editing the entire paper. 

Research Paper P3 entitled “Are We There Yet? Analyzing the Role of Access Distance in 

Carsharing in Small Urban Areas” (Albrecht et al. 2023; Section VI.5) was written to-

gether with three co-authors. I had a crucial role in all parts of the research project. I 

contributed significantly to the conceptualization of the project and to the design of the 

research methodology. In addition, I was responsible for the development of the code and 

models for the analysis as well as for a substantial part of the evaluation and visualization 

of the results. In terms of writing, I was responsible for the original drafting of individual 

sections and for reviewing and editing the entire paper. 

Research Paper P4 entitled “Fake It Till You Make It: Synthetic Data for Emerging Car-

sharing Programs” (Albrecht et al. 2023; Section VI.6) was written together with three 

co-authors. In line with my role as the lead author, I was responsible for the conceptual-

ization and administration of the research project. I designed the research approach and 
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developed its underlying code and models. I also led the iterative evaluation process and 

the preparation and visualization of results. Finally, I was responsible for the original 

drafting of the manuscript and was involved in the review and editing of the entire re-

search paper. Although I am the lead author of this paper, the three co-authors were in-

volved in all parts of the project and were instrumental in advancing our contribution. 

Research Paper P5 entitled “Beyond the Beaten Paths of Forecasting Call Center Arri-

vals: On the Use of Dynamic Harmonic Regression with Predictor Variables” (Rausch et 

al. 2021; Section VI.7) was written together with two co-authors. I had a crucial role in 

all parts of the research project. I contributed significantly to the conceptualization of the 

project and to the design of the research methodology. In addition, I was responsible for 

developing the code as well as for a substantial part of the application of the models for 

analysis and evaluation. In terms of writing, I was responsible for the original drafting of 

individual sections and was involved in reviewing and editing the entire paper. 

Research Paper P6 entitled “Call Me Maybe: Methods and Practical Implementation of 

Artificial Intelligence in Call Center Arrivals’ Forecasting” (Albrecht et al. 2021; Section 

VI.8) was written together with two co-authors. I had a crucial role in all parts of the 

research project. I contributed significantly to the conceptualization of the project and to 

the design of the research methodology. In addition, I was responsible for developing the 

code and its walk-through example as well as for a substantial part of the application of 

the models for analysis and evaluation. In terms of writing, I was responsible for the orig-

inal drafting of individual sections and was involved in reviewing and editing the entire 

paper. 
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VI.3 Research Paper P1: Leveraging Digital Technologies in Logistics 

Processes: Systematic Insights from Intra-Logistics 

Authors: 

Albrecht T. · Baier M.S. · Gimpel H. · Meierhöfer S. · Röglinger M. · Schlüchtermann J. · 

Will L. 

Published in: 

Information Systems Frontiers (2023) 

Abstract: 

Emerging digital technologies are transforming logistics processes on a large scale. De-

spite a growing body of knowledge on individual use cases ranging from collaborative 

robots to platform-based planning systems in the frontline industrial development of Lo-

gistics 4.0, organizations lack a systematic understanding of the opportunities digital tech-

nologies afford for logistics processes. To foster such understanding, this study takes an 

intra-organizational perspective as a central starting point for digitalization initiatives to-

ward Logistics 4.0. It synthesizes current academic research and industrial insights from 

a systematic literature review and an expert interview study through an affordance lens. 

The result is a catalog and conceptual framework of ten digital technology affordances in 

intralogistics (DTAILs) and 46 practical manifestations. Thereby, this study contributes 

to understanding and leveraging the opportunities digital technologies afford in a leading-

edge information systems application domain. It serves as a foundation for further theo-

rizing on Logistics 4.0 and for structuring strategic discussions among organizational 

stakeholders. 

Keywords: 

Affordance theory · Digital technology · Industry 4.0 · Logistics 4.0 · Logistics process · 

Supply chain management 
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VI.4 Research Paper P2: From Zero to Hero: Ramp-Up Management 

as a New Cross-Cutting Business Process Management 

Capability 

Authors: 

Albrecht T. · Lösser B. · Röglinger M. 

To be published in: 

Information Systems and e-Business Management (2023) 

Abstract: 

Changing business environments challenge and motivate organizations to transform. To 

remain competitive, organizations need to embrace these dynamics and make radical 

changes to how work is performed. Business process management (BPM) as a holistic 

management discipline offers mature methods and end-to-end management activities. 

However, it is subject to the tension between stability and change. While change through 

the improvement of existing business processes is well understood, the implementation 

and scaling of novel business processes have been neglected in BPM research. Hence, 

this paper proposes business process ramp-up management (BPRUM) as a new cross-cut-

ting capability area for contemporary and future BPM and explores relevant sub-capabil-

ities. Our work synthesizes insights from an exploratory interview study with 21 subject 

matter experts to advance the understanding of BPM as a corporate capability regarding 

the implementation and scaling of novel processes. As a result, this study illustrates how 

BPRUM adds to modern BPM and presents 40 action-oriented sub-capabilities that pro-

vide hands-on knowledge and practical guidance for effective BPRUM. Thereby, it serves 

as a foundation for further theorizing on process ramp-up and for structuring discussions 

among BPM practitioners. 

Keywords: 

Business process management · Capability development · Interview study · 

Organizational change · Process ramp-up  
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VI.5 Research Paper P3: Are We There Yet? Analyzing the Role of 

Access Distance in Carsharing in Small Urban Areas 

Authors: 

Albrecht T. · Keller R. · Röglinger M. · Röhrich F. 

Submitted to: 

Journal of Cleaner Production 

Extended Abstract: 

Carsharing is a val a le concept of the sharing econom  to address toda ’s mo ilit  chal 

lenges such as traffic congestion, noise pollution, and CO2 emissions. Therefore, carshar-

ing is increasingly expanded beyond metropolitan areas. However, lower population den-

sities, higher vehicle ownership, and accessibility concerns lead to lower demand, result-

ing in an increased need for optimization and municipal support. Business models and 

service offers need to be closely aligned with the specific demand characteristics outside 

of the dense metropolitan centers (Lagadic et al. 2019; Narayanan and Antoniou 2022). 

Thus, a thorough understanding of the usage behavior of non-urban carsharing users is 

needed to facilitate integrated planning of carsharing development and transport policy 

(Cohen and Kietzmann 2014; Dowling and Kent 2015). Previous research identifies ve-

hicle accessibility as one of the most critical challenges for carsharing programs in less 

densely populated areas (De Luca and Di Pace 2015; Illgen and Höck, 2020; Lagadic et 

al. 2019). Against this backdrop, this work aims to analyze the role of access distance in 

carsharing in small urban areas based on revealed preferences from trip and user data. 

This study raises the following research question: How does access distance affect car-

sharing usage behavior in small urban areas? 

To pursue this research goal, this paper investigates the case of a municipal carsharing 

program in a small  r an area  sing two  ears’ worth of data, incl ding      active  sers 

and 119,146 trips. To this end, it employs descriptive analyses and predictive modeling 

complemented by explainable machine learning (XML) approaches in the form of model-

agnostic permutation feature importance (Fisher et al. 2019) and accumulated local ef-

fects (ALE) plots (Apley and Zhu 2020) that have gained momentum in research to de-

termine the impact of explanatory variables on the prediction performance of diverse ma-

chine learning (ML) models (Gao et al. 2021; Severino and Peng 2021). 
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 he res lts indicate that  sers’ access distance is highl  relevant for predictions of travel 

behavior (i.e., usage duration) and strategic decision-making (e.g., station locations and 

service areas). More trips than in metropolitan areas are made by users with long access 

distances (i.e., 3 km or more) to their nearest station, while trips with longer access dis-

tances are also made by a higher proportion of public transport subscribers, more often 

made with special types of vehicles (i.e., vans and nine-seaters), and result in longer av-

erage trip distances. The findings have significant implications for the understanding of 

carsharing user behavior in less densely populated areas as well as for the strategic devel-

opment and operational improvement of carsharing programs supported by municipal 

policy and governance. 

Keywords: 

Carsharing · Explainable machine learning · Green travel · Municipal governance · 

Spatial access · User behavior 
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VI.6 Research Paper P4: Fake It Till You Make It: Synthetic Data for 

Emerging Carsharing Programs 

Authors: 

Albrecht T. · Keller R. · Rebholz D. · Röglinger M. 

Submitted to: 

Transportation Research Part D: Transport and Environment 

Extended Abstract: 

Carsharing is an integral part of the transformation toward flexible and sustainable mo-

bility. New carsharing programs are entering the market to challenge large operators by 

offering innovative services. The introduction of such new services involves a variety of 

operational and strategic decisions that benefit from understanding and anticipating user 

behavior (Golalikhani et al. 2021). Hence, predictions of user behavior and trip charac-

teristics from machine learning (ML) models have become indispensable for carsharing 

operators to optimize their systems. In this regard, large carsharing operators increasingly 

leverage their rich database to generate insights for improving the efficiency and sustain-

ability of their operations, reduce costs, and provide a better service experience for their 

users (Golalikhani et al. 2021; Yao et al. 2022). Emerging carsharing programs are mostly 

excluded from this frontline industrial development. In addition to budget constraints and 

lower technological expertise, many small carsharing operators struggle with limited data 

availability and quality that are prerequisites for the effective use of ML models (Lagadic 

et al. 2019; Shrestha et al. 2021). In this connection, synthetic data created by generative 

ML models such as generative adversarial networks (GANs) and variational autoencoders 

(VAEs) present a promising path to overcome the challenge of restricted access to 

high-quality and privacy-preserving input for the training of data-intensive ML models. 

Against this backdrop, this study aims to explore the use of synthetic data to support 

carsharing decision-making by overcoming the barrier of limited data access during the 

introduction and expansion of new services. To this end, it means to investigate the eval-

uation, selection, and implementation of generative ML models to create synthetic tabular 

transaction data of carsharing trips for more accurate predictions of user behavior when 
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data access is limited. Thus, this study raises the following research questions: Can syn-

thetic data created by generative ML models support decision-making in carsharing? And 

what are appropriate methods? 

To pursue this research objective, this study employs a systematic ML workflow (Kühl 

et al. 2021; Shrestha et al. 2021) for analyzing the case of an emerging carsharing program 

that is expanding its services to include free-floating electric vehicles (EVs) and aims to 

o tain more relia le predictions of trip distances and  sage times d ring the service’s 

ramp-up. The study investigates how well synthetic data generated by GANs, VAEs, and 

benchmark models serve the purpose of enhancing the available database to improve the 

training and performance of prediction models. It evaluates the use of synthetic data for 

replacing, rebalancing, and augmenting real training data drawing on two evaluation pro-

tocols that correspond to the prediction of two different target variables. 

The results of this study show that augmenting real training data with synthetic samples 

improves the performance of prediction models by up to 4.63% when predicting the usage 

time and distance of upcoming trips. The findings of the analysis further reveal that the 

quality of synthetic data (i.e., using generative ML models such as CTGAN and TVAE 

compared to statistical benchmark models) as well as the ratio of synthetic to real data 

are critical to maximizing data utility for ML prediction tasks. The results present novel 

insights on the use of generative ML for the creation of synthetic mobility data and help 

understand the methods and approaches for leveraging synthetic tabular transaction data 

of carsharing trips for more accurate predictions of user behavior. Carsharing operators 

can draw on this study to enhance their available database when launching or expanding 

their services to achieve more accurate predictions of upcoming trips and align their ser-

vice offers with anticipated user behavior. 
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Shared mobility · Synthetic data 
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Abstract: 

Modern call centers require precise forecasts of call and e-mail arrivals to optimize staff-

ing decisions and to ensure high customer satisfaction through short waiting times and 

the availability of qualified agents. In the dynamic environment of multichannel customer 

contact, organizational decision-makers often rely on robust but simplistic forecasting 

methods. Although forecasting literature indicates that incorporating additional infor-

mation into time series predictions adds value by improving model performance, extant 

research in the call center domain barely considers the potential of sophisticated multi-

variate models. Hence, with an extended dynamic harmonic regression (DHR) approach, 

this st d  proposes a new relia le method for call center arrivals’ forecasting that is a le 

to capture the dynamics of a time series and to include contextual information in form of 

predictor variables. The study evaluates the predictive potential of the approach on the 

call and e-mail arrival series of a leading German online retailer comprising 174 weeks 

of data. The analysis involves time series cross-validation with an expanding rolling win-

dow over 52 weeks and comprises established time series as well as machine learning 

models as benchmarks. The multivariate DHR model outperforms the compared models 

with regard to forecast accuracy for a broad spectrum of lead times. This study further 

gives contextual insights into the selection and optimal implementation of marketing-rel-

evant predictor variables such as catalog releases, mail as well as postal reminders, or 

billing cycles. 
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Abstract: 

Machine learning (ML) techniques within the artificial intelligence (AI) paradigm are 

radically transforming organizational decision-ma ing and   sinesses’ interactions with 

external stakeholders. However, in time series forecasting for call center management, 

there is a substantial gap between the potential and actual use of AI-driven methods. This 

study investigates the capabilities of ML models for intra-dail  call center arrivals’ fore 

casting with respect to prediction accuracy and practicability. We analyze two datasets of 

an online retailer’s c stomer s pport and complaints   e e comprising half-hourly ob-

servations over 174.5 weeks. We compare practically relevant ML approaches and the 

most commonly used time series models via cross-validation with an expanding rolling 

window. Our findings indicate that the random forest (RF) algorithm yields the best pre-

diction performances. Based on these results, a methodological walk-through example of 

a comprehensive model selection process based on cross-validation with an expanding 

rolling window is provided to encourage implementation in individual practical settings. 
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