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Summary

Heat always flows from a hot to a cold object, and the temperature of the hot object decreases. This is true 

even though those objects are spatially separated since they exchange heat by thermal radiation. Such a 

cooling process is known as radiative cooling, which has gained considerable attention as an eco-friendly 

cooling technology. An object facing the sky can carry heat to the cold outer space, and the object´s 

temperature passively decreases. This is because the atmospheric transparency window (ATW) locates in a 

wavelength range from 8 µm to 13 µm, and the blackbody radiation has an intensity peak in the ATW at 

ambient temperature (around 300 K). To maximize the cooling performance, the object must have 

absorption spectrally confined in the ATW. It is required to engineer the absorption properties of the object 

to obtain such selective absorption, and plasmonics and nanophotonics have been utilized as promising 

techniques for absorption engineering. 

In this dissertation, in order to seek innovative approaches to absorption engineering for radiative 

cooling, I theoretically investigate plasmonic phenomena called electromagnetically induced transparency 

(EIT) and absorption (EIA). EIT and EIA originate from an optical interaction between two optical 

elements: one has a high optical loss, and another has a low optical loss. It is known that EIT and EIA can 

modulate and enhance the absorption of plasmonic systems. Those plasmonic phenomena have been widely 

investigated and utilized for various applications; however, they have not been applied to radiative cooling 

yet. 

EIT is accompanied by mode splitting, in which a single peak absorption splits into two peaks by near-

field interaction. This mode splitting of EIT may be beneficial for achieving broadband absorption since 

multiple absorption peaks are essential to widen the absorption bandwidth of a system. From this fact, I 

explore an approach to realizing selective absorption in the ATW by utilizing mode splitting. Using a finite 

element method (FEM) simulation, I design a semishell absorber, comprised of a dielectric SiO2 core 

partially covered with an indium tin oxide (ITO) shell. The SiO2 core supports a low-loss Mie resonance, 

and the ITO shell supports a high-loss localized surface plasmon (LSP). By optimizing structural parameters, 

the semishell absorber can possess a strong absorption only in the ATW. This broadband absorption is 

attributed to the fact that a mode splitting occurs in the LSP of the ITO shell. The mechanism of this mode 

splitting is elucidated by building quantitative models, showing that the LSP of the ITO shell strongly 

interacts with a magnetic dipole resonance of the SiO2 core. 

EIA can dramatically enhance the absorption of plasmonic systems. Therefore, plasmonic systems that 

intrinsically have weak absorption may be improved by applying EIA. This kind of absorption improvement 

may increase the degree of freedom for absorption engineering. However, the mechanism of EIA is still 

unclear, as described in previous studies interpreting EIA in different ways. To utilize EIA for radiative 

cooling, a thorough understanding of EIA is essential. Thus, I establish theories that greatly expand the 

current knowledge of EIA. My theoretical investigations suggest that there are two different EIAs. One is 

characterized by absorption enhancement occurring in a low-loss optical element by near-field interaction. 

By designing a coupled-oscillator model, I find a critical parameter to describe this EIA and reveal the 

condition to maximize EIA. Another EIA is attributed to absorption enhancement occurring in a high-loss 

optical element. When a spatial distance between optical elements is comparable to a wavelength, 

intermediate-field interaction occurs with phase retardation. This phase retardation can excite constructive 

interference between the optical elements, amplifying an optical resonance of the high-loss optical element. 

Using the coupled-dipole method, I formulate this phase-retarded interaction, enabling us to find an optimal 

spatial distance to maximize EIA by intermediate-field interaction. 

 In addition, this dissertation addresses another approach to further advancing radiative cooling. Even 

though selective absorption in the ATW is realized, the cooling performance is severely degraded under 
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high humidity since the atmosphere becomes opaque even in the ATW. It has been suggested that 

asymmetric light transmission (ALT) filters, which possess high transmission only on one-way light 

illumination, may be able to recover the cooling performance under high humidity. However, this approach 

remains controversial because thorough investigations of such ALT filters have not been given. In this 

dissertation, I focus on a representative ALT filter, a dielectric corner reflector (DCR), which has a one-

dimensional triangular grating on one side. It has been understood that the DCR possesses ATW properties 

by total internal reflections (TIRs). However, the understanding of the DCR´s reflection has contained 

ambiguity since the effect of evanescent waves excited by TIRs has not been appropriately accounted for. 

Using the FEM simulation, I find that the evanescent waves can leak from the DCR, resulting in a reflection 

reduction. Based on this finding, I create a quantitative model, enabling us to optimize the DCR for a high-

performance ALT filter. 
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Zusammenfassung 

Wärme fließt immer von einem wärmeren Objekt in Richtung eines kälteren Objekts und die Temperatur 

des warmen Objekts nimmt dabei ab. Dies trifft auch dann zu, wenn die Objekte räumlich voneinander 

getrennt sind, da die Wärme mittels Wärmestrahlung übertragen wird. Ein solcher Kühlungsprozess 

wird ,,radiative cooling (Strahlungskühlung)’’ genannt. Dieser Mechanismus hat als umweltfreundliche 

Kühlungstechnologie vermehrt an Aufmerksamkeit gewonnen. Ein Objekt, welches dem Himmel 

zugewandt ist, kann Wärme in das Weltall transportieren, dabei nimmt die Wärme des Objekts passiv ab. 

Dies ist der Fall, da das atmosphärische Fenster bei einer Wellenlänge von 8 µm bis 13 µm liegt und die 

Hohlraumstrahlung ihr Maximum im atmosphärischen Fenster bei Außentemperatur hat (ca. 300K). Um die 

Kühlungsleistung zu maximieren, muss das Absorptionsspektrum des Objektes auf das atmosphärische 

Fenster beschränkt sein. Um derartige selektive Absorptionseigenschaften zu erreichen, müssen diese 

dementsprechend konstruiert werden. Die Bereiche Plasmonik und Nanophotonik bieten vielversprechende 

Techniken hierzu. 

In dieser Arbeit stelle ich theoretische Untersuchungen zu den plasmonischen Phänomenen der 

elektromagnetisch induzierter Transparenz (EIT) und Absorption (EIA) an, um innovative 

Herangehensweisen an den Mechanismus des radiative cooling zu finden. EIT und EIA stammen von der 

optischen Interaktion zweier optischer Elemente: eines besitzt eine hohe optische Dämpfung, das andere 

eine niedrige. Es ist bekannt, dass EIT und EIA die Absorption von optischen Systemen modulieren können. 

Diese plasmonischen Phänomene sind bereits oft untersucht und in verschiedenen Bereichen eingesetzt 

worden, haben allerdings auf dem Gebiet des radiative cooling bisher noch keine Anwendung gefunden.  

Bei EIT ist das sogenannte mode-splitting zu beobachten, wobei eine einzelne Absorptionsspitze durch 

Nahfeld-Interaktion in zwei Spitzen geteilt wird. Dies ist gegebenenfalls hilfreich dabei, 

Breitbandabsorption zu erreichen, da multiple Spitzen essenziell sind, um die Bandweite der Absorption 

eines Systems zu erweitern. Anhand dieser Tatsache untersuche ich die Möglichkeit, auf das atmosphärische 

Fenster begrenzte Absorption mithilfe von mode splitting zu erreichen. Ich entwerfe einen semi-shell 

absorber, bestehend aus einem dielektrischen SiO2-Kern, welcher teils mit einer Indium-Zinnoxid (ITO)- 

Schale bedeckt ist, anhand einer Finite-Elemente-Methode (FEM)-Simulation. Der SiO2-Kern fördert eine 

Mie-Resonanz mit geringem Verlust, und die ITO-Schale bewirkt ein lokalisiertes Oberflächen-Plasmon 

(LSP) mit hohem Verlust. Indem die strukturellen Parameter optimiert werden, kann der semi-shell absorber 

so konstruiert werden, dass nur im atmosphärischen Fenster starke Absorption vorliegt. Diese Breitband-

Absorption wird der Tatsache zugeschrieben, dass mode-splitting in dem LSP der ITO-Schale stattfindet. 

Der Mechanismus dieses mode-splitting wird durch die Entwicklung von quantitativen Modellen, welche 

die starke Interaktion des LSP der ITO-Schale mit einer magnetischen Dipol-Resonanz des SiO2-Kerns 

zeigen, verdeutlicht.  

EIA kann die Absorptionseigenschaften von plasmonischen Systemen dramatisch erhöhen. Daher 

können Systeme, welche an sich schwache Absorptionseigenschaften besitzen, durch den Einsatz von EIA 

verbessert werden. Diese Art von Verbesserung der Absorption kann den Spielraum für die Konstruktion 

von Absorptionseigenschaften erhöhen. Allerdings ist der Mechanismus von EIA weiterhin unklar, wie aus 

Vorarbeiten, in welchen EIA unterschiedlich interpretiert wurde, ersichtlich ist. Um EIA für radiative 

cooling zu nutzen, ist ein umfangreiches Verständnis von EIA essenziell. Daher stelle ich Theorien auf, 

welche den aktuellen Wissensstand zu EIA deutlich erweitern. Meine theoretischen Untersuchungen 

suggerieren, dass es zwei verschiedene Arten von EIAs gibt. Eine von ihnen ist gekennzeichnet von einer 

Erhöhung der Absorption in einem optischen Element mit geringem Verlust durch Nahfeld-Interaktion. 

Anhand eines von mir entworfenen gepaarten Oszillator-Modells entdecke ich einen wesentlichen 

Parameter, um diese Art von EIA zu beschreiben und zeige die Bedingungen auf, unter denen EIA 
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maximiert werden kann. Eine weitere Art von EIA kann in einem optischen Element mit hohem Verlust zu 

erhöhter Absorption führen. Wenn eine räumliche Distanz zwischen optischen Elementen mit einer 

Wellenlänge vergleichbar ist, findet die Zwischen-Feld-Interaktion mit einer Phasenverzögerung statt. Diese 

Phasenverzögerung kann eine konstruktive Einflussnahme zwischen den optischen Elemente zur Folge 

haben und die optische Resonanz des optischen Elements mit hohen Verlust erhöhen. Anhand der 

gekoppelten-Dipol-Methode konzipiere ich diese phasenverzögerte Interaktion, welche uns erlaubt, die 

optimale räumliche Distanz zur Maximierung von EIA mittels Zwischen-Feld-Interaktion zu finden. 

Zusätzlich thematisiert diese Dissertation einen weiteren Ansatz, um Fortschritte im Bereich radiative 

cooling zu machen. Auch, wenn selektive Absorption im atmosphärischen Fenster realisiert wird, wird die 

Kühlungsleistung bei hoher Luftfeuchtigkeit deutlich gemindert, da die Atmosphäre auch im 

atmosphärischen Fenster lichtundurchlässig wird. Vorarbeiten weisen darauf hin, dass asymmetrische 

Lichttransmissionsfilter (ALT), welche eine hohe Übertragungsrate alleinig bei einseitiger Belichtung 

besitzen, die Kühlungsleistund bei hoher Luftfeuchtigkeit verbessern können. Allerdings bleibt dieser 

Ansatz umstritten, da gründliche Untersuchungen dieser Art von Filter bisher ausstehend sind. In dieser 

Arbeit befasse ich mich mit einem repräsentativen ALT-Filter, einem dielektrischen Ecken-Reflektor (DCR), 

welcher ein eindimensionales dreieckiges Gitter auf einer Seite besitzt. Es wurde dargelegt, dass der DCR 

die Eingenschaften des atmosphärischen Fenster durch die Summe der inneren Spiegelungen besitzt (TIRs). 

Allerdings gibt es Unklarheiten hinsichtlich der Spiegelungen des DCR, da der Effekt der flüchtigen Wellen, 

welche durch die TIRs ausgelöst werden, nicht ausreichend in Betracht gezogen wurde. Mithilfe der FEM-

Simulation stelle ich fest, dass die schwindenden Wellen aus dem DCR austreten können, welches in einer 

Abnahme der Spiegelung resultiert. Auf Grundlage dieses Ergebnisses entwerfe ich ein quantitatives Modell, 

welches es uns ermöglicht, den DCR zu einem Hochperformance-ALT-Filter zu optimieren.   
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1. Preface and outline

Global warming is one of the fatal problems our society is facing in the 21st century. Compared to the 

average temperature in 1900, the average temperature in 2020 is 1 °C higher. The temperature rise by 2100, 

estimated based on the framework of the Shared Socioeconomic Pathway [1], is suggested to be 5 °C higher 

in case we ignore potential global environmental impacts caused by our socioeconomic development [2, 3]. 

In order to deal with the temperature rise, it is expected that the demand for space cooling will keep 

increasing in both industrial and residential building sectors. The increase in demand appears as an increase 

in electricity consumption since traditional cooling systems, such as air-conditioning, require a large amount 

of electricity. According to a report from the International Energy Agency, space cooling accounts for 16% 

of building sector electricity consumption in 2021. The energy demand for space cooling has risen by 4 % 

per year since 2000 [4]. By consuming electricity, we can maintain comfortable temperatures in buildings. 

However, high electricity consumption causes critical problems. According to the Statistical Review of 

World Energy by British Petroleum, fossil fuels, such as coal and natural gas, are dominantly used for 

electricity production, accounting for 60 % of global total electricity production [5]. Electricity production 

by fossil fuels is accompanied by a significant amount of CO2 emission, accelerating global warming. In 

addition, we also have to pay attention to reserves-to-production (R/P) ratios, which measure how many 

years a non-renewable resource will remain if consumption rates do not change from the current statute. 

The report from British Petroleum says that R/P rates of coal and natural gases are about 130 years and 50 

years, respectively [5]. These data indicate that the energy crisis is associated with global warming, and 

global warming and the energy crisis will worsen further if we keep relying on traditional cooling 

technologies.  

Passive cooling techniques have been expected to enable breakthroughs for next-generation cooling 

technologies [6, 7]. Passive cooling does not emit CO2 nor require any electrical energy input. A concept of 

passive cooling is mitigating the temperature rise of buildings by utilizing natural processes. The 

temperature of buildings is increased by heat sources inside buildings, sunlight exposure, and so on. 

Depending on the means to deal with these heat gains, passive cooling is classified into three groups: heat 

protection, heat modulation, and heat dissipation techniques. The heat protection technique is meant to 

reduce heat gain from sunlight. As for the heat modulation technique, the heat produced in buildings during 

the daytime is stored using material properties, such as thermal mass and phase change materials, and 

released during nighttime. These two techniques aim to minimize heat gain inside and outside buildings. In 

contrast, the heat dissipation technique reduces the temperature of buildings by disposing of heat to the 

colder environment through conduction, convection, and radiation heat transfers. Therefore, if the aim is to 

reduce the temperature of buildings, the heat dissipation technique must be chosen. The mentioned 

techniques have many sub-classifications, in case of the heat dissipation technique, it is further categorized 

into evaporative and radiative cooling among others.  

Radiative cooling is a natural process occurring under a clear sky. In the mid-infrared (MIR) range, 

the atmosphere has a transparency window from 8 µm to 13 µm in wavelength. This spectral range is called 

the atmospheric transparency window (ATW). Conveniently, an intensity peak of the blackbody radiation 

at ambient temperature (≈ 300 K) locates in the ATW. Thus, thermal radiation emitted from the earth´s 

surface can access the massive heat sink of outer space with a temperature of 3 K. The earth´s surface is 

mainly heated by sunlight absorption during the daytime. The heat on earth can be disposed to outer space 

during the nighttime by radiative heat transfer, resulting in a temperature reduction of the earth´s surface. 

This temperature reduction is substantial and can for example be seen as frost on leaves in the early morning.  

Until now, radiative cooling has been intensively and interdisciplinarily investigated, and many 

different developments have been made on radiative coolers (RCs) for practical applications [8-10]. For 
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example, natural radiative cooling occurs only during the nighttime, but the temperature of buildings must 

be decreased during the daytime. For daytime radiative cooling, reflective surfaces operating only in the 

visible range have been designed [11-17]. For commercialization purposes, the coloration of RCs has also 

been explored [18-21]. Additionally, RCs have been investigated not only for buildings but also for clothing 

that directly cools down the human body [22, 23]. The atmospheric temperature changes depending on the 

seasons, and radiative cooling is needed only during summer. To deal with this problem, self-adaptive RCs, 

which can be deactivated in winter, have been designed using phase change materials [24-26]. Furthermore, 

it has been suggested that RCs can also work to improve the energy conversion efficiency of photovoltaics 

and other power generation systems [27-29]. 

In addition to the aforementioned tremendous achievements, maximization of temperature reduction 

is a fundamentally crucial task. In 1975, Catalanotti et al. suggested that radiative cooling can be 

considerably enhanced by optimizing the absorption properties of an RC [30]. This is because the 

atmosphere is opaque outside of the ATW; therefore, the atmosphere also emits thermal radiation in the 

MIR region. If an RC has a blackbody-like absorption, net energy flows from the atmosphere to the RC 

when the RC´s temperature becomes lower than the ambient temperature, resulting in a heat gain of the RC. 

In contrast, if the RC´s absorption is spectrally confined in the ATW, a significant temperature reduction 

can be observed because the heat gain from atmospheric radiation is minimized. Recent theoretical works 

suggest that a temperature reduction of about 30 K from the ambient temperature can be achieved if the 

ideal absorption properties for radiative cooling are realized [31-33]. 

Unfortunately, such absorption cannot be found in natural materials. The optical properties of materials 

are determined by intrinsic features, such as electric permittivity and magnetic permeability. However, when 

materials are scaled down to subwavelength, they possess optical responses different from their bulk forms. 

In addition, their optical responses are tunable by adequately designing their geometric structure. For 

example, nanometer-sized materials can enhance light scattering/absorption and confine light into small 

volumes beyond the optical diffraction limit. These physical phenomena suggest a capability of controlling 

light by designing subwavelength structures. From this fact, plasmonics and nanophotonics stem as 

nanotechnologies for optical manipulations. By designing a system based on plasmonics and photonics, we 

can create materials with desired optical properties. Such artificial materials are called metamaterials.  

Metamaterials have been developed for a negative refractive index [34, 35] and applied to achieve 

perfect absorption (100% absorptivity) [36, 37]. The first perfect metamaterial absorber (MA) was proposed 

by Landy et at. in 2008, to the best of my knowledge [38]. Subsequently, many researchers designed MAs 

based on Landy´s MA, and one of the most common design principles for perfect absorption was established. 

The most common design is based on a metal-insulator-metal (MIM) structure. The top metal layer is an 

array of plasmonic particles. This plasmonic array is separated from the bottom metal layer by the middle 

insulator layer. In general, metals and dielectrics have only electric responses to an incident electromagnetic 

wave because their magnetic permeability is one. However, in the MIM structure, electric resonances of the 

plasmonic particles induce current loops by interacting with the bottom metal layer, and magnetic dipoles 

are created in the insulator layer. The magnetic dipoles allow the MA to possess a complex relative magnetic 

permeability; therefore, an effective impedance of the MA can match that of free space at a certain 

wavelength. This impedance matching achieves zero reflectance. The incident electromagnetic wave is 

strongly localized in the MA and absorbed by Ohmic losses of materials, resulting in perfect absorption. By 

properly designing a top plasmonic array, an absorption peak can be obtained at a specific wavelength, and 

broadband absorption is also achievable. 

As a promising means to obtain well-controlled absorption, MAs have been applied to realize high-

performance RCs [39-42]. Many metamaterial RCs possess nearly ideal absorption for radiative cooling. 

However, metamaterial RCs have a severe drawback. Since their nano- and micro-structures are complex, 
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their fabrications heavily rely on top-down techniques, such as e-beam lithography. However, top-down 

techniques are expensive, time-consuming, and unsuitable for producing large-area devices. Since it is 

expected that RCs will be applied on rooftops and exterior walls of buildings, RCs are required to be scalable. 

As an alternative approach, various polymer-based RCs have been proposed by synthesizing suitable 

polymers, such as PDMS [43-45]. In this case, nano- and micro-structures are not required; therefore, 

scalable RCs can be obtained. However, the absorption of polymer-based RCs cannot be precisely controlled, 

hindering us from obtaining ideal absorption. Thus, metamaterial-based approaches are still most suitable 

for engineering the absorption of high-performance RCs. 

For the advancement of RCs, the conventional metamaterial-based approach must be extended, and 

new design principles for RCs must be developed. Thus, we must discover absorption mechanisms that 

enable us to realize strong and broadband absorption by using simple structures. Various plasmonic and 

photonic phenomena can provide us with additional control in absorption engineering, such as plasmonic 

hybridization [46-51] and surface lattice resonances [52-55]. These can occur in simple two- or many-

particle systems and can be applied to control absorption peak position and bandwidth. However, those 

phenomena cannot enhance and widen absorption with precise control. As an alternative, I focus attention 

on electromagnetically induced transparency (EIT) and absorption (EIA) [56-61]. EIT and EIA occur when 

a high-loss and a low-loss optical element strongly interact. EIT and EIA are known for absorption 

phenomena that modulate and amplify the absorption of plasmonic and photonic systems. The modulation 

and amplification can be achieved by controlling the strength of an interaction. Previous studies have shown 

that those phenomena can occur in simple systems if their structures are properly designed. Based on these 

facts, I expect that RCs can be advanced by utilizing EIT and EIA phenomena. 

In this dissertation, I theoretically investigate EIT and EIA by utilizing numerical simulations and 

building quantitative models. Additionally, I explore whether these models can establish an alternative route 

to achieving the ideal absorption for radiative cooling. This dissertation is outlined as follows: Chapter 2 

introduces theoretical background of this dissertation. Chapter 2 provides following five contents: Section 

2.1) the mechanism of radiative cooling, Section 2.2) insights into light-matter interactions on the 

subwavelength scale, Section 2.3) basic knowledge of materials for plasmonics and photonics, Section 2.4) 

the mechanism of perfect absorption and a review of MAs proposed in previous studies, Section 2.5) the 

fundamental understanding of EIT and EIA from previous studies. Chapter 3 presents my research 

motivation arising from Chapter 2. This chapter also outlines my research contributions during my Ph.D., 

which are discussed in the following four chapters (Chapter 4 is for references of Chapters 1-3). In Chapter 

5, I propose an EIT-based MA, which can be fabricated by using colloidal lithography. Even though the 

proposed MA is simple, the MA can possess strong broadband absorption confined to the ATW. In 

Chapters 6 and 7, the current understanding of EIA is considerably extended. Since the interpretations of 

EIA presented in the previous studies contain ambiguity, I unify them and establish a thorough 

understanding of EIA. I develop guidance to maximize EIA, which can be applied to various plasmonic 

systems. EIA can significantly improve the absorption of plasmonic systems. Thus, the findings from my 

work are expected to benefit future advancement in RCs. In Chapter 8, I address an additional important 

topic to further progress radiative cooling: asymmetric light transmission (ALT) filters for improving 

cooling performance under harsh atmospheric conditions. 
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2. Introduction and state-of-the-art 

2.1. Fundamentals of radiative cooling 

This chapter introduces the fundamental theory of radiative cooling. Radiative cooling is formulated by 

considering an energy balance between outgoing and incoming radiations on an RC. This energy balance is 

determined by the optical properties and temperatures of the RC, atmosphere, and sun. By considering the 

energy balance, we find two indicators evaluating cooling performance: cooling power and cooling 

temperature. The cooling power is the net outgoing power from the RC at a given temperature. The cooling 

temperature is a temperature reduction of the RC from an ambient temperature. Depending on how we 

utilize the RC and where the RC is placed, it is determined which indicator is more important to optimize 

the RC.  

 

2.1.1. Cooling power and cooling temperature 

Firstly, we overview solar irradiance, atmospheric transmission, and blackbody radiation. In Figure 2.1, 

solar irradiance is plotted on the left y-axis. Solar irradiance has a maximum at around a wavelength of 500 

nm and is concentrated in a wavelength range of 0.3 – 2.5 µm. By integrating solar irradiance over the 

wavelength, the total power of solar irradiance is about 1000 W/m2. The atmospheric transmittance is plotted 

on the right y-axis of  Figure 2.1a. In a wavelength range of 8 – 13 µm, the atmosphere is transparent, which 

is called the primary ATW. There is another ATW, called the secondary ATW spanning a wavelength range 

of 16 – 25 µm. Compared to the primary ATW, the secondary ATW is relatively sensitive to the condition 

of the atmosphere, which will be discussed in detail later. The atmosphere is opaque outside of the ATWs 

because water vapor and CO2 strongly absorb radiation. According to Kirchhoff’s law, a good absorber can 

be a good emitter. Therefore, the atmosphere strongly emits thermal radiation outside of the ATWs. In 

addition to water vapor and CO2, ozone possesses strong absorption in a wavelength range of 9.3 – 10 µm. 

Next, we consider blackbody radiation given by Planck´s law 

𝐼BB(𝜆, 𝑇) =
2ℎ𝑐2

𝜆5
1

exp (
ℎ𝑐
𝜆𝑘B𝑇

) − 1
 2.1 

where λ is the wavelength, T is the temperature of the blackbody, h is the Planck constant, c is the speed of 

light, and kB ≈ 1.38 × 10–23 J/K is the Boltzmann constant. IBB with T = 300 K is shown on the left y-axis 

of Figure 2.1. It can be found that a radiation peak locates inside the primary ATW. Therefore, if the RC is 

facing the sky, the thermal radiation of the RC can pass through the atmosphere, and the heat of the RC is 

dissipated in the cold outer space with a temperature of 3 K. 

It can be found that the RC has three different radiative heat transfer channels: sun – RC, atmosphere – 

RC, and space – RC. To understand those heat transfers, we must know their temperatures.  The sun and 

space are always much hotter and colder than the RC, respectively. One question is how high the temperature 

of the atmosphere is. The study by Granqvist et al. can address this question [62]. They investigated the 

absorptivity of the atmosphere and found that the absorptivity reaches 99% at an altitude lower than about 

0.5 km. This result is attributed to the fact that the atmosphere comprises several different layers, and the 

troposphere, which is the lowest part of the atmosphere (altitude of 0 – 10 km), contains most of the water 

vapor. In the troposphere, the temperature decreases with an increase in altitude at a rate of 6.5 °C/km. 

Therefore, these results indicate that the temperature of the atmosphere can be approximated as the ambient 

temperature of the earth's surface to consider radiative cooling. 
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Figure 2.1. Solar irradiance, atmospheric transmittance, and blackbody radiation. The yellow shaded area shows the 

solar irradiance taken from Ref. [63]. The blue-shaded area is the atmospheric transmittance for precipitable water of 

1 mm and air mass of 1, which was taken from Ref. [64]. The red line is the blackbody radiation calculated by Plank´s 

law at 300 K. The irradiance is multiplied by 60. 

 

Based on the considerations pointed out above, radiative cooling is formulated. First, I briefly 

summarize the general radiative heat transfer. Let's consider that there are two infinitely large flat plates 

facing each other parallelly (Figure 2.2). Plate1 has an emissivity of e1(λ) and a temperature of T1. Plate2 is 

a blackbody e2(λ) = 1 with a temperature of T2. These plates do not reflect incoming thermal radiation, and 

their emissivity is angular independent. By using Equation 2.1, a net heat flow from Plate1 to Plate2 through 

their thermal radiation is given as 

𝑞 = 𝜋∫ 𝑒1(𝜆)𝐼BB(𝜆, 𝑇1)𝑑𝜆
∞

0

− 𝜋∫ 𝑒1(𝜆)[𝑒2(𝜆)𝐼BB(𝜆, 𝑇2)]𝑑𝜆
∞

0

 2.2 

where π comes from the integration of the solid angle over the hemisphere. The first term of Equation 2.2 

describes the thermal radiation that Plate1 emits, and the second term gives how much Plate1 absorbs the 

thermal radiation of Plate2. To simplify Equation 2.2, we assume that e1(λ) is independent of the wavelength; 

therefore, e1(λ) → e1. This simplification makes q as 

𝑞 = 𝑒1𝜎(𝑇1
4 − 𝑇2

4) 2.3 

where σ ≈ 5.67 × 10–8 W/m2/K4 is the Stefan-Boltzmann constant. Equation 2.3 shows that the net energy 

flow is proportional to the fourth power of the temperatures, and the heat flow of Plate1 → Plate2 occurs 

only when T1 > T2. Figure 2.2b illustrates radiative cooling. Comparing Figure 2.2b with Figure 2.2a, it is 

found that the RC corresponds to Plate1, and the effects from the sun, the atmosphere, and the space 

correspond to Plate2. In a similar manner to Equation 2.2, the radiative heat transfer for radiative cooling 

can be given as 

𝑞rad = 𝑞out − 𝑞in 2.4 

where qout is outgoing thermal radiation from the RC, and qin is incoming thermal radiation from the sun, 

atmosphere, and space. However, the space is extremely cold, so we can safely ignore the effects of the 

space. In general, the emissivity of the RC is angular dependent. Therefore, the emissivity of the RC must 

be expressed as er(λ, θ, φ), where θ and φ are the zenith and azimuth angles, respectively (Figure 2.2c). In 

addition, the emissivity of the atmosphere is also zenith angular dependent. The atmospheric transmittance 

ta(λ, θ) can be described by considering an extinction coefficient of the atmosphere κa(λ) and a pathlength 

l(λ, θ) = l(λ)/cosθ 

𝑡a(𝜆, 𝜃) = exp(−
𝜅𝑎(𝜆)𝑙(𝜆)

cos𝜃
) = 𝑡a(𝜆)

1
cos𝜃 2.5 
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where ta(λ) is the atmospheric transmittance in the zenith direction. From Equation 2.5, the atmospheric 

emissivity is given as ea(λ, θ) = 1 – ta(λ, θ). Using er(λ, θ, φ) and ea(λ, θ), qout and qin = qatm + qsun can be 

written as 

𝑞out = ∫cos 𝜃∫ 𝑒r(𝜆, 𝜃, 𝜑)𝐼BB(𝜆, 𝑇r)𝑑𝜆𝑑Ω
∞

0

 2.6 

𝑞atm = ∫cos𝜃∫ 𝑒r(𝜆, 𝜃, 𝜑)[𝑒a(𝜆, 𝜃)𝐼BB(𝜆, 𝑇a)]𝑑𝜆𝑑Ω
∞

0

 2.7 

𝑞sun = cos 𝜃s∫ 𝑒r(𝜆, 𝜃s, 𝜑s)𝐼S(𝜆)𝑑𝜆
∞

0

 2.8 

where qatm and qsun are the atmospheric and solar absorptions of the RC, respectively. Tr and Ta are the 

temperatures of the RC and the atmosphere, respectively. Ta can be considered as the ambient temperature. 

Ω is the solid angle. θs and φs are the incident angle of the sunlight. IS(λ) is spectral solar irradiance, which 

is shown in Figure 2.1a. In addition to those radiative heat transfer processes, conduction and convection 

heat transfers between the RC and the surrounding must also be considered to evaluate net cooling 

performance 

𝑞nonrad = ℎc(𝑇a − 𝑇r) 2.9 

where hc is the effective conduction and convection heat transfer coefficient. From Equations 2.4 and 2.9, 

the net cooling power at given Tr and Ta is 

𝑞cool = 𝑞rad − 𝑞nonrad = 𝑞out − 𝑞in − 𝑞nonrad = 𝑞out − 𝑞loss 2.10 

where qloss is the net heat gain caused by external factors. Tr can keep decreasing until the entire heat 

exchange process reaches the equilibrium point, namely, qcool = 0. Thus, the cooling temperature is found 

from qcool = 0. From Equation 2.10, it is immediately found that qloss has to be minimized to maximize the 

cooling power (qcool) and the cooling temperature (ΔTcool = Ta – Tr). In this dissertation, I focus on minimizing 

qloss by tailoring the absorption properties of the RC. Therefore, qnonrad will not be paid attention to, and qin 

will only be considered. 

 

 

Figure 2.2. Schematic illustrations of (a) radiative heat transfer between infinitely large flat plates, (b) radiative heat 

transfer of radiative cooling, and (c) the spherical coordinate for calculating radiative cooling power. 

 

2.1.2. Wavelength dependency: Selective vs. Broadband emissivity 

The optimum emissivity for radiative cooling differs depending on the condition of the atmosphere. In 

addition, the optimum emissivity can also differ depending on which cooling performance, the cooling 

power or the cooling temperature, must be maximized. We first overview how conditions of the atmosphere 
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affect its transmittance. As mentioned in Section 2.1, atmospheric transmittance is influenced by water vapor. 

The water vapor content of the atmosphere is described by precipitable water (PW), which measures all 

amounts of water in a column perpendicular to the earth´s surface. PW is given as thickness (mm) and can 

be related to the relative humidity. Figure 2.3a shows how the atmospheric transmittance changes with an 

increase in PW. Since the atmosphere becomes more absorptive when the water vapor content is high, the 

transmittance in the ATWs decreases. Compared to the primary ATW, the second ATW is more sensitive 

to PW. This indicates that in dry areas, an RC can have access to outer space in a wider wavelength range, 

and radiative cooling can be intensified by utilizing the secondary ATW. However, the secondary ATW is 

usually closed in humid areas. 

Based on the fundamental understanding of the atmospheric transmission, we quantitively consider 

qcool. For simplicity, we now set qsun = qnonrad = 0 (qsun = 0 corresponds to nighttime radiative cooling). This 

simplification allows us to reduce qcool → qout – qatm. We further simplify qcool by considering that radiative 

cooling occurs only in the zenith direction (θ  = 0°) and an RC has a blackbody-like absorption (er(λ) = 1). 

Thus, qcool is given as 

𝑞cool(𝜆) = 𝑞out(𝜆) − 𝑞atm(𝜆) = 𝑒r(𝜆)[𝐼BB(𝜆, 𝑇r) − 𝑒a(𝜆)𝐼BB(𝜆, 𝑇a)] 2.11 

 

 

Figure 2.3. Effect of the atmosphere condition on radiative cooling. (a) The atmospheric transmittance with different 

PWs. The transmittances are taken from Ref. [64]. (b) The energy balance of qcool (Equation 2.10) is considered with 

qsun = qnonrad = 0 and θ = 0°. The radiative cooler is blackbody; therefore, er = 1. The solid lines are qout with different 

Tr, and the blue shaded area is qatm with Ta = 300 K. These quantities are given by Equation 2.11. (c) qcool calculated 

using Figure 2.3b. 

 

Figure 2.3b visualizes Equation 2.11 for Ta = 300 K with different Tr. qatm(λ) is calculated using the 

atmospheric transmittance with PW = 1 mm. We consider that the RC initially has Tr = 320 K, and its 

temperature decreases as Tr = 320 K → 300 K → 280 K by radiative cooling. When Tr > Ta, qout(λ) is larger 

than qatm(λ) in the entire MIR range. After Tr decreases and reaches Tr = Ta, qout(λ) becomes equal to qatm(λ) 

at wavelengths where the atmosphere is opaque, but qout still can exceed qatm in the ATWs. With a further 

decrease in Tr, qatm(λ) overcomes qout(λ) in the opaque areas, meaning that the RC strongly absorbs the 

atmospheric radiation. Figure 2.3c shows qcool(λ) calculated using Figure 2.3b. For all Tr, qcool(λ) is larger 

than zero in the ATWs because of qatm(λ) ≈ 0. In contrast, when Tr < Ta, qcool(λ) has negative values outside 

of the ATWs. From Figure 2.3c, it is found that we should consider two different situations depending on 

the temperature difference between the RC and the atmosphere: 

A) Tr > Ta: qcool(λ) is positive at all wavelengths; therefore, the blackbody-like RC is optimum to 

maximize the cooling power. A net cooling power can be increased by increasing Tr. Even though 

both ATWs are closed due to a high PW, radiative cooling can still occur. 
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B) Tr < Ta: To maximize ΔTcool, qcool(λ) has to remain positive at a low Tr. Therefore, an optimum RC 

should not have blackbody-like emissivity but must have high emissivity only in the ATWs. With 

such a selective emissivity, qatm(λ) is minimized, and many parts of the negative values of qcool(λ) 

shown in Figure 2.3c can be eliminated. 

For case B, an optimum emission profile can vary depending on PW. As mentioned earlier, the secondary 

ATW closes with a high PW. In this case, qcool(λ) becomes negative over the secondary ATW; therefore, net 

cooling power cannot be positive at low Tr. To achieve a large ΔTcool under a high PW, an RC must have 

high emissivity only in the primary ATW. 

 Next, we overview the influence of the emissivity profile of an RC on cooling performance by referring 

to previous studies. Li et al. conducted a systematic analysis of cooling performance using six different 

emissivity profiles (Figure 2.4a) [33]. Those emissivity profiles are omnidirectional for zenith and azimuth 

angles. Coolers 1-3 correspond to selective RCs, and Coolers 4-5 correspond to blackbody-like RCs. Li et 

al. used the atmospheric transmittance with a low PW, which possesses a fully opened secondary ATW. 

Figure 2.4b shows a cooling power calculated using Equation 2.10. When Tr > Ta, the blackbody-like RCs 

possess the highest cooling power, and Cooler 6´s cooling power reaches 486 W/m2 at Tr = 340 K. The 

cooling powers of the blackbody-like RCs steeply decrease with a decrease in Tr. In contrast, the cooling 

powers of the selective RCs decrease slowly and exceed the cooling powers of the blackbody-like RCs at 

Tr < Ta. At Tr = 260 K, Cooler 2 with dual-band emissivity still has a positive cooling power of 61 W/m2. 

Therefore, an RC with selective emissivity can take advantage to achieve a large ΔTcool. 

 Hossain et al. investigated the influence of relative humidity (RH) on ΔTcool [65]. In Figure 2.4, ΔTcool
 

is plotted by calculating qcool = 0 with parasitic heat gains: 3 % of total solar absorption (qsun) and non-

radiative heat transfer (qnonrad) with hc = 2 W/m2/K Two emissivity profiles were examined: Cooler 1 and a 

blackbody-like RC without any emissivity in a wavelength range of 0.3 – 2.5 µm (similar to Cooler5). For 

any RH, Cooler 1 is capable of having a larger ΔTcool than the blackbody-like RC because Cooler 1´s qcool 

keeps being positive at a low Tr. If we consider an RH dependency of Cooler 2, it can be found that Cooler 

2 may have a lower ΔTcool than Cooler 1 since the secondary ATW is sensitive to RH. This indicates that 

Cooler 1 is the best emissivity profile to achieve a large ΔTcool under non-zero RH conditions. With 

increasing RH, the qcool of both RCs decreases, and the difference between them becomes small. Since both 

primary and secondary ATWs become opaque with a high RH, the heat gain by qatm increases. Therefore, 

the RC loses cooling abilities no matter what kind of emissivity profile it has. Dong et al. investigated RH 

dependency in more detail, which showed similar results to Figure 2.4c [66]. 

 

 

Figure 2.4. Wavelength dependency of radiative cooling. (a) Six different emission profiles for radiative cooling and 

(b) their cooling powers as a function of Tr. Reprinted with permission from Ref. [33] © 2020 Optical Society of 

America under the terms of the OSA Open Access Publishing Agreement. (c) Humidity dependency of the temperature 

reduction for Cooler1 and broadband cooler with a unity emissivity except for 0.3 – 2.5 µm. Ta = 30 °C is considered. 

Tr is obtained by taking an equilibrium state qcool = 0. Reprinted with permission from Ref. [65] © 2016 The Authors. 

Published by WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. 
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2.1.3. Dealing with high humidity 

Throughout this chapter, it has been introduced that the atmosphere plays a significant role in radiative 

cooling, and humidity is one of the adverse factors, which severely degrades cooling performance [66, 67]. 

The humidity of the atmosphere keeps changing time by time and over the seasons. In addition, humidity is 

completely different depending on geological locations. Therefore, the high stability of cooling performance 

under different humidity is a fundamentally important function to make radiative cooling more practical. 

One approach to deal with high humidity is that an RC possesses selective emissivity only in the primary 

ATW because the primary ATW is relatively insensitive to humidity compared to the secondary ATW [45, 

66]. However, as mentioned earlier, the transmittance of the primary ATW also decreases significantly with 

an increase in humidity.  

 As an alternative approach, it has been proposed to use an optical filter that allows the thermal radiation 

of an RC to pass through but forbids incoming atmospheric radiation to enter (see Figure 2.5a). Such an 

optical filter with asymmetric optical properties is called an asymmetric light transmission (ALT) filter. 

Wong et al. employed a theoretical investigation and suggested that the cooling performance of an RC can 

be preserved under high humidity by using an ALT filter [68]. The research in this direction has been 

extended theoretically and experimentally [69, 70]. However, it has been pointed out that Wong´s study did 

not fully consider the optical properties of their ALT filter; therefore, the feasibility of the approach based 

on an ALT filter is still controversial [71]. In addition, there are still uncertainties in radiative heat transfer 

with such an ALT filter. Let's consider a simple radiative heat transfer model shown in Figure 2.5b. In the 

primary ATW, an RC can be considered as a blackbody, and the atmosphere is semi-transparent (ea ≈ 0.5). 

The temperature contrast between the RC (Tr), atmosphere (Ta), and space (Ts) is Ta > Tr >> Ts; therefore, 

the thermal radiation of the space can be ignored. Thermal radiation emitted by the RC (IBB(Tr)) is partially 

absorbed by the atmosphere (eaIBB(Tr)), and the rest of the radiation goes to space without reflection at the 

atmosphere ((1 – ea)IBB(Tr)). The atmospheric radiation goes to the RC (eaIBB(Ta)); however, it is not 

absorbed by the RC but is perfectly reflected by the ALT filter. This reflection cancels out the energy flow 

of the atmospheric radiation. Therefore, the RC can keep emitting thermal radiation without any heat gain 

from the atmospheric radiation. However, if such a heat transfer model is right, it suggests that radiative 

heat transfer occurs from a cool to a hot object, which violates the second law of thermodynamics. Such 

violation can be allowed if an ALT filter is made of non-reciprocal materials, such as magneto-optical 

materials [71]. However, non-reciprocal materials require control of external electric or magnetic fields for 

their ALT properties, which is not suitable for RCs. Thus, an ALT filter for radiative cooling must be 

designed based on reciprocal materials. Several ALT filters made of reciprocal materials have been proposed, 

but as mentioned earlier, their ALT properties have not been thoroughly investigated. Based on those 

considerations, it is still not clear whether such ALT filters can preserve cooling performance under high 

humidity [70, 72]. 

 

 

Figure 2.5. (a) Schematic illustration of radiative cooling with an optical filter reflecting the atmospheric radiation. 

(b) Schematic illustration of radiative heat transfer between a radiative cooler with the optical filter, semi-transparent 

atmosphere, and the space. 
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2.2. Fundamentals of light-matter interactions 

According to Kirchhoff’s law, emissivity is equal to absorptivity. Therefore, the absorption properties of 

RCs must be optimized to maximize cooling performance. By understanding light-matter interaction and 

designing structures on the subwavelength scale, we can control the absorption properties of materials. This 

chapter introduces the fundamentals of light-matter interaction for absorption engineering.  

 

2.2.1.  Electromagnetic wave propagation in dielectrics and metals 

Maxwell´s equations are the foundation of classical electromagnetism, which enables us to describe many 

optical phenomena, even in nano- and micro-scales. To understand electromagnetic waves propagating in 

materials, three important quantities have to be considered in Maxwell´s equations: 1) the volume density 

of electric charge ρ, 2) the volume density of electric dipoles P, and 3) the current density J [73]. These 

quantities are macroscopically averaged over microscopic responses of atoms composing materials. 

Maxwell´s equations are given as 

∇ ⋅ 𝐃 = 𝜌 2.12 

∇ ⋅ 𝐁 = 0 2.13 

∇ × 𝐄 = −
𝜕𝐁

𝜕𝑡
= −𝜇0

𝜕𝐇

𝜕𝑡
 2.14 

∇ × 𝐇 =
𝜕𝐃

𝜕𝑡
+ 𝐉 = 𝜀0

𝜕𝐄

𝜕𝑡
+
𝜕𝐏

𝜕𝑡
+ 𝐉 2.15 

where ε0
 and µ0 are the permittivity and permeability of the vacuum, respectively. E and H are the electric 

and magnetic field. D and B are the electric displacement and the magnetic flux density, respectively. For a 

general representation, those are given by a convolution of the impulse response of a material and the 

electromagnetic field [74, 75]. In frequency domain, the convolution produces D(k, ω) = ε0E(k, ω) + P(k, 

ω) = ε0ε(k, ω)E(k, ω) and B(k, ω) = µ0µ(k, ω)H(k, ω), where k and ω are the wavevector and the angular 

frequency, respectively. ε(k, ω) and µ(k, ω) are the relative permittivity and permeability describing the 

optical responses of a material. By considering the limit of a spacially local response (k = 0), we can simplify 

the relative permittiviy and permerbility as ε(ω) and µ(ω), respectively. In the following, those variables 

will be simply denoded as ε and µ. By taking curl on both sides of Equations 2.14 and 2.15, the general 

wave equations are given as 

∇2𝐄 =
1

𝑐2
 
𝜕2𝐄

𝜕𝑡2
+ 𝜇0 [

𝜕

𝜕𝑡
(
𝜕𝐏

𝜕𝑡
) +

𝜕𝐉

𝜕𝑡
] 2.16 

where c = (ε0µ0)–1/2 is the vacuum speed of light. (E) = (∙E) – 2E with ∙E = 0 is used to derive 

Equation 2.16. The last two terms on the right side of Equations 2.16 are the source terms. The term ∂P/∂t 

describes the influence of the polarization of a dielectric on light propagation. Using the relationships ρP = 

– ∙P and ∙JP + ∂ρP/∂t = 0 (ρP: the polarization charge density, JP: the polarization current density), we get 

𝜕𝐏

𝜕𝑡
= 𝐉P 2.17 

The term J in Equation 2.16 is the conduction term describing wave propagation in a metal. Based on Ohm´s 

law, in a similar manner to D, J is connected to E by J(k, ω) = σ(k, ω)E(k, ω), where σ(k, ω) is the 

conductivity. For a simplicity, the conductivity will be expressed as σ in the following. From Equation 2.17, 

it is understood that the current density is linked to the polarization. Based on this, the bracket of the right 

side of Equation 2.16 can be recognized as the total current density Jtot = J + ∂P/∂t. 
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We consider light propagation in a dielectric using Equation 2.16 with J = 0. P originates from the 

displacement of the electrons bound to the atoms. Considering that the electrons with a charge of – e are 

displaced with a distance r from the center of atoms, the macroscopic electric dipole moment of such 

electrons can be expressed as P = – Ner, where N is the number of electrons per unit volume. Since the 

displacement of the bound electrons can be approximated using a mechanical harmonic oscillator model, r 

is given by the equation of motion 

𝑚
𝜕2𝐫

𝜕𝑡2
+𝑚𝛾

𝜕𝐫

𝜕𝑡
+ 𝐾𝐫 = −𝑒𝐄 2.18 

where m is the mass of the electron, γ is the damping constant by friction, K is the spring constant between 

the negative electron and positive core atom, and – eE is the Coulomb force. The external electric field is 

time-harmonic E(z, t) = E(z)e–iωt; therefore, r is also time-harmonic r = r0e–iωt. By solving Equation 2.18, P 

is written as 

𝐏 = 𝜀0
𝜔p
2

𝜔0
2 −𝜔2 − 𝑖𝛾𝜔

𝐄 = 𝜀0𝜒𝐄 2.19 

where ωp = (Ne2/mε0)1/2 is the plasma frequency,  ω0 is the resonance frequency of the bound electron, and 

χ is the electric susceptibility. Using the relationship between D and P, we get the relative permittivity ε = 

1 + χ as 

𝜀 = 𝜀´ + 𝑖𝜀´´ = [1 +
(𝜔0

2 −𝜔2)𝜔p
2

(𝜔0
2 −𝜔2)2 + 𝛾2𝜔2

] + 𝑖
𝛾𝜔𝜔p

2

(𝜔0
2 −𝜔2)2 + 𝛾2𝜔2

 2.20 

This is the Lorentz model describing the relative permittivity of dielectrics. By substituting ε = 1 + χ and J 

= 0 into Equation 2.16, we get 

∇2𝐄 =
1

𝑐2
 
𝜕2𝐄

𝜕𝑡2
+ 𝜇0

𝜕2𝐏

𝜕𝑡2
=
1

𝑐2
𝜕2

𝜕𝑡2
(𝐄 +

1

𝜀0
𝐏) =

1

𝑐2
𝜀
𝜕2𝐄

𝜕𝑡2
= −

𝜔2

𝑐2
𝜀𝐄 2.21 

The solution of Equation 2.21 is given in the form of E(z, t) = E0e
i(kz – ωt), where k is the wave number, and 

z is the propagation direction of the light. The wave number is a real number in free space, but it becomes a 

complex number in dielectrics as seen in Equation 2.20 

𝑘 =
𝜔

𝑐
√𝜀 = 𝑘0√𝜀 = 𝑘0𝑛 = 𝑘0(𝑛´ + 𝑖𝑛´´) = 𝑘´ + 𝑖𝑘´´ 2.22 

where k0 = ω/c is the wave number in free space, and n = n´ + in´´ = ε1/2 is the refractive index. The general 

form of the refractive index is given as n = (εµ)1/2 if a material is magnetic as well. Using Equation 2.22, the 

solution of the wave equation of Equation 2.21 can be written as 

𝐄 = 𝐄0e
𝑖[(𝑘´+𝑖𝑘´´)𝑧−𝑖𝜔𝑡] = 𝐄0e

−𝑘´´𝑧e𝑖(𝑘´𝑧−𝑖𝜔𝑡) 2.23 

The term e–k´´z describes that the amplitude of light in dielectric media exponentially attenuates with an 

increase in the propagation distance. Therefore, n´´ is called the extinction coefficient. Figure 2.6a shows 

the relative permittivity and refractive index calculated using the Lorentz model. In these plots, the 

wavelength λ = 2πc/ω is used on the x-axis. Both the relative permittivity and refractive index have similar 

spectral shapes. They have high dispersion around the resonance wavelength. This kind of high dispersion 

is found around a resonance of a molecular vibration of a dielectric. Dielectrics are transparent at 

wavelengths far from the resonance wavelength. This wavelength region can usually be found in the visible 

and NIR regions for many dielectrics. 

Next, we consider light propagation in a metal. Since the free electrons of the metal are not bound to 

the atoms, the motion of the free electrons cannot be described using the harmonic oscillator model. Instead, 

we need to consider the flow of the free electron gas, which can be done by removing the restoring force 
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term (K = 0) in Equation 2.18. Therefore, the relative permittivity of the metal can be derived by substituting 

ω0 = 0 into the Lorentz model 

𝜀 = 𝜀´ + 𝑖𝜀´´ = 1 −
𝜔p
2

𝜔2 + 𝑖𝛾𝜔
= [1 −

𝜔p
2

𝜔2 + 𝛾2
] + 𝑖

𝛾𝜔p
2

𝜔(𝜔2 + 𝛾2)
 2.24 

  

 

Figure 2.6. (a) The Lorentz model (Equation 2.20) and (b) the Drude model (Equation 2.24). The top panel shows the 

relative permittivity, and the bottom panel shows the refractive index. For the Lorentz model, ωp = 0.4ω0 and γ = 0.1ω0 

are used. The gray line shows the resonance wavelength λ0 = 2πc/ω0. For the Drude model, γ = 0.1ωp is considered. 

The gray line shows the plasma wavelength λp = 2πc/ωp. 

 

Equation 2.24 is called the Drude model. The relationships given by Equations 2.22 and 2.23 can also be 

applied to Equation 2.24. In a low-frequency regime ω << γ giving ε´ << ε´´, the refractive index of the 

metal is reduced to 

𝑛 = √𝜀 ≈ √
𝑖𝜔p

2

𝛾𝜔
= (1 + 𝑖)√

𝜔p
2

2𝛾𝜔
, 𝑛D´ ≈  𝑛D´´ 2.25 

The reciprocal of k´´ = k0n´´ gives the skin depth δ of the metal. As seen in Equation 2.23, the skin depth 

describes how far the incoming light can penetrate the metal until the amplitude of light decreases to 1/e 

𝛿 =
1

𝑘0𝑛´´
=
𝑐

𝜔
√
2𝛾𝜔

𝜔p
2 = √

2

𝜔
(
𝛾𝑐2

𝜔p
2 ) = √

2

𝜔
(

𝛾

𝜀0𝜇0𝜔p
2) = √

2

𝜇0𝜎0𝜔
 2.26 

where σ0 = ε0ωp
2/γ = Ne2/mγ is the conductivity. Figure 2.6b shows the relative permittivity and refractive 

index calculated by the Drude model. In contrast to the Lorentz model, the Drude model does not have 

drastic spectral change since the motion of electron gas is not restricted by the restoring force. For the 

relative permittivity, ε´ becomes negative at wavelengths longer than the plasma wavelength λp = 2πc/ωp. 

This means that the free electron gas responds in the opposite direction to the electric field, forbidding light 

from entering a metal. Consequently, metals have a strong reflection in that wavelength region. In a 

wavelength range shorter than λp, the Drude model suggests that metal becomes transparent because n´´ 

toward zero with a decrease in the wavelength. However, metals usually have interband transition 

absorptions in that short wavelength range, which the Drude model does not take into account. Even though 

the Drude model fails to provide a full description of the optical response of metals, the Drude model still 
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provides us with good agreement with experimental data at wavelengths longer than λp. A complete 

description of the optical properties of metals can be provided by combining the Drude and Lorentz models 

𝜀 = 1 −
𝜔p
2

𝜔2 + 𝑖𝛾𝜔
+∑

𝑓𝑗𝜔p
2

𝜔𝑗
2 −𝜔2 − 𝑖𝛾𝑗𝜔𝑗

 2.27 

This model is called the Drude-Lorentz model. The optical response of free electrons is described by the 

Drude part, and the interband transitions are compensated by the Lorentz part. In the Lorentz part, it is taken 

into account that different electrons j are bound by different resonance frequencies ωj and different damping 

rates γj. fj is an oscillator strength describing how strongly bound electrons couple to the external electric 

field. 

Before the end of this section, it has to be mentioned that the factor “1” in the Lorentz and Drude model 

has to be rewritten by ε(∞) to consider real materials. ε∞ is the background permittivity at high frequency, 

originating from the positive background of the ion cores. In general, the background permittivity falls into 

a range of 1 < ε∞ < 10.  

 

2.2.2. Surface waves at an interface 

This section treats an electromagnetic wave propagating along an interface of two different media. This type 

of wave is called a surface wave. The surface wave is bound to the interface; therefore, they cannot be 

observed in the far-field. The interesting characteristics of the surface wave are that its wavevector is much 

higher than a wave propagating free space, and its electromagnetic field amplitude exponentially decreases 

perpendicular to the interface. Therefore, the surface wave is also called an evanescent wave. Before we 

detail the excitation conditions of the evanescent wave, we briefly overview the boundary conditions of 

electromagnetic fields at the interface [73]. 

 We consider that two media with different relative permittivities are touching each other (see Figure 

2.7). The bottom half of the space (z < 0) is filled with Medium1 with ε1(ω), and the top half (z > 0) is filled 

with Medium2 with ε2(ω). At this interface, the following four boundary conditions must be fulfilled for the 

normal vector of the interface n: 

A) n  (E2 – E1) = 0: The tangential components of electric fields must be continuous. 

B) n  (H2 – H1) = js: The tangential components of magnetic fields must be continuous if there is no 

surface current js on the interface. 

C) n ∙ (D2 – D1) = ρs: The normal components of electric field displacements must be continuous if 

there is no surface charge ρs on the interface. 

D) n ∙ (B2 – B1) = 0: The normal components of magnetic flux densities must be continuous.  

As understood from Maxwell´s equations, those boundary conditions are not independent of each other. For 

an electromagnetic wave, we have to consider another boundary condition, which satisfies the continuity of 

the wave at the interface. When the electromagnetic wave with a wavevector of k1 is incident on the interface 

at an incident angle of θ1, a transmitted wave with a wavevector of k2 appears at a refraction angle of θ2 (see 

Figure 2.7). The tangential components of the wavevectors must satisfy the following condition 

𝐤1 sin𝜃1 = 𝐤2 sin 𝜃2 2.28 

Based on the boundary conditions, we will confirm the existence of the evanescent wave at the interface by 

using the Helmholtz equation, which is given by Equations 2.21 [74, 75] 

∇2𝐄(𝐫,𝜔) + 𝑘0
2𝜀𝐄(𝐫, 𝜔) = 0 2.29 

It is assumed that the electromagnetic wave propagates in the x-z plane, which gives the wave vector of kj∙r 

= kjxx + kjzz, where the subscript j ∈ 1, 2 represents Medium1 and Medium2. Based on Equation 2.28, kjx 
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must be the same for Medium1 and Medium2, meaning kx = k1x = k2x. Therefore, the electromagnetic wave 

is written as 

𝐄j(𝐫, 𝜔) = 𝐄je
𝑖(𝑘x𝑥+𝑘jz𝑧−𝜔𝑡) 2.30 

Substituting Equation 2.30 into Equation 2.29 gives 

(
𝜕2

𝜕𝑥2
+
𝜕2

𝜕𝑧2
)𝐄j(𝐫, 𝜔) + 𝑘0

2𝜀j𝐄j(𝐫,𝜔) = (−𝑘x
2 − 𝑘jz

2 + 𝑘0
2𝜀j)𝐄j(𝐫,𝜔) = 0 2.31 

To satisfy Equation 2.31, the following relationship has to be fulfilled. 

𝑘0
2𝜀j = 𝑘x

2 + 𝑘jz
2  2.32 

Next, we define polarization of the electromagnetic wave. TE and TM polarizations are expressed as 

𝐄j = (
0
𝐸jy
0

) ,𝐇j = (

𝐻jx
0
𝐻jz

)  for TE, 𝐄j = (

𝐸jx
0
𝐸jz

) ,𝐇j = (
0
𝐻jy
0

)  for TM 2.33 

We first treat the electromagnetic wave with TE polarization. From Equation 2.14 of Maxwell´s equations, 

the electric and magnetic fields are written as 

∇ × 𝐄j(𝐫, 𝜔) = −
𝜕𝐸jy(𝐫,𝜔)

𝜕𝑧
�̂�x +

𝜕𝐸jy(𝐫,𝜔)

𝜕𝑥
�̂�z = (−𝑖𝑘jz�̂�x + 𝑖𝑘x�̂�z)𝐸jy(𝐫,𝜔) 2.34 

−𝜇0
𝜕𝐇j(𝐫,𝜔)

𝜕𝑡
= 𝑖𝜔𝜇0𝐇j(𝐫,𝜔) = 𝑖𝜔𝜇0[𝐻jx(𝐫,𝜔)�̂�x +𝐻jz(𝐫,𝜔)�̂�z] 2.35 

Equations 2.34 and 2.35 must be equal; therefore, 

𝐻jx(𝐫,𝜔) = −
𝑘jz

𝜔𝜇0
𝐸jy(𝐫,𝜔), 𝐻jz(𝐫,𝜔) =

𝑘x
𝜔𝜇0

𝐸jy(𝐫,𝜔) 2.36 

The tangential components of the electric and magnetic fields must be continuous; therefore, E1y = E2y and 

H1x = H2x. From Equation 2.36, we get the following relationship 

𝑘1z − 𝑘2z = 0 2.37 

Considering Equation 2.32, it is immediately found that this relationship cannot be satisfied, meaning that 

the electromagnetic wave with TE polarization cannot propagate on the interface. 

 

 

Figure 2.7 Schematic illustration of boundary conditions. 
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We turn our focus to TM polarization. In a similar manner to the case of TE polarization, we derive 

the electric and magnetic fields by using Equation 2.15 of Maxwell´s equations 

∇ × 𝐇j(𝐫,𝜔) = −
𝜕𝐻jy(𝐫,𝜔)

𝜕𝑧
�̂�x +

𝜕𝐻jy(𝐫,𝜔)

𝜕𝑥
�̂�z = (−𝑖𝑘jz�̂�x + 𝑖𝑘x�̂�z)𝐻jy(𝐫,𝜔) 2.38 

𝜀0𝜀j
𝜕𝐄j(𝐫,𝜔)

𝜕𝑡
= −𝑖𝜔𝜀0𝜀j𝐄j(𝐫,𝜔) = −𝑖𝜔𝜀0𝜀j[𝐸jx(𝐫,𝜔)�̂�x + 𝐸jz(𝐫,𝜔)�̂�z] 2.39 

Equations 2.38 and 2.39 must be equal. 

𝐸jx(𝐫, 𝜔) =
𝑘jz

𝜔𝜀0𝜀j
𝐻jy(𝐫,𝜔), 𝐸jz(𝐫,𝜔) = 𝑖

𝑘x
𝜔𝜀0𝜀j

𝐻jy(𝐫,𝜔) 2.40 

Equation 2.40 must satisfy the boundary conditions of H1y = H2y and E1x = E2x, which gives the following 

relationship 

𝜀1
𝜀2
=
𝑘1z
𝑘2z

=
√𝑘0

2𝜀1 − 𝑘x
2

√𝑘0
2𝜀2 − 𝑘x

2
 2.41 

Equation 2.32 is used to derive Equation 2.41. Equation 2.41 gives the x- and z-components of the 

wavevector of the electromagnetic wave propagating on the interface 

𝑘x = √
𝜀1𝜀2
𝜀1 + 𝜀2

𝑘0 = √
𝜀1𝜀2
𝜀1 + 𝜀2

𝜔

𝑐
, 𝑘jz =

𝜀j

√𝜀1 + 𝜀2
𝑘0 2.42 

For simplicity, it is assumed that Medium1 and Medium2 are lossless. In this case, kx and kjz should be real 

and imaginary numbers, respectively. These criteria ensure that the wave exit as an evanescent wave 

propagating in the x-direction, and its amplitude decays exponentially in the z-direction. Therefore, to 

support such an evanescent wave, the materials comprising the interface must have ε1ε2 < 0 and ε1 + ε2 < 0. 

These conditions can be satisfied only when either ε1 or ε2 is negative; thus, the interface must be a metal-

dielectric interface. We consider that Medium1 is a metal and Medium2 is a dielectric (Figure 2.8a). In this 

situation, the evanescent wave propagating in the dielectric is bound to the surface charge of the metal. This 

surface charge oscillates collectively and is called a surface plasmon. The state that the surface plasmon 

coexists with an electromagnetic wave is called surface plasmon polaritons (SPPs). Since the SPP given by 

Equation 2.42 propagates, this SPP is called a propagating surface plasmon (PSP). 

kx given by Equation 2.42 describes the dispersion of a PSP. We now consider that the dielectric is 

lossless and has a constant relative permittivity, and the metal is described by the Drude model. Therefore, 

kx is a complex function and can be rewritten as kx = kx´ + ikx´´. The propagation length of the PSP is found 

from 1/kx´´. If we consider a case that the metal does not possess a damping (γ = 0), corresponding to the 

perfect conductor, we obtain kx using the Drude model as 

𝑘x = 𝑘x´ + 𝑖𝑘x´´ ≈ √
𝜀1´𝜀2
𝜀1´ + 𝜀2

𝜔

𝑐
= √

(𝜔2 −𝜔p
2)𝜀2

(𝜔2 −𝜔p
2) + 𝜔2𝜀2

𝜔

𝑐
 2.43 

Equation 2.43 diverges when its denominator becomes zero, giving the surface plasmon frequency 

𝜔sp =
𝜔p

√1 + 𝜀2
 2.44 

The dispersion relation of kx with ε2 = 1 is shown in Figure 2.8b. For this plot, all variables of the Drude 

model are normalized by the plasma frequency ωp. The solid red and blue lines show kx´ and kx´´ for the 

lossless case (Equation 2.43). kx´ appears in the region of ω > ωp; however, as described earlier, the metal 
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becomes transparent in that frequency range; therefore, the PSP cannot exist in that frequency region. In ωp 

< ω < ωsp (the blue shaded area of Figure 2.8b), kx becomes purely imaginary even though the free electron 

damping is ignored. This situation forbids the PSP from propagating along the interface. In a frequency 

region lower than ωsp, kx´ has another branch, which proves the existence of the PSP. As can be expected 

from Equation 2.43, kx´ significantly increases, and a group velocity becomes zero with approaching ωsp. 

The same properties of kx can be applied to the case of the metal with non-zero free electron damping. The 

dashed lines consider kx´ with different damping rates. In this case, kx´ does not go to infinity but is 

maximized when ω  ωsp. kx´ appears in the region of ωp < ω < ωsp by increasing γ, but kx´´ is still large in 

that region, prohibiting supporting the PSP. Therefore, in any value of γ, the PSP can be supported in the 

frequency range of ω < ωsp. 

 PSPs cannot be excited by directly illuminating light on a metal surface since the PSP dispersion cannot 

match that of the light coming from free space (see the solid gray line in Figure 2.8b). To excite PSPs, 

various approaches have been developed. A widely-used technique is structuring a grating on a metal surface 

[76-79]. A reciprocal space of the grating can add a wavevector to the light propagating in free space, 

attributed to the diffraction of light. Therefore, the light line can move in a region where the PSP dispersion 

exists. 

 

 
Figure 2.8. Surface plasmon polariton. (a) The image of a PSP. (b) The dispersion relation of a metal-dielectric 

interface kx. The dispersion relation is calculated using Equation 2.43 with the Drude model. The solid red and blue 

lines are the real and imaginary parts of kx without the free electron damping γ = 0. The dashed lines are the real part 

of kx with the free electron damping. The solid grey line shows the dispersion of the electromagnetic wave in the air. 

 

2.2.3. Optical properties of particles in the quasi-static limit 

The optical properties of materials are determined by their electric permittivity and magnetic permeability. 

In general, those properties are intrinsic features. However, when the size of materials is comparable to or 

smaller than a wavelength, this subwavelength material can possess unique optical properties different from 

bulk materials. One of the most famous examples of this phenomenon is stained glass. The stained glass 

contains metallic nanoparticles. Bulk metals act like a mirror; however, metallic nanoparticles can act as 

light absorbers, enabling us to produce a color. This light absorption originates from localized surface 

plasmons (LSPs), a collective oscillation of free electrons in metallic nanoparticles.  

To understand the optical properties of such subwavelength particles, their electric polarizabilities are 

considered. As understood from Section 3.1, the optical responses of a bound electron are characterized by 

its electric dipole moment. Since LSPs are also dipolar oscillations, the optical responses of subwavelength 

particles can be explained similarly to the polarization of the bound electron. By knowing the polarizability, 

we can understand the particle´s extinction, scattering, and absorption properties. 
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2.2.3.1. Localized surface plasmons 

We consider the optical properties of a particle in the quasi-static limit. This limit is given by comparing a 

wavelength and particle size. When a wave propagates in the z-direction, the propagation is expressed by 

eikz. If a particle with a radius of a is placed in free space, how fast the wave changes over the particle is 

found as eika. In a limit of ka << 1, we get eika ≈ 1, meaning that the wave is spatially constant over the 

particle. This situation corresponds to considering that the wave is an electrostatic field. From this 

consideration, the quasi-static limit is given as ka << 1 (alternatively, 2πa << λ). In general, the electric 

polarizability of a spherical particle in the quasi-static limit is obtained by solving the Laplace equation 2Φ 

= 0 and E = –Φ (Φ is the electric scalar potential) in the spherical coordinate since the electrostatic field 

is considered [75, 80]. 

Here, another approach is used to derive electric polarizability, which was introduced by Barnes [81]. 

It is considered that a flat plate of Medium1 with relative permittivity ε1 is in a parallel-plate capacitor. A 

flat plate of Medium2 with relative permittivity ε2 is embedded in Medium1 (see Figure 2.9a). Medium1 is 

dielectric, and Medium2 is dielectric or metal. The electric field of the capacitor without the media is E0. 

The net electric field in the media is Ej (j ∈ 1, 2). This electric field induces the polarization of the media, 

which is described by the polarization density of the media Pj. This polarization density is equal to the 

surface charge density σj. Pj can be written using the susceptibility χj as Pj = ε0χjEj = ε0(εj – 1)Ej. In the 

capacitor, Medium1 is considered a background medium, and E1 = E0/ε1 (from the boundary condition D1 

– D0 = 0) is taken as a background field. At the interfaces of the media, the net surface charge of σ = σ2 – σ1 

is created, and this net surface charge creates the net polarization density P of the interface. P is given as 

𝐏 = 𝜀0𝜒𝐄2 = 𝜀0(𝜒2 − 𝜒1)𝐄2 = 𝜀0(𝜀2 − 𝜀1)𝐄2 2.45 

where χ is the net susceptibility given by the difference in the electric responses of the media. Using the 

electric field EP induced by P, the effective electric field E2 can also be written as 

𝐄2 = 𝐄1 + 𝐄P, 𝐄P = −
𝐏

𝜀0𝜀1
 2.46 

where EP is given by Gauss´s law, and its 1/ε1 describes that the background medium screens the surface 

charge. Using Equations 2.45 and 2.46, we can obtain P as 

𝐏 = 𝜀0𝜀1
𝜀2 − 𝜀1
𝜀2

𝐄1 = 𝜀0𝜀1𝜖𝐄1 2.47 

where 𝜖 is the polarizability of Medium2 embedded in Medium1. 

Next, we consider the polarizability of a small particle embedded in Medium1 (Figure 2.9b). Since the 

distribution of surface charge alters when the geometry of Medium2 changes, the electric field inside 

Medium2 cannot be explained by Equation 2.46. This change in the surface charge distribution can be taken 

into account by adding the shape factor L to the net polarization density P, which gives the electric field 

inside the particle as 

𝐄2´ = 𝐄1 + 𝐄P´, 𝐄P´ = −𝐿
𝐏

𝜀0𝜀1
 2.48 

By substituting Equation 2.48 into Equation 2.45, we get 

𝐏´ = 𝜀0𝜀1
𝜀2 − 𝜀1

𝜀1 + 𝐿(𝜀2 − 𝜀1)
𝐄1 = 𝜀0𝜀1𝜖´𝐄1 2.49 

𝜖 ´ gives the polarizability per unit volume of the particle with a shape determined by L. The polarizability 

of the particle is given as 
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𝛼 = 𝑉𝜖´ = 𝑉
𝜀2 − 𝜀1

𝜀1 + 𝐿(𝜀2 − 𝜀1)
 2.50 

where V is the volume of the particle. Equation 2.50 coincides with the result from the Laplace equation [75, 

80]. In Equation 2.50, there is the factor of ε2 – ε1, which originates from the difference in susceptibility 

between the particle and its surrounding. It can be found that the polarizability diverges when its 

denominator becomes zero, meaning Re[ε2] = (1 – 1/L)ε1. This is the condition of the optical resonance of 

the particle. L can be given for different shapes of ellipsoidal particles, such as a sphere, oblate, and prolate 

spheroid. For a prolate spheroid with b = c, L becomes [80] 

𝐿 =
1 − 𝑒2

𝑒2
[−1 +

1

2𝑒
ln (

1 + 𝑒

1 − 𝑒
)] , 𝑒2 = 1 −

𝑏2

𝑎2
 2.51 

For a spherical particle, we get L = 1/3. Using this value, the polarizability of a spherical particle is 

𝛼 = 𝑉
𝜀2 − 𝜀1
𝜀2 + 2𝜀1

 2.52 

For Equation 2.52, the resonance condition is given as Re[ε2] = –2ε1. This condition is called the Fröhlich 

condition and can be satisfied by a metallic particle since ε2 is required to be a negative value. The Fröhlich 

condition can also be satisfied when ε1 is negative and ε2 is positive, meaning that Medium1 is a metal and 

Medium2 is a dielectric. In addition to metals, some dielectric materials, such as SiO2, can also possess a 

negative permertivity in the MIR range. Therefore, a system composed of dielectrics can also fulfill the 

Fröhlich condition. For a simplicity, we will forcus on one of the most important cases for this dissertation, 

which is a metallic particle placed in a dielectric medium. By substituting ε1 = 1 (Medium1 is air) and the 

Drude model into Equation 2.50, we get 

𝛼 = 𝑉
𝜔p
2

𝜔0
2 −𝜔2 − 𝑖𝛾𝜔

=
𝛼0

𝜔0
2 −𝜔2 − 𝑖𝛾𝜔

, 𝜔0 = √𝐿𝜔p 2.53 

where α0 = Vωp
2 is the oscillator strength, and ω0 is the resonance frequency. This resonance frequency is 

found for the spherical particle as ω0 = ωp/31/2. From Equation 2.53, it is found that the polarizability can be 

expressed as the Lorentz oscillator model. Under the Fröhlich condition, the free electrons of metallic 

particles collectively oscillate. This oscillation is also an SPP but is different from a PSP. In the case of a 

particle, the SPP cannot propagate but is localized in a finite volume of the particle. Therefore, the SPP of 

the particle is called an LSP. The quasi-static electric fields inside and outside of the spherical particle can 

be found by solving the Laplace equation [75, 80] 

𝐄in =
3𝜀1

𝜀2 + 2𝜀1
𝐄1, 𝐄out = 𝐄1 +

3𝐧(𝐧 ⋅ 𝐩) − 𝐩

4𝜋𝜀0𝜀1

1

𝑟3
, 𝐩 = 𝜀0𝜀1𝛼𝐄1 2.54 

where n is the unit vector in the direction of r (Figure 2.9b). p is the dipole moment of the spherical particle. 

In general, the electric field inside of the particle is smaller than the external field. The field outside the 

particle comprises the contributions from the external field and a field created by the particle. The created 

field allows the particle to have an optical cross-section larger than its geometrical cross-section at the 

resonance condition, enabling the particle to couple to the external field strongly.  
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Figure 2.9. Image of an LSP. (a) A flat plate made of Medium2 is embedded in a parallel plate capacitor filled with 

Medium1. (c) A particle made of Medium2 is embedded in a parallel plate capacitor filled with Medium1. 

 

 The resonance condition of a particle in the quasi-static limit can also be described differently [82]. It 

is considered that a particle with ε2 is in a closed system with a volume Ω. This closed system is sufficiently 

larger than a field created by the particle. The surrounding of the particle is a lossless dielectric with ε1. The 

volumes of the surrounding and particle are Ω1 and Ω2, giving Ω = Ω1 + Ω2. Under the quasi-static limit, 

E = 0 and E = –Φ have to be fulfilled. The stored electric field energy of the particle in the volume Ω 

is given as 

∫𝜀𝑬 ⋅ 𝑬𝑑𝑉
Ω

= ∫ 𝜀1𝐸
2̅̅̅̅ 𝑑𝑉

Ω1

+∫ 𝜀2𝐸
2̅̅̅̅ 𝑑𝑉

Ω2

= 0 2.55 

where 𝐸2̅̅̅̅  is the time-averaged electric field in the system. By considering that the particle is comprised of 

one type of material, the nontrivial solution of Equation 2.55 is given as 

−𝜀2 =
∫ 𝜀1𝐸

2̅̅̅̅ 𝑑𝑉
Ω1

∫ 𝐸2̅̅̅̅ 𝑑𝑉
Ω2

 2.56 

The right side of Equation 2.56 is a positive value; therefore, ε2 must be a negative value. This result shows 

that under the quasi-static limit, an optical resonance of the particle occurs only when the particle is made 

of metal, which coincides with the Fröhlich condition. Based on the Drude model, the real part of the 

permittivity of metal keeps decreasing with an increase in the wavelength (Figure 2.6). Therefore, an LSP 

can redshift by controlling the right side of Equation 2.56. Figure 2.10 summarizes Equation 2.56. Figure 

2.10a considers a metallic particle embedded in media with different ε1. The field distributions are identical 

for both media. However, the energy stored in the dielectric medium increases with an increase in ε1, 

resulting in a redshift of the LSP. Figure 2.10b shows the electric field distribution of a core-shell particle. 

The core-shell particle is composed of a concentric metallic shell and a dielectric core. We consider that the 

outer radius of the shell is fixed, but its inner radius changes, meaning that the shell thickness changes. With 

decreasing the shell thickness, the volume of the metallic particle decreases, and the volume of the dielectric 

core increases. In addition, the electric field inside the core increases. This increases the right side of 

Equation 2.56. Thus, tuning the shell thickness is a promising approach to controlling an LSP. The last 

example is a metallic nanorod with the same length but a different radius (Figure 2.10c). The same 

interpretation for the core-shell can be applied to the case of the nanorod. With an increase in the radius, the 

volume ratio increases, and the stored energy in the surrounding dielectric medium increases. Therefore, its 

LSP redshifts. 
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Figure 2.10. Schematic illustrations of a redshift of an LSP. Based on Equation 2.56, an LSP resonance is redshifted 

by (a) embedding a metallic particle in a high refractive index medium, (b) thinning the shell thicknesses of a core-

shell particle, and (c) reducing the radius of a nanorod. The blue arrow shows the direction of the external field. The 

black arrows are the electric fields created by the particles. 

 

From Equations 2.53 and 2.56, it is understood that an LSP is not determined by a particle´s size but is 

determined by the aspect ratio of the particle. However, these results are given under the quasi-static limit. 

If the particle size becomes large, the polarizability of the particle cannot be described by Equation 2.53. 

Here the size dependency of the polarizability is discussed. The polarizability in the quasi-static limit only 

considers the damping originating from the elastic friction of free electrons. In addition, three size-

dependent damping effects have to be taken into account [83-86]: 

A) When a particle is smaller than the mean free path of free electrons, the surface scattering of the 

free electrons increases the damping. 

B) An oscillating dipole emits an electromagnetic wave. This emission recoils the free electrons, 

resulting in radiative damping. The radiative damping becomes strong with an increase in the 

number of free electrons. 

C) Free electrons cannot oscillate collectively in a particle with a size comparable to the wavelength. 

As a result, phase retardation occurs on the oscillation. This effect is called dynamic depolarization.  

Based on these three considerations, the size-dependent polarizability of a metallic particle with a radius of 

a is obtained. The net damping of the free electrons influenced by the surface scattering can be rewritten as 

𝛾int = 𝛾 + 𝐴
𝑣F
𝑎

 2.57 

where γ is the damping rate of the Drude model, vF is the Fermi velocity of the free electron, and A is the 

scaling factor describing the surface scattering, being between 0 to 1. The last two considerations influence 

the external field vicinity of the particle, which is characterized as the radiation effects. The radiation effects 

are given as 

𝐸rad =
1

𝜀0𝜀m
(
𝑖𝑘3

6𝜋
+
𝑘2

2𝜋𝑎
)𝑝 2.58 

where εm is the relative permittivity of the surrounding, k is the wave number, and p is the net dipole moment. 

In the bracket of Equation 2.58, the first and second terms describe the radiative damping and retardation 

effect, respectively. Using Equations 2.54 and 2.58, the net electric dipole moment is written as 
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𝑝 = 𝜀0𝜀m𝛼(𝐸0 + 𝐸rad) 2.59 

where E0 is the incident field. E0 + Erad describes the net external field of the particle. By substituting 

Equation 2.58 into Equation 2.59, the dipole moment is modified as 

𝑝 = 𝜀0𝜀m
𝛼

1 − 𝛼 (
𝑖𝑘3

6𝜋
+
𝑘2

2𝜋𝑎
)
𝐸0 = 𝜀0𝜀m𝛼s𝐸0 

2.60 

where αS is the size-dependent polarizability. For more detail, α given by Equation 2.53 is substituted in 

Equation 2.60 (the surrounding is now air εm = 1) 

𝛼s =
𝛼0

(𝜔0
2 −𝜔2 − 𝑖𝛾int𝜔) − 𝛼0 (

𝑖𝑘3

6𝜋
+
𝑘2

2𝜋𝑎
)

 

=
𝛼0

[𝜔0
2 − 2(

𝜔p
2

3 )
(𝑘𝑎)2] − 𝜔2 − 𝑖 [𝛾int +

2𝜔p
2

9𝜔
(𝑘𝑎)3]𝜔

 
2.61 

α0 = Vωp
2 = (4a3/3)ωp

2 is used to derive Equation 2.61. The effective resonance frequency and damping of 

αS are given as 

𝜔LSP = √1 − 2(𝑘𝑎)
2𝜔0 2.62 

𝛤 = 𝛾int +
2𝜔p

2

9𝜔
(𝑘𝑎)3 = 𝛾int + 𝛾rad 2.63 

ωLSP and Γ involve the effects of dynamic depolarization and radiative damping, respectively. If the quasi-

static limit ka << 1 is considered, Equation 2.61 is reduced to the size-independent polarizability. From 

Equation 2.62, it is understood that the resonance frequency redshifts from ω0 with increasing the particle 

size. Equation 2.63 shows that the effect of radiative damping becomes significant for a large particle. By 

modifying the radiative damping, we get 

𝛾rad = 𝛼0
𝑘3

6𝜋𝜔
= 𝑉𝜔p

2
1

6𝜋𝜔

𝜔3

𝑐3
=

𝑉𝑁𝑒2

6𝜋𝜀0𝑚𝑐
3
𝜔2 = 𝜏rad𝜔

2 2.64 

where N is the number of electrons per unit volume. τrad is the radiative damping coefficient given by the 

Abraham-Lorentz force [87]. Using Equations 2.62-2.64,  the size-dependent polarizability can be modified 

into a simple form 

𝛼s =
𝛼0

𝜔LSP
2 −𝜔2 − 𝑖(𝛾int + 𝜏rad𝜔

2)𝜔
 2.65 

Figure 2.11 shows the absolute value of the size-dependent polarizability at ω = ωLSP as a function of ka. 

The dashed gray line presents the size-independent polarizability given by Equation 2.53, which is constant 

over ka. By including the size-dependent effects, the polarizability possesses different profiles. The red solid 

line only considers the dynamic depolarization effect. The polarizability is the same as the dashed gray line 

at a small ka, but it dramatically decreases with an increase in ka. This decrease is attributed to the redshift 

of ωLSP. The solid blue line takes only the radiative damping effect into account. The line profile is similar 

to the red line, but it decreases slowly with increasing ka. This decrease is because the radiative damping 

increases with an increase in ka, weakening the amplitude of the polarizability. The solid green line shows 

the influence of the electron surface scattering effect. The polarizability increases with an increase in ka 

because the electron scattering is inversely proportional to the radius of the particle. The solid black line 

includes all three effects. Interestingly, it possesses a maximum, meaning that there is an optimum size to 

amplify the polarizability.  
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Figure 2.11. The size-dependent polarizability of a metallic spherical particle. The dashed gray line is a reference 

calculated using Equation 2.53. The solid green, red, and blue lines are calculated using Equation 2.65 only considering 

the electron surface scattering, dynamic depolarization, and radiative damping, respectively. The dashed black line 

considers all these three effects. For these plots, ω = ωLSP, ωp = 1.36 × 1016 1/s, γ = 1.1 × 1014 1/s, vF = 1.4 × 106 m/s, 

and A = 4 are used. All plots are absolute values of the polarizability normalized by the reference. 

 

2.2.3.2. Radiation of oscillating dipole and its extinction, scattering, and absorption 

We have considered an optical response of a metallic particle under the electrostatic approximation. When 

we consider an external field oscillating with time-harmonic, the dipole moment of the particle also 

oscillates. As widely known, the oscillating dipole (oscillating charge) emits electromagnetic energy. This 

is the origin of light scattering. For a localized oscillating source, a charge ρ(r,t) and a current J(r,t) are 

written as [87] 

𝜌(𝐫, 𝑡) = 𝜌(𝐫)𝑒−𝑖𝜔𝑡, 𝐉(𝐫, 𝑡) = 𝐉(𝐫)𝑒−𝑖𝜔𝑡 2.66 

The vector potential A(r,t) is given by using the current 

𝐀(𝐫) =
𝜇0
4𝜋
∫ 𝐉(𝐫´)

e𝑖𝑘|𝐫−𝐫´|

|𝐫 − 𝐫´|Ω

𝑑3𝑟´ 2.67 

where r is the position of the fields created by the source, and r´ is the position of the source (Figure 2.12a). 

Since B = A and E = (iZ0/k)H, where Z0 is the impedance of free space, the created electric and 

magnetic fields can be found from a current distribution of the source. It is assumed that the source 

dimension d is much smaller than a wavelength; therefore, d << λ. In addition, when |r| >> |r´|, we get |r – 

r´| ≈ R – n∙r´ where R is the distance from the center of the source to r, and n is the unit vector in the 

direction of R. In the far-field d << λ << R, we obtain the following series expansion of Equation 2.67 in the 

power of k 

𝐥𝐢𝐦
𝑘𝑅→∞

𝐀(𝐫) = 𝜇0
e𝑖𝑘𝑅

4𝜋𝑅
∑

(−𝑖𝑘)𝑛

𝑛!
∫ 𝐉(𝐫´)(𝐧 ⋅ 𝐫´)𝑛𝑑3𝑟´
Ω𝑛

 2.68 

Equation 2.68 shows that the A decreases inversely proportional to R in the far-field. By keeping the first 

term (n = 0) of Equation 2.68, we can obtain the vector potential of an electric dipole moment p 

𝐀(𝐫) = −𝑖𝜔𝜇0
e𝑖𝑘𝑅

4𝜋𝑅
∫𝐫´𝜌(𝐫´)𝑑3𝑟´
Ω

= −𝑖𝜔𝜇0
e𝑖𝑘𝑅

4𝜋𝑅
𝐩 = −𝑖

𝜇0
 𝜀0𝑍0

𝑘
e𝑖𝑘𝑅

4𝜋𝑅
𝐩 2.69 
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Using B = A and E = (iZ0/k)H, the fields created by the electric dipole moment are given as 

𝐇e(𝐫) =
1

 𝜀0𝑍0
(𝑘2 +

𝑖𝑘

𝑅
) (𝐧 × 𝐩)

e𝑖𝑘𝑅

4𝜋𝑅
=

1

 𝜀0𝑍0
𝐆M(𝐫 − 𝐫´) ⋅ 𝐩 2.70 

𝐄e(𝐫) =
1

 𝜀0
{𝑘2(𝐧 × 𝐩) × 𝐧 + (

1

𝑅2
−
𝑖𝑘

𝑅
) [3𝐧(𝐧 ⋅ 𝐩) − 𝐩]}

e𝑖𝑘𝑅

4𝜋𝑅
=
1

 𝜀0
𝐆E(𝐫 − 𝐫´) ⋅ 𝐩 2.71 

where GE and GM are the dyadic Green´s functions [74]. In the near-field regime R << λ, Equations 2.70 

and 2.71 are reduced to 

𝐇e(𝐫) =
𝑖𝑘(𝐧 × 𝐩)

4𝜋𝜀0𝑍0𝑅
2
, 𝐄e(𝐫) =

3𝐧(𝐧 ⋅ 𝐩) − 𝐩

4𝜋𝜀0𝑅
3

 2.72 

This electric field coincides with Equation 2.54. The magnetic field is smaller than the electric field by a 

factor of kR. Thus, the electric field is predominant in the near-field. In the far-field regime R >> λ, the 

electric and magnetic fields are transverse and propagate like a spherical wave. This electromagnetic wave 

is the scattered wave of the oscillating dipole moment, which is given from Equations 2.70 and 2.71 as 

𝐇e(𝐫) =
𝑘2

 𝜀0𝑍0
(𝐧 × 𝐩)

e𝑖𝑘𝑅

4𝜋𝑅
 2.73 

𝐄e(𝐫) =
𝑘2

 𝜀0
[(𝐧 × 𝐩) × 𝐧]

e𝑖𝑘𝑅

4𝜋𝑅
=
𝑘2

 𝜀0
[𝐩 − 𝐧(𝐧 ⋅ 𝐩)]

e𝑖𝑘𝑅

4𝜋𝑅
 2.74 

When an electromagnetic wave strikes a small particle, part of this incident wave´s energy is scattered 

away by the particle´s dipole resonance, described by Equations 2.73 and 2.74. In addition, the particle 

absorbs part of the incident wave´s energy by the Joule heating. Those energies are considered as energy 

loss of the incident wave, and total energy loss by scattering and absorption is called extinction. We 

formulate the extinction by defining the incident wave as Ein(r) and Hin(r), and the scattered wave as Esca(r) 

and Hsca(r). The incident wave is a plane wave. The total field of this system is expressed as Etot(r) = Ein(r) 

+ Esca(r) and Htot(r) = Hin(r) + Hsca(r). The time-averaged net energy flow Stot of the systems is 

𝐒tot(𝐫) =
1

2
Re[𝐄tot(𝐫) × 𝐇tot

∗ (𝐫)] = 𝐒in(𝐫) + 𝐒sca(𝐫) + 𝐒ext(𝐫) 2.75 

{
 
 

 
 𝐒in(𝐫) =

1

2
Re[𝐄in(𝐫) × 𝐇in

∗ (𝐫)]

𝐒sca(𝐫) =
1

2
Re[𝐄sca(𝐫) × 𝐇sca

∗ (𝐫)]

𝐒ext(𝐫) =
1

2
Re[𝐄in(𝐫) × 𝐇sca

∗ (𝐫)] +
1

2
Re[𝐄sca(𝐫) × 𝐇in

∗ (𝐫)]

 2.76 

The net energy flow can be divided into three contributions: the incident wave, the scattered wave, and the 

energy originating from the interference between the incident and the scattered wave. We consider that a 

particle is at the origin of the Cartesian coordinate, and the particle is inside a closed surface Σ with a radius 

of r (Figure 2.12b). The radius is kr >> 1, and the surrounding of the particle is a lossless medium. The 

surface integration of the energy flow over Σ gives the net energy W, defined as the energy difference 

between outgoing and incoming waves on Σ [88]. For the total energy Wtot, if Stot´s outgoing energy is 

smaller than Stot´s incoming energy, this means that the particle absorbs the incident wave. In this case, Wtot 

can be considered as the absorbed energy Wtot = Wabs. The incident wave´s energy Win becomes zero since 

the incoming and outgoing energy of Sin on Σ are equal. The scattered wave´s energy Wsca is given by only 

the outgoing energy of Ssca because the scattered wave is emitted from the particle. Based on these 

considerations, the extinction Wext is found from Wtot = Wabs = – Wsca + Wext. Thus, the extinction is a sum of 

the absorption and scattering of the particle. We know that the scattered wave of the particle is given by its 
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electric dipole moment. Therefore, by using Equations 2.70 and 2.71, we can calculate Wext and Wsca, and 

we can get extinction and scattering cross-sections 

𝐶ext =
𝑊ext

𝐼in
= −

1

𝐼in
∫𝐒ext(𝐫)
Σ

⋅ 𝐧𝑑𝑆 =
𝑘

𝜀0𝜀m|𝐄in|
2
Im[𝐩 ⋅ 𝐄in

∗ (𝐫)] = 𝑘Im[𝛼] 2.77 

𝐶sca =
𝑊sca
𝐼in

=
1

𝐼in
∫𝐒sca(𝐫)
Σ

⋅ 𝐧𝑑𝑆 =
𝑘4

6𝜋𝜀0
2𝜀m
2 |𝐄in|

2
|𝐩|2 =

𝑘4

6𝜋
|𝛼|2 2.78 

where Iin = |Ein|/2Z0 is the incident wave´s energy, and n is the normal unit vector of the surface Σ. p = 

ε0εmαEin is used to derive Equations 2.77 and 2.78. The absorption cross-section is given as Cabs
 = Cext – Csca. 

 

 
Figure 2.12. Schematic illustrations of (a) Equation 2.70 and (b) scattering and absorption of a small particle. 

 

Using the polarizability of a metallic spherical particle (Equation 2.65), the extinction, scattering, and 

absorption cross-sections are given as 

𝐶ext = (𝛾int𝜔
2 + 𝜏rad𝜔

4)
𝛼0/𝑐

(𝜔LSP
2 −𝜔2)2 + (𝛾int + 𝜏rad𝜔

2)2𝜔2
 2.79 

𝐶sca = 𝜏rad𝜔
4

𝛼0/𝑐

(𝜔LSP
2 −𝜔2)2 + (𝛾int + 𝜏rad𝜔

2)2𝜔2
 2.80 

𝐶abs = 𝛾int𝜔
2

𝛼0/𝑐

(𝜔LSP
2 −𝜔2)2 + (𝛾int + 𝜏rad𝜔

2)2𝜔2
 2.81 

Even though different shapes of particles are examined, their polarizability can be approximated by the 

Lorentz model; therefore, Equations 2.79-2.81 can be applied to describe the optical properties of a particle 

with an arbitrary shape. One might notice that the extinction becomes equal to the absorption if the size-

independent polarizability (τrad = 0) is used. This can be valid when the particle is tiny. Using Equations 

2.80 and 2.81, the condition to maximize the particle´s absorption can be found. At the resonance condition 

ω = ωLSP, the scattering and absorption cross-sections are given as 

𝐶sca =
𝛼0
𝑐

𝜏rad𝜔LSP
2

(𝛾int + 𝜏rad𝜔LSP
2 )2

, 𝐶abs =
𝛼0
𝑐

𝛾int
(𝛾int + 𝜏rad𝜔LSP

2 )2
 2.82 

By dividing the numerator and denominator by the square of the radiative damping (τradωLSP
2)2, Equation 

2.82 can be simplified as 

𝐶sca =  𝐴
1

(1 + 𝜎)2
, 𝐶abs = 𝐴

𝜎

(1 + 𝜎)2
, 𝐴 =

𝛼0

𝑐𝜏rad𝜔LSP
2  2.83 
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where σ = γint/(τradωLSP
2) is the ratio of the intrinsic to radiative damping. Figure 2.13 shows Equation 2.83 

as a function of σ. In this plot, it is considered that γint is nearly constant, and the radiative damping increases 

with an increase in the particle size. The scattering keeps decreasing with increasing σ. Meanwhile, the 

absorption is maximized at σ = 1. At this point, Cabs is equal to Csca. The condition of Csca = Cabs (σ = 1) is 

called critical coupling [89-91]. From the critical coupling condition, it is understood that there is an 

optimum particle size to maximize Cabs since the radiative damping is a function of the volume of the particle 

(Equation 2.64). When σ > 1, Cabs becomes larger than Csca because Cabs = σCsca. The scattering cross-section 

is maximized when σ = 0, meaning that the radiative damping dominates the total damping of the particle. 

Under this condition, the scattering cross-section becomes identical to the extinction cross-section, and the 

extinction cross-section is also maximized. Comparing Cabs to Csca, it is found that the maximum absorption 

is equal to 1/4 of the maximum scattering. From Equation 2.83, the scattering and absorption cross-sections 

are also proportional to the following factor 

𝐴 = (
𝑉𝜔p

2

𝑐
)(
6𝜋𝑐3

𝑉𝜔p
2

1

𝜔LSP
2) = 6𝜋 (

𝑐

𝜔LSP
)
2

=
3

2𝜋
𝜆LSP

2
 2.84 

Equation 2.64 was used to derive Equation 2.84. Using this factor, we understand that the maximum 

scattering and absorption cross-sections can be Csca(max) = 3λLSP
2/(2π) and Cabs(max) = Csca(max)/4 = 3λLSP

2/(8π), 

respectively [89-91]. Those are the ultimate maximum values for the scattering and absorption cross-

sections of a particle with electric dipole resonance. 

 

 
Figure 2.13. Plot of Equation 2.83 as a function of σ. Csca and Cabs are normalized by A. 

 

2.2.3.3. Mechanistic description of localized surface plasmons 

In the previous sections, the optical responses of a metallic particle under the quasi-static limit have been 

discussed. However, the underlying physics of its LSP may not be understood straightforwardly. To provide 

an intuitive picture of the LSP, we consider a mechanical system. It was shown that the polarizability of the 

metallic particle resembles the Lorentz model. This indicates that the LSP can be explained by designing a 

harmonic oscillator (HO) model (Figure 2.14a). The HO model comprises an object with a mass of m. The 

object is connected to a spring with a spring constant of k. The damping rate of the HO model is γ. In addition, 

it is considered that the object feels a recoil force proportional to a rate of τ and jerk (jerk is a rate of 

acceleration). This recoil force corresponds to the radiation reaction force acting on an oscillating charge 

(radiative damping). The external force working on the object is time-harmonic, meaning f(t) = fe–iωt. 

Therefore, the displacement of the object from its equilibrium position is also time-harmonic, giving x(t) = 

xe–iωt. The equation of motion of the HO model can be expressed as [92] 

𝑚
d2𝑥(𝑡)

d𝑡2
+𝑚𝛾

d𝑥(𝑡)

d𝑡
+ 𝑘𝑥(𝑡) = 𝑓(𝑡) + 𝑚𝜏

d3𝑥(𝑡)

d𝑡3
 2.85 
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By solving Equation 2.85 and normalizing by m, we get 

𝑥(𝑡) =
𝐹(𝑡)

𝜔res
2 −𝜔2 − 𝑖(𝛾 + 𝜏𝜔2)𝜔

 2.86 

where ωres = (k/m)1/2 is the resonance frequency, and F(t) = Fe–iωt = (f/m)e–iωt is the normalized external force. 

For example, if the object with a volume V has a charge of Q = VNq, where N is the number of electrons per 

unit volume, and q is the charge of electron, and if the object feels an external electric field of E(t) = Ee–iωt, 

the external force per mass can be given by the Coulomb force per mass F(t) = (Q/m)E(t). In this system, 

the mass of the object may be approximiatly expressed as m = VNme, where me is the mass of electron. Based 

on this, Equation 2.86 is rewritten as 

𝑥(𝑡) =
𝑄/𝑚

𝜔res
2 −𝜔2 − 𝑖(𝛾 + 𝜏𝜔2)𝜔

𝐸(𝑡) = 𝜀0
𝜔p
2

𝜔res
2 −𝜔2 − 𝑖(𝛾 + 𝜏𝜔2)𝜔

𝐸(𝑡)

𝑁𝑞
    2.87 

where ωp = (Nq2/ε0me)1/2 is the plasma frequency. By multiplying Equation 2.87 by Q, we get Qx(t) = ε0αE(t), 

coinciding with the electric dipole moment given by the size-dependent polarizability (Equation 2.65). 

Therefore, it has been proved that Equation 2.87 is an appropriate mechanical model to describe LSPs. In 

the HO model, the optical extinction described by Equation 2.77 can be considered as the work done by the 

incident field. The time-average power per mass is given as 

𝑃ext = ⟨Re [𝐹
∗(𝑡) × 

d𝑥(𝑡)

d𝑡
 ]⟩ = (𝛾𝜔2 + 𝜏𝜔4)

𝐹2/2

(𝜔0
2 −𝜔2)2 + (𝛾𝜔 + 𝜏𝜔3)2

 2.88 

Pext is in a similar form to the extinction cross-section Cext shown in Equation 2.79. By comparing Pext with 

Cext, the scattering Psca and absorption Pabs of the HO model are found in the following forms 

𝑃sca = 𝜏𝜔
4

𝐹2/2

(𝜔0
2 −𝜔2)2 + (𝛾𝜔 + 𝜏𝜔3)2

 2.89 

𝑃abs = 𝛾𝜔
2

𝐹2/2

(𝜔0
2 −𝜔2)2 + (𝛾𝜔 + 𝜏𝜔3)2

 2.90 

Kats et al. examined the validity of the HO model by comparing it to a numerical simulation based on 

the finite-difference time-domain (FDTD) method [92]. They used an Au antenna on a Si substrate (Figure 

2.14b) and calculated scattering and absorption cross-sections of the antenna. They demonstrated that the 

HO model fits well with the FDTD simulation. They also examined the near-field of the antenna at a point 

shown as a red mark in Figure 2.14b. In the HO model, the near-field intensity can be described by |E|2 ∝ 

|x(t)|2 since the near-field of an LSP is proportional to the amplitude of an electric dipole moment (Equation 

2.72). Kats´s analysis indicated that 60 % of the conduction electrons of the Au antenna couple to the 

external wave and contribute to the LSP resonance. Based on the results from Kats et al., it is proved that 

the HO model can describe the LSP resonance quantitatively.  

 

 

Figure 2.14. (a) The HO model. (b) Schematic illustration of the Au antenna from Ref. [92]. Ref. [92] proved that the 

optical properties of the Au antenna can be described by using the HO model. 
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2.2.4. Optical properties of particles beyond the quasi-static limit 

We have focused on an optical resonance of a particle under the quasi-static limit. In this case, it is required 

that the particle´s real part of permittivity must be a negative value to support an LSP. However, when the 

particle size is beyond the quasi-static limit, this constraint is removed, and dielectric particles can also 

possess optical resonances. In general, the optical resonance of a metallic particle is dominated by an electric 

dipole moment. On the other hand, a dielectric particle can possess strong higher-order mode resonances by 

increasing its size. 

  We first understand the difference between metallic and dielectric particles by considering their stored 

electromagnetic energies [93]. In general, an optical resonance of a small particle can be approximated by 

an optical resonator, such as the Fabry-Perot resonator. We consider that the optical resonator with a 

characteristic size of a has relative permittivity ε. Therefore, its refractive index is n = (ε)1/2. The surrounding 

of the optical resonator is a lossless dielectric. At its resonance condition, the electric energy UE = ε0εE2/2 

of the optical resonator is transformed into the magnetic energy UH = µ0H2/2 with π/2 phase shift in time 

(Figure 2.15). This energy transformation occurs back and forth and satisfies energy conservation. However, 

the energy conservation will not be satisfied if the optical resonator becomes smaller than λ/2n, which is the 

optical diffraction limit. Under the quasi-static limit, the magnetic field is not time-variant, and the magnetic 

energy becomes negligibly small, resulting in E = 0 and UE >> UH (Equation 2.72). Therefore, a self-

sustained oscillation cannot be supported in the optical resonator. This description indicates that dielectric 

particles must be larger than λ/2n to support their optical resonance, and they cannot confine the 

electromagnetic wave beyond the diffraction limit. On the other hand, metallic particles possess large kinetic 

energy UK originating from the motion of free electrons. Thus, the energy conservation can be satisfied by 

UE = UH + UK even under the quasi-static limit, enabling us to enhance near-field confinement beyond the 

diffraction limit. 

 

 

Figure 2.15. Schematic illustration of a dielectric optical resonator at its resonance condition. 

 

2.2.4.1. Mie theory 

In 1908, Gustav Mie formulated the exact solution of the wave equation expanded in the spherical coordinate 

[80]. This exact solution is named the Mie theory. The Mie theory is not confined to specific materials and 

particle sizes. One restriction of Mie theory is that it can only treat spherical particles (Note: for a particle 

with an arbitrary shape, the Cartesian multitude expansion can be used [94, 95]). Since the derivation 

procedure of Mie theory requires considerable mathematical operations [80], I only show important results 

from Mie theory. Figure 2.16a shows a spherical particle and an incident plane wave. The incident wave 

with x-polarization propagates along the z-direction. The electric field amplitude of the incident wave is E0. 

The spherical particle with a radius R is homogeneous and has a refractive index of N1. The surrounding of 

the particle is a lossless medium with a refractive index of N, and the wave number in the medium is k = 

2πN/λ. The electric and magnetic fields of the particle´s scattered wave are divided into two components 

along the azimuth and zenith directions (see Figure 2.16b) 
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 2.91 

where ρ = kr, m = N1/N, and x is the size parameter given by x = kR. ξn is the Riccati-Bessel function. 𝜋𝑛 =
𝑃𝑛
1(cos𝜃)/ sin𝜃, 𝜏𝑛 = 𝑑𝑃𝑛

1(cos𝜃)/𝑑𝜃 and 𝑃𝑛
1(cos𝜃) is the associated Legendre function of the first kind. 

an and bn are known as the Mie or scattering coefficients for electric and magnetic modes, respectively 

𝑎𝑛 =
𝑚𝜓𝑛(𝑚𝑥)𝜓𝑛´(𝑥) − 𝜓𝑛(𝑥)𝜓𝑛´(𝑚𝑥)

𝑚𝜓𝑛(𝑚𝑥)𝜉𝑛´(𝑥) − 𝜉𝑛(𝑥)𝜓𝑛´(𝑚𝑥)
 2.92 

𝑏𝑛 =
𝜓𝑛(𝑚𝑥)𝜓𝑛´(𝑥) − 𝑚𝜓𝑛(𝑥)𝜓𝑛´(𝑚𝑥)

𝜓𝑛(𝑚𝑥)𝜉𝑛´(𝑥) − 𝑚𝜉𝑛(𝑥)𝜓𝑛´(𝑚𝑥)
 2.93 

where ψn is the Riccati-Bessel function. n gives the order of the resonance mode. For example, n = 1 and 2 

give dipole and quadrupolar modes, respectively. By using Equation 2.91, the extinction and scattering 

cross-sections are obtained similarly to Equations 2.75-2.78 

𝐶ext =
2𝜋

𝑘2
∑ (2𝑛 + 1)Re[𝑎𝑛 + 𝑏𝑛]

∞

𝑛=1
 2.94 

𝐶sca =
2𝜋

𝑘2
∑ (2𝑛 + 1)(|𝑎𝑛|

2 + |𝑏𝑛|
2)

∞

𝑛=1
 2.95 

The absorption cross-section is given as Cabs = Cext – Csca. I only showed results for homogeneous spherical 

particles, but it is possible to obtain solutions for concentric core-shell particles [80]. The expressions of the 

scattered fields and optical cross-sections for core-shell particles are the same, but the Mie coefficients differ.  

In Figure 2.13, it was discussed that there are conditions to maximize the absorption and scattering of 

an electric dipole resonance (a1), which are found as Cabs,a1 = Csca,a1 for absorption and Cabs,a1 = 0 for 

scattering. These conditions are the same for electric and magnetic higher-order modes. The universal values 

of the maximum absorption and scattering cross-sections are given as Cabs,an = Cabs,bn = (2n + 1)λ0
2/8π and 

Csca,an = Csca,bn = (2n + 1)λ0
2/2π for a single resonance mode with n-th order (subscripts an and bn indicate 

the resonance mode and order given in Equations 2.94 and 2.95) [96-99]. λ0 is a resonance wavelength of a 

resonance mode. 

 

 

Figure 2.16. Image of Mie theory. (a) The orientation of the incident wave and the particle in the Cartesian coordinate. 

(b) The azimuth- and zenith-components of the electric and magnetic fields. 
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2.2.4.2. Magnetic dipole moment and electric/magnetic polarizabilities 

The dipole resonances are the lowest energy resonances and are crucial for optical engineering. From the 

Mie theory, it is found that a particle can possess electric and magnetic dipole resonances. In Section 2.2.3.2, 

we have discussed the optical properties of an electric dipole moment by considering its vector potential. 

To gain an insight into a magnetic dipole resonance, we again consider the series expansion of Equation 

2.68. For the electric dipole moment, we only use the first term of the series expansion. We can obtain 

magnetic dipole, electric quadrupole, and magnetic quadrupole moments from the second, third, and fourth 

terms. The second term of the vector potential expansion is given as [87] 

𝐀(𝐫) = 𝜇0
e𝑖𝑘𝑅

4𝜋𝑅
(
1

𝑅
− 𝑖𝑘)∫ 𝐉(𝐫´)(𝐧 ⋅ 𝐫´)𝑑3𝑟´

Ω

 2.96 

After many mathematical operations, Equation 2.96 is given as a function of a magnetic dipole moment 

𝐀(𝐫) =
e𝑖𝑘𝑅

4𝜋𝑅
(𝑖𝑘 −

1

𝑅
) (𝐧 ×𝐦), 𝐦 =

1

2
∫ 𝐫 × 𝐉𝑑3𝑟
Ω

= 𝜒𝐇in 2.97 

where m is the magnetic dipole moment, and χ is the magnetic polarizability. In a similar manner to the 

electric polarizability, the magnetic polarizability can also be approximated by using the Lorentz model 

[100, 101]. The magnetic dipole moment is induced when there is a loop of current or electric field 

displacement, which can be understood from the Biot–Savart law. In metallic particles, such a current loop 

can be induced by eddy currents. However, the magnetic dipole resonance of metallic particles is much 

weaker than their electric dipole resonance originating from a plasmon resonance [102-104]. Meanwhile, 

dielectric particles can support a strong magnetic dipole resonance by anti-parallel electric displacement 

currents (Figure 2.17a). Generally, this magnetic dipole resonance is observed at around a wavelength 

satisfying λ ≈ 2RN1 [80, 105, 106]. The magnetic dipole is electrically induced but strongly couples with the 

magnetic field of the incident wave. Using Equation 2.97, the magnetic and electric fields created by the 

magnetic dipole moment are given as 

𝐇m(𝐫) = {𝑘
2(𝐧 ×𝐦) × 𝐧 + (

1

𝑅2
−
𝑖𝑘

𝑅
) [3𝐧(𝐧 ⋅ 𝐦) −𝐦]}

e𝑖𝑘𝑅

4𝜋𝑅
= 𝐆E(𝐫 − 𝐫´) ⋅ 𝐦 2.98 

𝐄m(𝐫) = −𝑍0 (𝑘
2 +

𝑖𝑘

𝑅
) (𝐧 ×𝐦)

e𝑖𝑘𝑅

4𝜋𝑅
= −𝑍0𝐆M(𝐫 − 𝐫´) ⋅ 𝐦 2.99 

Comparing Equations 2.70-2.71 and Equations 2.98-2.99, one might find that the fields of the magnetic 

dipole moment can be linked to those of the electric dipole moment by p ↔ m, Ee ↔ Hm, and He ↔ – Em 

(Figure 2.17b). In a similar manner to the electric dipole moment, the extinction and scattering cross-

sections of the magnetic dipole moment can be obtained as 

𝐶ext =
𝜇0𝑘

𝜀0𝜀m|𝐄in|
2
Im[𝐦 ⋅ 𝐇in

∗ (𝐫)] =
𝑘

𝜀m
Im[𝜒] 2.100 

𝐶sca =
𝜇0𝑘

4

6𝜋𝜀0𝜀m|𝐄in|
2
|𝐦|2 =

𝑘4

6𝜋𝜀m
|𝜒|2 2.101 

The scattering and absorption cross-sections of the magnetic dipole moment have the same properties as 

those of the electric dipole moment (Equations 2.77 and 2.78). The same can be applied to higher-order 

modes [96-99]. 

By comparing the optical cross-sections from the Mie theory to those from the vector potential 

expansion, we can express the electric and magnetic polarizabilities of spherical particles using the Mie 

coefficients. For the electric dipole moment, the Mie theory gives Cext = 6πRe[a1]/k2. This must be equal to 

Equation 2.77; therefore, we get 6πRe[a1]/k2 = kIm[α]. The same thing is applied to the magnetic dipole 

moment. From this comparison, we find the electric and magnetic polarizabilities as [107] 
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Figure 2.17. The optical properties of a dielectric particle. (a) Schematic illustration of a magnetic dipole resonance.  

(b) Schematic illustrations of electromagnetic fields created by electric and magnetic dipole moments. 

 

2.2.4.3. Optical properties of dielectric particles 

Using the Mie theory, we will understand the optical properties of a dielectric spherical particle. The particle 

has a radius of R and a refractive index of N1. The surrounding is air. Figure 2.18 shows the scattering 

efficiencies Qsca = Csca/πR2. The scattering spectra are plotted as a function of the wavelength normalized 

by the particle´s diameter. For N1 = 1.6, the spectra for the modes up to n = 2 are shown (Figure 2.18a). The 

dielectric particle possesses not only an electric dipole resonance but also magnetic dipole and quadrupole 

resonances. The different order modes spectrally overlap, especially in a range of λ/2R ≤ 2. In this range, 

dielectric particles possess strong forward scattering. By increasing N1 to 3.5, the scattering bandwidths 

become narrow (Figure 2.18b). This is because the incident wave can be confined efficiently in a high 

refractive index medium, resulting in a small radiative damping of the dielectric particle. Similar to N1 = 

1.6, the different order modes overlap when λ/2R ≤ 2.  

As mentioned earlier, the absorption of any order modes is maximized when Cabs = Csca is satisfied [96-

99]. For metallic particles, this condition can be satisfied just by tuning their particle size since its radiative 

damping is size-dependent. However, this cannot be applied to dielectric particles. This is because resonance 

peaks of the dielectric particles just blueshift or redshift by decreasing or increasing R, respectively. 

Therefore, the intrinsic damping must be controlled to maximize the absorption of the dielectric particles. 

However, controlling the intrinsic damping is not straightforward since it is linked to the material´s 

properties. 

 

 

Figure 2.18. The scattering efficiency of a dielectric spherical particle with (a) N1 = 1.6 and (b) N1 = 3.5. 
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One attractive scattering property of dielectric particles is that the scattering direction can be controlled 

by combining different order modes. We first consider a combination of an electric and a magnetic dipole 

moment. In a dielectric particle, those dipole moments orthogonally oscillate (Figure 2.19a). In this situation, 

if the dipole moments have the same resonance frequency, their scattered waves interfere constructively in 

the forward direction and destructively in the backward direction. This means that the particle can have the 

scattered wave only in the forward direction. The complete cancellation of the scattered wave in the 

backward direction occurs when the scattered field amplitude of the electric and magnetic dipole moments 

are equal, meaning a1 = b1. This is called the Kerker effect [106, 108-110]. The Kerker effect-like scattering 

can also be obtained by combining other order modes. The middle of Figure 2.19b shows radial plots of 

scattering intensities of different modes [110]. The electric dipole (ED), magnetic dipole (MD), electric 

quadrupole (EQ), and magnetic quadrupole (MQ) have symmetric scattering patterns in the azimuth and 

zenith angles. Therefore, they scatter the incident wave in all directions. For the forward direction, the 

electric fields of all resonant modes point in the same direction (the red arrows in Figure 2.19b). However, 

depending on combinations of the modes, their electric fields point in the opposite direction for the backward 

direction (for example, ED and EQ). This indicates that the unidirectional forward scattering can be obtained 

by properly combining different modes (the top and bottom orange circles of Figure 2.19b). By combining 

all modes and achieving a1 = a2 = b1 = b2, the unidirectionality of the scattering is improved. 

 

 

Figure 2.19. Scattering properties of dielectric particles. (a) Schematic illustration of the Kerker effect. (b) The radial 

plots of the scattering intensities of individual resonance modes (middle) and the resonance modes combined with 

other modes (top and bottom). The red arrows show the direction of the scattered wave´s electric fields. The magenta 

and blue lines are the scattering intensities in the x-z and y-z plains. Reprinted with permission from Ref. [110] © 2018 

Optical Society of America under the terms of the OSA Open Access Publishing Agreement. 
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2.3. Materials for plasmonics and photonics 

The optical properties of materials play an essential role in controlling the optical resonances of particles. 

This section will briefly discuss representative materials for plasmonics and photonics. Metals and 

dielectrics are considered plasmonic and photonic materials, respectively. However, with proper chemical 

composition controls, metal oxides can act as both plasmonic and nanophotonic materials in specific 

wavelength ranges. On the other hand, in the MIR range, some dielectrics can act like plasmonic materials 

with extremely low intrinsic damping. Based on those understanding of materials, various plasmonic and 

photonic structures have been designed for radiative cooling and other applications. 

 

2.3.1. Metals and transparent conducting oxides 

The characteristic of metals is that the real part of permittivity Re[ε] has negative values. A wavelength 

range where Re[ε] becomes negative can be found from a wavelength satisfying Re[ε] = 0. Such a 

wavelength is sometimes called the crossover wavelength. From the Drude model, the crossover wavelength 

may be given as λC ∝ 1/(ωp
2/ε∞ – γ2)1/2. A good metal is considered as it has low intrinsic damping. In this 

case, the crossover wavelength is dominated by the plasma frequency; therefore, λC ≈ λp ∝ 1/ωp = (mε0/Ne2)1/2. 

This shows that free electron concentration determines the crossover wavelength. Au and Ag have been 

recognized as representative plasmonic materials because of their low intrinsic damping. Rakic et al. 

investigated the optical properties of 11 metals, including Au and Ag [111]. Their result shows that Au and 

Ag have high free electron concentrations in the order of 1023 cm–3, and their plasma frequencies are almost 

the same as ωp ≈ 1.37  1016 rad/s (λp ≈ 0.137 µm). The intrinsic damping rates are γ ≈ 8.05  1013 rad/s for 

Au and γ ≈ 7.29  1013 rad/s for Ag (Figure 2.20a). The drawback of these metals is that they have interband 

transitions in part of the visible range. For example, the interband transitions of Au are found at wavelengths 

shorter than about 400 nm. Ag´s interband transitions occur in a wavelength range shorter than about 350 

nm. Thus, Au and Ag cannot act as plasmonic materials in part of the visible range even though their 

crossover wavelengths appear in the UV range. 

 

 

Figure 2.20. Plasmonic materials in the visible range. The real and imaginary parts of permittivities of Au, Ag, and 

Al. The data are taken from Ref. [111]. 

 

 Despite the good optical properties of noble metals, another drawback is that noble metals are 

expensive, which is not suitable for producing scalable devices. To solve the problems regarding cost, Al 

has been used as an alternative plasmonic material. Al is abundant on the earth and has good optical 

properties. Rakic et al. also investigated Al, and they found that Al has ωp ≈ 2.28  1016 rad/s (λp ≈ 0.083 
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µm) and γ ≈ 7.14  1013 rad/s. Therefore, Al can be operated as a plasmonic material in a broader wavelength 

range than Au and Ag (Figure 2.20). Al also has an interband transition at around 800 nm but is weaker than 

Au and Ag. Another cost-effective plasmonic material is Titanium nitride (TiN) [112-114]. It is known that 

the optical properties of TiN are very similar to Au. One attractive property of TiN is its high thermal 

stability. For example, the melting point of Au is about 1000 °C. Even though TiN has similar optical 

properties to Au, TiN´s melting point is about 3000 °C.  

 The metals mentioned above are known for plasmonic materials in the visible range. This is because 

their crossover wavelengths are in the visible range and the Fröhlich condition is usually satisfied at around 

crossover wavelengths. Theoretically, a plasmonic particle made of metal can excite an LSP at any 

wavelength by properly designing its shape. For example, based on Equation 2.56, an LSP of a core-shell 

particle can be induced in the IR range by making an extremely thin metal shell. However, thinning the shell 

increases the surface scattering of free electrons, leading to large optical damping and attenuating the LSP. 

Therefore, it is required to find alternative materials for plasmonics in the IR range. 

Some metal oxides are known as semiconductors. Those are sometimes called transparent conducting 

oxides (TCOs) since they act like a dielectric in the visible range and behave like a metal in the IR range 

[115-117]. The conductivity of most TCOs is attributed to free electrons, meaning that TOCs are n-type 

semiconductors. TCOs have low free carrier concentrations in the order of 1018-1022 cm–3; therefore, their 

plasma frequencies stay in the IR range. Indium oxide (In2O3) and zinc oxide (ZnO) are representative TCOs 

that can be highly doped and chemically stable. Their free carriers originate from oxygen vacancies in their 

lattices, providing two electrons per oxygen vacancy. The free carrier concentrations can be even higher by 

making Sn-doped In2O3 (ITO) and Al-doped ZnO (AZO). The origin of free carriers in metals and the TCOs 

are different, but the optical properties of the TCOs can be well described by the Drude-Lorentz model 

(Figure 2.21a) [118, 119]. The plasma frequencies of the TCOs are roughly ten times higher than their 

intrinsic damping; therefore, the crossover wavelengths of the TCOs appear close to their plasma 

wavelength. In contrast to the metals, the optical properties of the TCOs are significantly influenced by 

synthetic processes and deposition methods, providing additional control in the crossover wavelength [120-

122]. One of the easiest ways to control the crossover wavelength may be post-deposition annealing. For 

example, it has been reported that the crossover wavelength of ITO can be moved from the near-IR to mid-

IR by heating an ITO film in an oxygen-rich environment [122]. In this process, oxygen vacancies in ITO 

are occupied, reducing the free carrier density. Figure 2.21b shows the extinction spectra of nanoparticles 

made of different TCOs [117]. Even though the shape of particles is not designed, they can induce LSPs in 

a broad wavelength range. Therefore, combining TCOs and structural design provides us with additional 

control in LSPs.  

 

 
Figure 2.21. Plasmonic materials in the IR range. (a) The permittivity spectra of ITO and AZO given by the Drude 

model. For ITO, the fitting values are given by Ref. [118]. For AZO, the Drude model was fitted to an experimental 

value from Ref. [119]. (b) The extinction spectra of nanocrystals (NCs) made of different plasmonic materials. 

Reprinted with permission from Ref. [117] © 2014, American Chemical Society. 
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2.3.2. Dielectrics 

In contrast to metals and TCOs, the optical properties of dielectrics are usually characterized using the 

refractive index. In the visible range, some polymers are transparent and have a nearly constant refractive 

index, such as Polystyrene (PS, n ≈ 1.6), Poly(methyl methacrylate) (PMMA, n ≈ 1.5), and 

Polydimethylsiloxane (PDMS, n ≈ 1.4) [123] (Figure 2.22a). The refractive index of PS is relatively high 

among polymers [124]. SiO2 is an abundant ceramic on the earth, and it has n ≈ 1.5 [125], which is similar 

to the refractive indices of polymers. Other ceramics, such as TiO2, SiC, and Si3N4 possesses a high 

refractive index of about 2.5. A higher refractive index can be accessible from Si and Ge in the IR range. 

The refractive indices of those semiconductors reach about 4. Their refractive indices are also high in the 

visible range, but intrinsic absorption is also strong; therefore, those semiconductors are considered IR 

dielectric materials. Extremely high refractive indices are obtained by other IR dielectric materials, such as 

PbTe (n ≈ 5.6) [126]. To my knowledge, the highest refractive index may be obtained from Bi2Te3 (n ≈ 7) 

[127]. The refractive indices of those IR dielectric materials are nearly constant over the near- and mid-IR 

ranges. 

 

 

Figure 2.22. Photonic materials. (a) The refractive indices and extinction coefficients of PS, PMMA, and PDMS. The 

data were taken from Ref. [123, 128]. The blue-shaded areas indicate the primary ATW. (b) Schematic of optical 

phonons. Reprinted with permission from Ref. [129] Copyright CC BY-NC-ND 3.0. (c) The permittivity of SiO2. The 

data are taken from Ref. [130]. (d) The permittivity of SiC. The data are taken from Ref. [131]. For (c) and (d), the 

yellow-shaded areas show the Reststrahlen bands. 

 

In the mid-IR range, the polymers have high dispersions and strong intrinsic absorption by molecular 

vibrations [128] (Figure 2.22a). Some ceramics also have high dispersion and strong absorption. Those 

ceramics have two different types of optical phonon modes: the transverse optical (TO) and longitudinal 

optical (LO) modes, in which phonon oscillation is transverse and parallel to the wavevector of the incident 

wave, respectively [129, 132]. Figure 2.22b presents an image of the TO mode. The TO mode can be excited 

directly by the incident wave, resulting in strong absorption. This absorption can be found in the imaginary 

part of permittivity Im[ε]. However, the LO mode is invisible in Im[ε]. To find the LO mode, the energy 

loss function Im[–1/ε] is considered [133, 134]. Between those two modes, the real part of permittivity Re[ε]  

becomes negative, and the ceramics can act like a metal, resulting in strong reflection. This wavelength 
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range is called the Reststrahlen band [129, 132]. For example, SiO2 has two Reststrahlen bands in 8 – 9.28 

µm and 19.9 – 21.5 µm [130] (Figure 2.22c). SiC possesses a wide Reststrahlen band in 10.33 – 12.6 µm 

[131] (Figure 2.22d). Since the negative Re[ε] can satisfy the Fröhlich condition, ceramic particles can excite 

optical resonance resembling an LSP. This resonance is called surface phonon polaritons (SPhPs). SPhPs 

are excited at a wavelength close to the LO mode. SPhPs cannot confine electromagnetic fields like plasmon 

resonance since SPhPs do not contain any free electrons [93]. Instead, the ceramics have extremely low 

intrinsic damping on the order of γ ≈ 1012 rad/s, roughly 102 smaller than the noble metals. Therefore, the 

bandwidth of SPhPs is narrow.  
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2.4. Conventional metamaterial absorbers 

The terms plasmonics and nanophotonics have stemmed from the fact that optical properties of materials 

can be controlled by designing nano- and micro-structures based on the knowledge introduced in Section 

2.2. Engineered materials can possess unique and optimal optical properties for specific applications. 

Therefore, those engineered materials are usually called metamaterials. In this chapter, I will introduce the 

fundamental design principles of metamaterials for electromagnetic wave absorbers. In addition, I will point 

out the disadvantage of those absorbers for radiative cooling. 

Electromagnetic wave absorbers can be categorized into two types. One is a perfect absorber, where an 

absorber has ≈ 100% absorptivity (perfect absorption) at a specific wavelength. Second is a broadband 

absorber, whose absorption has a high intensity over a wide wavelength range. For radiative cooling, an RC 

has to be perfect and broadband absorber simultaneously. In addition, precise control in absorption 

bandwidth is required since absorption should occur only in the primary ATW to maximize the temperature 

reduction. 

 

2.4.1. Mechanism of perfect absorption 

Firstly, we will overview the mechanism of perfect absorption. We imagine subwavelength particles are 

placed periodically on a two-dimensional lattice in the x- and y-directions (Figure 2.23a is the side view of 

the array). The particles are identical and only possess electric dipole resonances. The periodicity of the 

array is smaller than the wavelength; thus, there is no diffraction effect. The incident wave normally strikes 

on the array. In this case, the transmission and reflection of the array can be described based on the scattering 

properties of the electric dipole moment. As understood from the previous chapter, the scattered wave of 

the electric dipole moment is symmetric in the forward and backward directions. In the array, the particles 

act like Huygens sources and create a scattered plane wave of the array, which is also symmetric in the 

forward and backward directions. The scattered wave of the array in the backward direction corresponds to 

the reflected wave of the array. On the other hand, the transmitted wave of the array is a superposition of 

the incident wave and the scattered wave in the forward direction. Based on these considerations, if the 

reflection and transmission coefficients of the array are given as rp and tp, respectively, rp is solely 

determined by the scattered wave, and tp can be expressed as 1 + rp, where 1 indicates the incident wave. 

The absorptivity of the array is given as [91, 135] 

𝐴 = 1 − |𝑟p|
2
− |𝑡p|

2
= 1 − |𝑟p|

2
− |1 + 𝑟p|

2
 2.103 

Since the electric dipole moment is complex, the reflection coefficient may be given as rp = rp´ + irp´´. Using 

the complex reflection coefficient, a condition to maximize the array´s absorption is found as rp = – 1/2 and 

tp = 1/2. Under this condition, the array´s absorption can reach A = 1/2. This is the ultimate absorption limit 

of the array. Under this condition, the reflectance and transmittance become |rp|2 = |tp|2 = 1/4.  

 By considering the energy balance in a unit cell of the array, it is found that there is an optimum 

periodicity to achieve maximum absorption. If the array is the square lattice and the periodicity in the x- and 

y-directions is Λ, the power of the incident wave in the unit cell is Pin = Λ2I0, where I0 = |Ein|2/2Z0 is the 

power density of the incident wave. When the absorption of the array is maximized, half of the incident 

wave´s power must be absorbed by the array; therefore, the absorbed power in the unit cell is Pabs = Pin/2 = 

Λ2I0/2. From this equation, we get an absorption cross-section of the particle in the unit cell: Cabs = Pabs/I0 = 

Λ2/2. For the maximum absorption of the array, the absorption of the particle must also be maximized; 

therefore, the critical coupling Cabs = Csca must be satisfied. The total power that the particle can extract from 

the incident wave is given as the extinction cross-section Cext = 2Cabs = Λ2. Thus, the optimum periodicity 

is found as Λ = Cext
1/2. For example, if lateral interactions between particles can be ignored [100], the 

absorption and scattering cross-sections of the particle may be found as Cabs = Csca = 3λ0
2/8π. The extinction 

becomes Cext = 3λ0
2/4π, yielding the optimum periodicity as Λ = (3/4π)1/2λ0. 
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 To achieve A = 1, we must include magnetic dipole moments in the array (Figure 2.23b). The array of 

magnetic dipole moments behaves similarly to the case of the array of electric dipole moments. When the 

electric and magnetic dipole moments coexist in the array, their scattered waves interfere destructively in 

the backward direction and constructively in the forward direction. Therefore, this electric-magnetic array´s 

reflection and transmission coefficients may be given as r = rp – rm and t = 1 + rp + rm, respectively (rm
 is 

the reflection coefficient of the array only with magnetic dipole moments). Therefore, the absorptivity is 

given as [91, 135] 

𝐴 = 1 − |𝑟p − 𝑟m|
2
− |1 + 𝑟p + 𝑟m|

2
 2.104 

When rp = rm = – 1/2 occurs, perfect absorption A = 1 can be achieved. This condition for the perfect 

absorption coincides with the Kerker condition for the forward scattering; therefore, the array has no 

reflection. In the forward direction, the scattered wave of the array has the same amplitude as the incident 

wave, but the scattered wave is π phase shifted from the incident field. Consequently, the incident and 

scattered waves are canceled out, resulting in no transmission. The perfect absorption found from Equation 

2.104 may be understood by considering the Poynting theorem. In an electromagnetic wave, half of its 

energy is stored as electric energy, and the other half is stored as magnetic energy. An electric dipole moment 

can efficiently couple only to the incident wave´s electric field; therefore, the array composed of electric 

dipole moments can absorb only half of the incident wave´s energy. On the other hand, if an array contains 

electric and magnetic dipole moments, the array can fully couple with the incident wave, enabling us to 

obtain perfect absorption. 

 We again consider the absorption of the particle in the unit cell of the array to find an optimum 

periodicity. The array now has A = 1 so that the absorbed power in the unit cell is Pabs = Pin = Λ2I0, which 

gives the absorption cross-section of the particle in the unit cell as Cabs = Λ2. Under the Kerker condition, 

the amplitudes of the electric and magnetic dipole moments must be equal. Therefore, they have the same 

absorption cross-section of Cabs,p = Cabs,m = Λ2/2, where the subscripts p and m indicate the electric and 

magnetic dipole moments, respectively. In contrast to the case of the array supporting only electric dipole 

moments, the electric-magnetic array does not possess a scattering cross-section under the resonance 

condition. Therefore, the total energy that the unit cell extracts from the incident field is solely determined 

by the absorption of the particle. When the particle has both electric and magnetic dipole moments, its 

maximum absorption is given as Cabs = Cabs,p + Cabs,m = 2(3λ0
2/8π), and we may find an optimum periodicity 

of the array from Λ2 = Cabs = 3λ0
2/4π. 

 

 

Figure 2.23. (a) Schematic of the periodic array supporting only electric dipole moments. (b) Schematic of the periodic 

array supporting both electric and magnetic dipole moments. 

 

 Based on the understanding made above, it is found that perfect absorption is attainable by designing 

particles supporting electric and magnetic dipole moments [101, 136, 137]. These particles must 

simultaneously satisfy the Kerker condition and the critical coupling condition. For example, Ag@n-Si core-

shell particles can satisfy these conditions. It was theoretically demonstrated that an array composed of the 
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Ag@n-Si core-shell particles achieves perfect absorption in the visible range [136]. In addition, a SiO2 

microsphere can satisfy the generalized Kerker condition, and an array composed of the SiO2 microspheres 

can possess perfect absorption in the MIR range [138]. However, it is still challenging to precisely control 

the absorption peak position and absorption bandwidth of such array systems. Therefore, a different 

approach has been widely used to obtain perfect absorption, which will be introduced in the following 

section. 

 

2.4.2.  Perfect absorbers 

From the previous section, it is understood that a system must support electric and magnetic dipole moments 

for perfect absorption. A practical implementation of perfect absorption is designing a system that plasmonic 

particles are placed over a metal back-reflector with a lossless dielectric spacer (Figure 2.24a). The 

plasmonic particles are arranged periodically and possess an electric dipole moment. When the distance 

between the plasmonic array and the back-reflector is sufficiently small, an image electric dipole is created 

in the back-reflector, and a loop of displacement current is created. This current loop generates a strong 

magnetic dipole moment in the spacer, usually called a magnetic plasmon resonance (MPR) [139-142]. The 

MPR strongly confines the incident magnetic field in the spacer. The amplitude of the magnetic dipole 

moment can be controlled by tuning the thickness of the spacer: a thinner spacer makes a stronger magnetic 

dipole [143-147]. 

In such a metal-insulator-metal (MIM) structure, transmission is blocked by the back-reflector so that 

there are only reflection and absorption. Therefore, for perfect absorption, reflection must be eliminated. 

The reflection of the MIM structure is comprised of a wave reflected by the back-reflector and a scattered 

wave created by the MIM structure [147]. The magnetic dipole moments in the MIM structure point in an 

opposite direction to that of the electric-magnetic array introduced earlier. In this case, the Kerker effect of 

the MIM structure may be considered as that scattering occurs only in the backward direction. This means 

that the scattered wave can destructively interfere with the wave reflected by the back-reflector. Therefore, 

it is possible to eliminate the reflection. In a similar manner to the electric-magnetic array, the MIM structure 

can possess perfect absorption when the critical coupling condition of the plasmonic particle is satisfied. 

Electromagnetic wave absorbers designed based on such absorption mechanisms are called metamaterial 

absorbers (MAs) [36, 37]. 

Perfect absorption of a MA can be interpreted by considering its effective medium [148]. Since electric 

and magnetic dipoles coexist, optical responses of the MA are described by an effective permittivity εeff(ω) 

and effective permeability µeff(ω) (Figure 2.24a). The impedance of the effective medium is given by Zeff = 

(µeff(ω)/εeff(ω))1/2. To eliminate reflection of the effective medium, the impedance matching εeff(ω) = µeff(ω) 

has to be fulfilled. The impedance Zeff can be retrieved by using the temporal coupled mode theory (TCMT) 

[147]. The MA has no transmission because of its back-reflector so the MA can be approximated as a 

resonator with a single input and output. The TCMT for this resonator can be written as (Figure 2.24b) [149] 

d𝑎

d𝑡
= 𝑖𝜔0𝑎 − (𝛾int + 𝛾rad)𝑎 + 𝜅𝑠+, 𝑠− = −𝑠+ + 𝜅𝑎, 𝜅 = √2𝛾rad 2.105 

where a is the mode amplitude of the resonator, ω0 is the resonance angular frequency of the electric and 

magnetic dipole, γint and γrad are intrinsic and radiative damping, s+ and s– are the powers of incoming and 

outgoing waves, and κ is coupling rate to the incident wave. The reflection coefficient of this system is given 

as 

𝑟 =
𝑠−
𝑠+
= −1 +

𝜅2

𝑖(𝜔 − 𝜔0) + (𝛾int + 𝛾rad)
=
𝑍eff − 1

𝑍eff + 1
 2.106 

Using Equation 2.106, the impedance of the MA is expressed as 
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𝑍eff =
1 + 𝑟

1 − 𝑟
=

𝛾rad
𝑖(𝜔 − 𝜔0) + 𝛾int

 2.107 

At the resonance condition ω = ω0, the impedance matching Zeff = 1 is satisfied by γint = γrad, which 

corresponds to the critical coupling condition of a single particle. The absorptivity of the MA under the 

resonance condition may be described as 

𝐴 = 1 − |𝑟|2 = 1 − |
𝛾int − 𝛾rad
𝛾int + 𝛾rad

|
2

= 1 − |
𝜎 − 1

𝜎 + 1
|
2

, 𝜎 =
𝛾int
𝛾rad

 2.108 

Figure 2.24c presents Equation 2.108 as a function of γint/γrad. Surprisingly, it shows that high absorptivity 

can be obtained even though the critical coupling condition is not fully satisfied. For absorptivity over 80 %, 

γint/γrad must be in a range of 0.38 < γint/γrad < 2.6, which promises a high fabrication tolerance of MAs to 

achieve strong absorption. From Equation 2.108 and findings from the electric-magnetic array, we can find 

the following three criteria to achieve perfect absorption: 

A) The electric and magnetic dipole moments must have the same resonance frequency.  

B) The thickness of the spacer must be optimized to satisfy the Kerker condition.  

C) The array of plasmonic particles must be designed to satisfy the critical coupling condition. 

The first criterion is automatically fulfilled in the MA since the displacement current loop is associated with 

the oscillation of the electric dipoles. The second and third criteria have to be simultaneously achieved 

because both determine the radiative damping of the MA.  

 

 

Figure 2.24. Perfect absorption by a MA. (a) Schematic illustrations of a MA under its resonance condition and its 

effective medium. (b) Schematic illustration of the TCMT for a single input resonator. (c) The plot of Equation 2.108 

as a function of γint/γrad. 

 

 In the following, several examples of MAs will be introduced. Figure 2.25a shows a MA proposed by 

Landy et at. in 2008 [38]. A unit cell of the MA is composed of a Cu split ring resonator (SRR) stacked 

above a Cu strip. The width of the SRR is 4 mm. Figure 2.25a also shows its absorption spectra. The solid 

red line is a spectrum calculated using the FDTD simulation. The blue line is the experimental spectrum, 

and the dashed gray line is a Gaussian fitting to the experimental spectrum. The numerical result is in good 

agreement with the experimental one. The MA has a strong absorption at around 26 mm in wavelength. The 

drawback of the MA is that multiple layers of the structure shown in Figure 2.25a are required to achieve 

perfect absorption, which complicates fabrication procedures. 

 Figure 2.25b shows a MA composed of a crossbar resonator (CBR) [150]. The length and width of the 

CBR are 1.7 µm and 0.4 µm, respectively. The CBRs are placed with a periodicity of 2 µm, and Au is used 

for the CBR and a back-reflector. The thickness of a spacer is 0.185 µm, which is thin enough to induce 
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image electric dipoles in the back-reflector. The absorption obtained using the CST Microwave Studio 

agrees with the experimental data. In contrast to the MA made of the SRR, the MA based on CBR does not 

require multiple layers to achieve strong absorption. 

 The common disadvantages of those MAs are that they require a top-down process, such as electron 

beam lithography, to make a top plasmonic array. To overcome this limitation, Walter et al. incorporated 

colloidal lithography in their fabrication processes [151]. Dao et al. adapted Walter´s fabrication technique 

and produced a MA over an area with several square centimeters [152] (Figure 2.25c). Dao´s fabrication 

procedure was the following: First, Al-Al2O3-Al film was prepared. Next, a closed-pack polystyrene 

colloidal monolayer was produced on the film. Then, the reactive ion etching (RIE) technique was used to 

reduce the size of the colloidal particles. For the final step, the PS-masked Al layer was milled to form Al 

nano-disks. The diameter of the Al nano-disk can be controlled, and the authors achieved diameters in a 

range of 0.7 – 3.3 µm. The Al-based MA possesses nearly perfect absorption in the mid-IR range. With an 

increase in the diameter of the Al nano-disk, the absorption peak (reflection dip) moves from 2.85 µm to 

8.65 µm in wavelength. Dao et al. also conducted a numerical investigation using the RCWA technique. 

Their numerical results reproduced the experimental ones. 

 

 

Figure 2.25. Examples of MAs. (a) The SRR-based MA. Reprinted with permission from Ref. [38] ©2008 American 

Physical Society. (b) The CRR-based MA. Reprinted with permission from Ref. [150] ©2010 American Physical 

Society. (c) The Al-based MA. Reprinted with permission from Ref. [152] © 2015, American Chemical Society. 

 

 So far, we have considered periodic arrays for MAs. Since periodic arrays can provide the same spacing 

for all particles, the particles can absorb the same amount of incoming light on the entire area of the MAs, 

which is essential for perfect absorption. However, this periodicity may degrade the absorption of the MAs 

at a high incident angle because of diffraction effects. We consider a MA with a one-dimensional periodic 

array composed of metal strips to describe the diffraction effects. The periodicity provides an extra 

wavevector on the surface. If an incident wave with TM polarization strikes on the MA at an incident angle 
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of θ, a PSP is excited if β = ksinθ + mg is satisfied. β is the propagation constant of a metal-dielectric 

interface, m is diffraction mode, and g = 2π/Λ is a reciprocal lattice vector [76-79]. In general, the 

periodicities of MAs are much smaller than the incident wavelength; therefore, PSPs are not excited for a 

small θ. However, for a diffraction mode of m = –1, PSPs can redshift with an increase in θ, resulting in 

simultaneous excitation of PSPs and LSPs of the array. They interact with each other destructively, 

degrading the absorption properties of MAs at a high θ [79]. If the incident wave has TE polarization, a 

different scenario of diffraction effects may be considered. PSPs are not excited by TE polarization. Instead, 

diffraction modes occur by collective interference of scattered waves of particles of the array. This 

diffraction phenomenon is known as surface lattice resonances (SLRs) [153]. SLRs have a variety of 

applications, but it is an undesirable effect on MAs. An incident angle dependency of SLRs is found from 

the Rayleigh anomaly ω/c = ksinθ + mg. 

For radiative cooling, absorptivity must be insensitive in a wide incident angle range [154]. Therefore, 

those diffraction effects must be avoided. Making disordered arrays is one of the most promising approaches 

to dealing with diffraction effects. Tittl et al. fabricated randomly distributed Au nano-disks on top of an 

MgF2-Au layer by using colloidal lithography [155] (Figure 2.26a). The diameter of the Au nano-disk was 

160 nm. Tittl et al. measured the reflectance of this MA and confirmed that a reflection dip (absorption 

peak) does not shift with an increase in the incident angle. They attributed this incident angle independency 

to the MA´s impedance nearly perfectly matched to that of free space. 

 

 

Figure 2.26. The MAs with discorded arrays. (a) The Au nano-disks fabricated using colloidal lithography. Reprinted 

with permission from Ref. [155] © 2014, American Chemical Society. (b) The Au rectangular resonators fabricated 

using electron beam lithography. Reprinted with permission from Ref. [156], rights managed by AIP Publishing. 
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Chevalier et al. conducted a systematic analysis for a disordered MA [156] (Figure 2.26b). They 

fabricated Au rectangular resonators on top of a SiO2-Au layer by using an electron beam lithography. They 

first determined a center-to-center distance between the rectangular resonators as d = 2.6 µm and introduced 

a random distribution with r = 1.2 µm from the center.  The color maps of reflection spectra were obtained 

using an FTIR spectrometer for the MAs with periodic and random arrays. For both MAs, a pronounced 

reflection dip can be confirmed at a wavelength of 3.6 µm. However, the periodic system shows splitting in 

reflection dip due to a distractive interaction between the LSP and the diffraction effect. The diffraction 

effect redshifts with an increase in the incident angle, and the splitting disappears at a high incident angle. 

In contrast, the random system has a very weak diffraction effect. To eliminate the diffraction effect, 

Chevalier et. al. suggested that r must be increased to 2.2 µm. The reflection spectra from the color maps 

were directly compared. It was confirmed that the reflection of the periodic and random MAs are almost the 

same except for the diffraction effect on the periodic MA.  

 

2.4.3.  Broadband absorbers 

There are two approaches to widening the absorption bandwidth of MAs. One is mixing different plasmonic 

particles on a MA´s array to obtain multiple absorption peaks at different wavelengths [157-161]. The 

absorption spectra of the plasmonic particles must spectrally overlap to obtain broadband absorption. This 

multi-particle approach enables us to control absorption bandwidth precisely (Figure 2.27a), but MA´s 

structure becomes significantly complicated. Another approach is using a metal with high intrinsic damping 

[162]. This approach does not require a complicated structure, and absorption bandwidth can be widened 

just by using a high-loss metal for an array. However, the sharp edge of the absorption band cannot be 

achieved. Since the absorption of MAs must be confined into the primary ATW for high cooling 

performance, the lossy-metal approach is not appropriate. Therefore, we will focus on the multi-particle 

approach in the following. First, we have to understand the limitation of the multi-particle approach. Wang 

et al. theoretically investigated a MA composed of tungsten square resonators with different widths [157]. 

By increasing the number of square resonators in a unit cell, the absorption bandwidth can be widened; 

however, the absorption decreases simultaneously. As shown earlier, the periodicity of an array must be 

optimized based on an absorption cross-section of an isolated particle for perfect absorption. However, the 

multi-particle array requires a large unit cell (Figure 2.27a). Therefore, the absorption cross-section of each 

square resonator cannot cover the entire unit cell, resulting in weak absorption. The same result can be 

confirmed in the study of Cheng et al. [158]. They experimentally investigated the absorption properties of 

a MA composed of six different Ag nano-disks. Their MA has a wide absorption bandwidth of 2 µm, but 

its absorption is weak in an entire wavelength range. By reducing the number of nano-disks, the absorption 

can be recovered, but as expected, the absorption bandwidth decreases. 

 From the multi-particle approach, we can find that a particle must have broadband absorption to 

achieve perfect broadband absorption. By doing so, we do not need to increase the number of different 

resonators. One representative approach to increasing the absorption bandwidth of a particle is utilizing 

rainbow trapping, which is known as an optical phenomenon that slows down wave propagation and stores 

the wave´s energy in an optical system [163-165]. Rainbow trapping has been studied for waveguides 

comprised of, for example, metal-insulator-metal and insulator-metal-metal systems. An incident wave can 

be stopped at a certain position in the waveguides, and the stop can occur spectrally successively over a 

wide wavelength range. However, the conditions for rainbow trapping require constraints on materials. This 

limitation can be overcome by hyperbolic metamaterials possessing anisotropic electric permittivity. Figure 

2.27b shows an anisotropic MA composed of 20 Au-Ge layers (Au: 15 nm, Ge: 35 nm) [166]. The top and 

bottom widths of this sawtooth-shaped resonator are 150 nm and 600 nm, respectively. A numerical 

simulation based on the RCWA method showed that the MA possesses nearly perfect absorption over a 

wavelength range of 3 – 5 µm, which cannot be achieved using the multi-particle approach. The magnetic 

field distribution maps illustrate that the incident wave is trapped in the sawtooth-shaped resonator and the 

position of the stored magnetic field changes depending on the wavelength. This is because rainbow trapping 

is determined by a dispersion relation of propagation constant for the resonator´s surface, and the dispersion 
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relation depends on the width of the resonator. The energy of the incident wave is localized in the resonator 

for long enough time to be completely dissipated, resulting in strong absorption. This broadband absorption 

by rainbow trapping has been confirmed experimentally [167]. Figure 2.27c shows the absorption spectra 

of three different samples: Sample1 is a MA comprised of Ag strips, and Sample2 and Sample3 are 

anisotropic MAs with Ag-SiO2 layers. The top and bottom widths (Ws, Wl) of the sawtooth-shaped 

resonators are (500 nm, 950 nm) and (480 nm, 1.14 µm) for Sample2 and Sample3, respectively. By making 

sawtooth-shaped resonators and increasing the number of Ag-SiO2 layers, the absorption bandwidth is 

dramatically improved without decreasing the absorption intensity. 

 

 

Figure 2.27. Broadband MAs. (a) Schematic illustration of the multi-particle approach. (b and c) The anisotropic 

metamaterial absorbers. Reprinted with permission from (b) Ref. [166] © 2012, American Chemical Society and (c) 

Ref. [167] Copyright CC BY-NC-ND 3.0. 

 

2.4.4.  Metamaterial absorbers for radiative cooling 

MAs have been applied to radiative cooling [39-41]. Figure 2.28a presents a MA comprised of a rectangular 

resonator with two metal-insulator layers [40]. Those layers are made of the same metal, but the insulator 

parts are made of dielectrics with different refractive indices. For the top layer, a dielectric with a lower 

refractive index is used; therefore, the absorption peak of the top metal-insulator layer appears at a short 

wavelength. On the other hand, the bottom metal-insulator layer is composed of a high refractive index 

dielectric, resulting in an absorption peak at a long wavelength. By combining the double-layer resonators 

with different sizes, broadband absorption over the primary ATW can be realized. In 2015, Hossain et al. 

proposed an anisotropic MA, which is one of the most well-known systems in the radiative cooling 

community [39] (Figure 2.28b). The anisotropic MA is based on a conical resonator made of seven Al-Ge 

layers. The optimized anisotropic MA possesses an average absorptivity of 90 % in the primary ATW. Since 

the resonator is highly symmetric, its absorptivity is independent of the polarization of the incident wave. 

 Those MAs possess nearly ideal absorptivity for radiative cooling. However, their structures are 

complex and require top-down fabrication processes, hindering radiative cooling from practical uses. In 

addition, another drawback is that they heavily rely on a back-reflector to achieve strong absorption. Since 

the back-reflector loose flexibility of RCs, it makes it challenging to apply RCs on curved surfaces.  
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Figure 2.28. MAs for radiative cooling. (a) The multi-resonator approach from Ref. [40]. (b) The anisotropic 

metamaterial approach. Reprinted with permission from Ref. [39] © 2015 WILEY‐VCH Verlag GmbH & Co. KGaA, 

Weinheim. 
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2.5. Absorption engineering by bright-dark oscillator systems 

As introduced in Section 2.4, MAs can provide well-controlled absorption for radiative; however, they 

require complex structures. Therefore, in addition to the conventional approaches, it is beneficial to figure 

out different means to engineer absorption for advancing radiative cooling. To increase the degree of 

freedom for absorption engineering, we may consider electromagnetic field interaction between two 

different optical elements.  

In Section 2.2, it was introduced that an optical resonance can be described based on a mechanical 

harmonic oscillator model. When we consider that such optical resonances interact through their near-field, 

such coupling phenomena can be interpreted using a coupled-oscillator (CO) model. The CO model 

comprises two harmonic oscillators connected with a spring (Figure 2.29a). The CO model has been widely 

used to investigate various coupling phenomena occurring in plasmonic and photonic systems, and 

representative ones are electromagnetically induced transparency (EIT) and absorption (EIA). EIT and EIA 

can be observed if oscillators strongly interact, and one oscillator has a larger damping than another. The 

oscillator with a large damping rate can couple with an incident wave in a wide wavelength range. Thus, 

this oscillator is considered a bright oscillator. On the other hand, another oscillator with a low damping 

does not couple or couples with the incident wave but at a specific wavelength. Such an oscillator is 

considered a dark oscillator. EIT is known as a special case of Fano resonance. As a consequence of EIT, 

an optical resonance of the bright oscillator splits into two modes, and a transparency window is created at 

a resonance of the dark oscillator (Figure 2.29b). EIA is known as a counterpart of EIT: EIA dramatically 

enhances light absorption at a resonance of the dark oscillator (Figure 2.29c). 

 

 

Figure 2.29. (a) Schematic of the CO model describing bright-dark coupled systems. (b – c) Images of (b) EIT and (c) 

EIA. The solid black and red lines are absorption spectra of the CO model without and with coupling between bright 

and dark oscillators. The dashed gray lines show a resonance wavelength of the dark oscillator. 

 

2.5.1.  Electromagnetically induced transparency 

Fano resonance was theoretically established by Ugo Fano in 1961 to describe autoionization in atoms [168]. 

Fano resonance is observed as an asymmetric line shape in an optical spectrum. This asymmetric line shape 

is attributed to quantum interference between a continuum and a discrete state excited from a ground state. 

Since the physical backgrounds of quantum interference and general wave interference are similar, Fano-

like resonances can be induced in plasmonic systems [169-171]. The Fano theory is based on the quantum 

mechanical approach. It cannot fully consider Fano-like resonances of the coupled-plasmonic systems, such 

as Lorentzian-like oscillation of the bright oscillator. The Fano theory has been modified to overcome this 

limitation using the electromagnetic theory or the CO model [172-174]. Based on the study of Gallinet et 

al. [175], the modified Fano theory is given as 
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where σt is the resonance strength of an entire system, σs describes a bright mode´s Lorentzian line shape, 

and σa introduces an asymmetric line shape by interference between a bright and a dark mode. Wn and ωn (n 

∈ s, a) are the spectral half-width and the central frequency, respectively (Equation 2.109 considers Wn << 

ωn). In σs, a gives an amplitude of the resonance. In σa, q is the asymmetric parameter, which is constant and 

can take positive and negative values. b is the modulation damping parameter, originating from the damping 

of the dark mode. The parameters of σa are related to the dark mode´s resonance frequency ωd and damping 

γd. Equation 2.109 is summarized in Figure 2.30a and b. Figure 2.30a only considers σa, corresponding to 

the Fano theory. When q ≠ 0, the spectra show asymmetric line shapes. With an increase in γd, b reduces a 

spectral dip for q = 0 and q ≠ 0. Figure 2.30b shows the modified Fano theory given by σt. Since the effect 

of σs is included, all spectra have Lorentzian line shape in their background. 

Figure 2.30c presents a representative coupled plasmonic system exhibiting Fano resonance. This 

system comprises a dipolar antenna combined with a quadrupolar antenna in a planar configuration. When 

an incident wave is polarized along the long axis of the dipolar antenna, the dipolar antenna can strongly 

couple to the incident wave. The quadrupolar antenna is excited only through near-field coupling to the 

dipolar antenna. The dipolar antenna has a large radiative damping. In contrast, the quadrupolar antenna has 

a small radiative damping by its nature of anti-phase resonance of two dipolar bars. Based on these 

considerations, the dipolar and quadrupolar antennas correspond to the bright and dark oscillators, 

respectively. The dashed black line of Figure 2.30c shows the numerically obtained reflectance of an array 

composed of this coupled plasmonic element. σt is fitted to the numerical result (the solid red line). It can 

be understood that σt reproduces the numerical result, meaning that σt is an appropriate model to describe 

the asymmetric line shape of the coupled plasmonic system. The extracted σa is also shown in Figure 2.30c. 

 

 

Figure 2.30. Fano resonance. (a) Schematic illustrations of the Fano theory established by Ugo Fano and the parameter 

dependencies of σa. (b) Schematic of the modified Fano theory and the parameter dependencies of σt. (c) An example 

of coupled plasmonic systems exhibiting Fano resonance. Reprinted with permission from Ref. [175] © 2011, 

American Chemical Society. 

 

 Having understood Fano resonance, we consider EIT. EIT also originates from quantum interference 

in atomic systems and has been investigated using Λ-type three-level atomic systems [176]. As mentioned 

earlier, EIT is a special case of Fano resonance, and EIT is defined as q ≈ 0 (ωs ≈ ωd) [177]. For intuitive 
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insight into EIT, we use the CO model shown in Figure 2.29a. The equations of motion for the bright and 

dark oscillators are given as [176] 

d2𝑥B
d𝑡2

+ 𝛤B
d𝑥B
d𝑡

+ 𝜔B
2𝑥B − 𝜅

2𝑥D = 𝐹(𝑡) 2.110 

d2𝑥D
d𝑡2

+ 𝛤D
d𝑥D
d𝑡

+ 𝜔D
2𝑥D − 𝜅

2𝑥B = 0 2.111 

where xi (i ∈ B, D) is the displacement, ωi is the resonance frequency, and Γi is the damping rate. κ is the 

coupling rate describing the near-field coupling between a bright and a dark oscillator in a coupled 

plasmonic system. Since the resonance frequencies need to be ωB ≈ ωD for EIT, we consider that ωB = ωD 

= ω0. The external force per mass F(t) = F0e –iωt is time-harmonic, and the displacement is also time-

harmonic: xi = cie–iωt. The self-consistent forms of Equations 2.110 and 2.111 are 
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Figure 2.31. (a-c) Absorption spectra calculated using Equation 2.114. All dark-red lines are the same absorption 

spectrum. (a) κ dependency (ΓB = 0.5ω0 and ΓD = 0.001ω0). (b)  ΓD dependency (ΓB = 0.5ω0 and κ = 0.6ω0). (c) ΓB 

dependency (ΓD = 0.001ω0 and κ = 0.6ω0). (d) Schematic illustrations of oscillations at lower energy and higher energy 

absorption peaks. 

 

Since the external force works only on the bright oscillator, the power dissipation per mass of the entire 

system is given as 

𝑃(𝜔) = ⟨Re [𝐹∗(𝑡) ×
𝑑𝑥B
𝑑𝑡
]⟩ = 𝛤B𝜔

2|𝑥B|
2 + 𝛤D𝜔

2|𝑥D|
2 2.114 

Equation 2.114 can describe many optical properties of coupled plasmonic systems, such as reflection, 

transmission, and absorption. Since we are interested in absorption engineering, we consider Equation 2.114 

as the absorption of a coupled plasmonic system. Figure 2.31 shows a systematic analysis of Equation 2.114. 

In the systematic analysis, all parameters are normalized by the resonance frequency. In Figure 2.31a, the κ 

dependency is presented for ΓB = 0.5ω0 and ΓD = 0.001ω0. By increasing in κ, two absorption peaks are 

created, and the separation of those peaks becomes large. This phenomenon is called mode splitting. By 

mode splitting, an absorption dip appears at the resonance wavelength. The dip becomes deeper for a large 

κ, resulting in a transparency window. Since EIT is a consequence of creating a transparency window, it is 

understood that κ must be sufficiently large to induce EIT. Figure 2.31b shows ΓD dependency for ΓB = 

0.5ω0 and κ = 0.6ω0. In contrast to the κ dependency, ΓD does not influence mode splitting. With an increase 

in ΓD, the absorption peak amplitudes decrease, and the absorption dip becomes less intense. Figure 2.31c 
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describes ΓB dependency for ΓD = 0.001ω0 and κ = 0.6ω0. ΓB influences mode splitting, but it is less intense 

compared to κ dependency. ΓB dramatically changes the absorption peak amplitudes; however, the 

absorption dip is not affected by an increase in ΓB. The systematic analysis shows that the three parameters 

(ΓB, ΓD, κ) interplay and determine the EIT properties of coupled plasmonic systems. The origin of two 

absorption peaks can be understood from Figure 2.31d. The bright and dark oscillators resonate in phase for 

the lower energy peak. On the other hand, those oscillators resonate anti-phase for the higher energy peak. 

 For more insight into mode splitting, we observe the displacement xi. Figure 2.32a shows real and 

imaginary parts of xi. For the bright oscillator, we can find two Lorentzian-like dispersions in wavelength 

ranges of λ > λ0 and λ < λ0, where λ0 is the resonance wavelength. At λ = λ0, the slope of Re[xB] is negative, 

and Im[xB] is zero. Therefore, EIT can give a large group index ng = n + ωdn/dω at the resonance. This 

phenomenon leads to slow group velocity; therefore, EIT has been investigated for slow light applications 

[56, 178]. The dark oscillator´s displacement also has two Lorentzian-like dispersions in λ > λ0 and λ < λ0. 

However, the Lorentzian-like dispersion in λ < λ0 has an opposite sign compared to a normal Lorentzian-

like dispersion. This suggests that anti-phase resonance occurs between the bright and dark oscillators in λ 

< λ0. The phases are calculated by φi = arg(xi) and plotted in Figure 2.32b. φB is positive in the entire 

wavelength range. Contrary, φD is equal to φB in λ > λ0 and becomes negative in λ < λ0. At around λ = λ0, 

both φB and φD abruptly change. By having a closer look at this abrupt change, we can find that φB crosses 

π/2, and φD changes from π to – π at λ = λ0. Figure 2.32b shows a phase difference of φB – φD. In λ > λ0 and 

λ < λ0, the phase difference is zero and π¸respectively. This result proves that the lower energy resonance is 

in-phase oscillation and the higher energy resonance is anti-phase, as shown in Figure 2.31d. The abrupt 

change occurs at around λ = λ0, and it is found that the phase difference is – π/2. 

 

 

Figure 2.32. The displacements and phases of the CO model with ΓB = 0.5ω0, ΓD = 0.001ω0, and κ = 0.6ω0. (a) The 

real and imaginary parts of the displacement of the oscillators are presented as red and blue solid lines, respectively. 

The vertical dashed gray line shows the resonance wavelength. (b) The phases of the bright and dark oscillators and 

the phase difference between them are shown. The insets zoom around the resonance wavelength. 

 

 Based on the understanding of EIT, we will see some examples of EIT in coupled plasmonic systems. 

We first confirm the validity of the CO model by checking the study by Na Liu et al. [57] (Figure 2.33a). 

Their coupled plasmonic system comprises a dipolar antenna vertically placed over a quadrupolar antenna, 

slightly different from the one shown in Figure 2.30c. Figure 2.33a also shows the optical properties of the 

dipolar-quadrupolar antenna (DQA) with different displacements of s. The coupling strength is maximized 

when the dipolar antenna is placed close to the tip of the quadrupolar antenna. Therefore, its mode splitting 

becomes stronger with an increase in s, creating a transparency window. Na Liu et al. designed a CO model 

to describe the underlying physics of EIT. Their CO model was well fitted to the experimental absorption 

spectral, meaning the CO model is a proper mechanical model to investigate EIT properties of coupled 

plasmonic systems. 
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Pin Wu et al. proposed a coupled plasmonic system composed of three split ring resonators (SRRs): 

one vertical SRR (VSRR) and two horizontal SRRs (HSRRs) [58] (Figure 2.33b). An incident wave is 

polarized along the VSRR so that the VSRR can couple to the incident wave. An LSP of the VSRR creates 

a current loop, inducing a magnetic dipole resonance. The HSRRs are resonated only by coupling with fields 

created by the VSRR. Thus, the VSRR and HSRRs correspond to the bright and dark oscillators, respectively. 

The coupling between the VSRR and HSRRs occurs based on Lenz´s law, and the current loops are created 

in the HSRRs to eliminate the magnetic field of the VSRR. For strong coupling, the magnetic field of the 

VSRR has to pass through the center of the HSRRs. Therefore, the coupling becomes stronger when a lateral 

displacement D is large. The absorption profile of the SRR-based system change depending on D, and an 

EIT-like spectrum can be observed for a large D. To describe the mechanism of EIT, Pin Wu et al. designed 

a quantitative model based on an RLC circuit approach. Their RLC model well reproduced the numerical 

results. The magnetic field distribution maps show that the magnetic fields of the HSRRs become stronger 

with increasing D, proving the existence of a coupling phenomenon based on Lenz´s law. Their magnetic 

field analysis explained that there is π/2 phase difference in the resonances of the VSRR and HSRRs, 

coinciding with the analysis made in Figure 2.32b. 

 

 

Figure 2.33. (a) The optical properties of the DQA with different lateral displacements. The absorption spectra are 

calculated by A = 1 – R – T, where R and T are reflectance and transmittance. Reprinted with permission from Ref. [57] 

© 2009, Nature Publishing Group. (b) The SRR-based plasmonic system with different lateral displacements Ref. [58]. 

(c) The absorption properties of the plasmonic composite system composed of the Au block dimer and the single 

molecule. The dashed red solid and blue lines are for the dimer and molecule in the composite system, respectively. 

The absorption spectra of the molecule are amplified from the original values. The solid black lines are reference 

absorption spectra of the dimer without the molecule. Reprinted with permission from Ref. [179] © 2015, American 

Chemical Society. (d) The scattering properties of the Ag nano-spheroid with the molecular shell made of J-aggregate. 

The blue and pink solid lines are scattering spectra from measurements and a CO model fitting, respectively. Reprinted 

with permission from Ref. [180] © 2013, The Author(s) CC BY 3.0. 

 

In addition to fully plasmonic systems, plasmonic composite systems also can induce EIT [181]. For 

example, Murata et al. numerically investigated a mode splitting phenomenon of a plasmonic dimer 

coupling with a single molecule [179] (Figure 2.33c). The plasmonic dimer is composed of two Au blocks. 

The single molecule possesses a dipolar resonance and is resonated only through near-field coupling to an 
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LSP of the Au blocks. The single molecule is placed between the blocks, where the near-field is the strongest. 

To investigate the coupling strength dependency, the strength of the dipole resonance of the molecule is 

increased from 8 to 60 Debye. With an increase in the coupling strength, the mode splitting is intensified, 

and a transparency window is created in the same way as the other plasmonic systems. Murata et al. 

mentioned that the near-field coupling significantly enhances the molecule's absorption since the 

electromagnetic energy is concentrated on the molecule at the transparency window. This result indicates 

that the mode splitting phenomenon can enhance the absorption of a dark oscillator. With further increase 

in the coupling strength, the molecule's absorption also split into two peaks, resulting in a strong coupling 

phenomenon, such as Rabi splitting. 

An EIT-like spectral profile has been observed in plasmonic composite systems not only theoretically 

but also experimentally. Zengin et al. experimentally investigated a mode splitting phenomenon of an Ag 

nano-spheroid covered with a molecular shell made of J-aggregate [180] (Figure 2.33d). Measured 

scattering spectra of different sizes of the Ag nano-spheroid (solid blue lines) show mode splitting, which 

is attributed to a strong near-field interaction between an LSP and a molecular vibration of J-aggregate. For 

an insight into the mode splitting, Zengin et al. compared the experimental results with their CO model 

(solid pink lines). The CO model reproduced the experimental data well, proving that the CO model is an 

appropriate qualitative model to describe the mode splitting of plasmonic composite systems. 

 

2.5.2.  Electromagnetically induced absorption 

EIA is first observed by Akulshin et al. in a two-level atomic system [182, 183]. Akulshin et al. suggested 

that EIA is a result of quantum constructive interference. EIA has been investigated using coupled plasmonic 

systems. However, in contrast to EIT, there is no unified interpretation of the mechanism of EIA. I will 

introduce three different interpretations of EIA in the following. 

The first interpretation is that EIA is induced by a phase-retarded coupling. Using a DQA shown in 

Figure 2.34a, Taubert et al. experimentally and theoretically investigated EIA [59, 184]. The DQA has a 

vertical distance of dz = 100 nm. With increasing a lateral displacement S of the dipolar antenna, the 

absorption of the DQA is enhanced at around a wavelength of 2 µm (150 THz), and its spectral shape 

becomes an EIA-like profile. Taubert et al. explained that the coupling has near- and far-field effects because 

of a relatively large spatial distance between the dipolar and quadrupolar antenna. These effects cause phase 

retardation in coupling. This phase-retarded coupling allows constructive interaction in the DQA. Therefore, 

an LSP of the DQA is amplified, resulting in EIA. To elucidate EIA by constructive coupling, Taubert et al. 

proposed an extended CO model by modifying Equations 2.110 and 2.111 
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where, F(t) = F0e –iωt is the external force per mass, and xi(t) = cie–iωt is the displacement. φ describes the 

phase retardation in the coupling. The self-consistent forms of Equations 2.115 and 2.116 are 
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The dissipated power of the extended CO model can be obtained similarly to Equation 2.114. Taubert et al. 

employed a systematic study of the dissipated power. For this study, some approximations were made based 

on ω ≈ ωB ≈ ωD. Their study indicates that EIT-like spectral profiles are observed when φ < π/4, and the 

EIT-like feature becomes the most pronounced at φ = 0. EIA-like spectral profiles are also confirmed in a 

phase range of φ > π/4, and the strongest sharp absorption peak appears at φ = π/2. These results can be 

easily understood from Equation 2.117. At the resonance ω0 = ωB = ωD, the power dissipation per mass of 

the extended CO model is given as 

𝑃(𝜔) ∝
1

(−𝛤B𝛤D𝜔0
2 − 𝜅4 cos 2𝜑)2 + (𝜅4 sin2𝜑)2  

 2.119 

Equation 2.119 is minimized and maximized when φ = 0 and φ = π/2, respectively. Therefore, it is 

understood that φ = 0 and φ = π/2 correspond to destructive and constructive coupling, respectively. The 

signature of EIT-like and EIA-like spectral profiles become pronounced by increasing the coupling strength. 

With a further increase in the coupling strength, the power dissipation becomes negative, which is not the 

case for coupled plasmonic systems [184]. 

 

 

Figure 2.34. EIA by the phase-retarded coupling. (a) The dipolar-quadrupolar antenna with a large vertical 

displacement between the dipolar and quadrupolar antennas. Reprinted with permission from Ref. [59] © 2012, 

American Chemical Society. (b) The MA based on EIA from Ref. [185] (d) The plasmonic system composed of a 

grating of Au wires embedded in the EuS film. Reprinted with permission from Ref. [186], CC BY 4.0. 

 

 The interpretation of EIA proposed by Taubert et at. has been applied to design plasmonic systems for 

various applications. For example, Jinna He et al. proposed a MA whose strong absorption is attributed to 

EIA [185] (Figure 2.34b). Their structure is similar to the DQA, but their dark oscillator is a metal film with 

a long slot, which is designed based on Babinet’s principle. The long slot possesses magnetic quadrupolar 

resonance. When a lateral displacement S is increased with a fixed vertical displacement D = 175 nm, an 
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EIA-like absorption peak appears at around a wavelength of 705 nm. D dependency for a fixed S = 70 nm 

shows that the absorption spectra change from EIA-like to EIT-like spectral profiles with a decrease in D. 

Phase retardation was investigated based on Equations 2.115-2.118. The results showed that the phase 

changes from 0 to π/2 with an increase in D; therefore, Jinna He et al. concluded that their perfect absorption 

is attributed to EIA by phase-retarded coupling. 

 Floess et al. designed a plasmonic waveguide system composed of Au wire-grating embedded in a EuS 

film for a large Faraday rotation [186] (Figure 2.34c). Their system exhibit EIA by an interaction between 

an LSP of the Au wires and a waveguide mode of the EuS film. The interaction involves phase retardation, 

which can be controlled by changing the Burial parameter b. The plasmonic waveguide possesses an EIT-

like absorption profile for a small b, but it turns into an EIA-like absorption profile at a certain b. This 

spectral change is similar to the cases of the systems mentioned above. 

 Taubert´s interpretation of EIA has been utilized to describe the EIA of different plasmonic systems; 

however, it still contains ambiguity. Taubert et. al. also investigated the time-dependent electric field around 

the dipolar and quadrupolar antennas at the resonance and measured a phase difference between their 

oscillations [59, 184]. This electric field analysis suggested an π/2 phase difference, which coincides with a 

criterion for constructive coupling. However, as indicated by the CO model (Figure 2.32b) and the study by 

Pin Wu et al. (Figure 2.33b), the resonances of the bright and dark oscillators intrinsically have π/2 phase 

difference because of their damping. Therefore, the phase difference that Taubert et al. observed may not 

be a distance-dependent phase retardation. In addition, Ming-li Wan et al. investigated the EIA of a 

plasmonic system similar to Figure 2.34b. They demonstrated EIA with a vertical distance that is small 

enough to suppress the retardation effects. This result suggests that phase-retarded coupling may not be 

required to induce EIA [187]. 

 When examining plasmonic-polymer composite systems, we arrive at a different interpretation of EIA 

[60, 188]. Adato et al. explained that a critical parameter to induce EIA is a ratio of the intrinsic damping 

γint to the radiative damping γrad in a plasmonic component of a composite system [60]. Their analysis was 

based on the TCMT introduced in Equation 2.105. A plasmonic particle can be approximated as an optical 

cavity with a single input and output port. Thus, the absorption of the plasmonic component may be given 

by Equation 2.106 (Figure 2.35a). Adato et al. suggested that there are two regimes of γint/γrad: an over-

coupled regime for γint/γrad < 1 and an under-coupled regime for γint/γrad > 1. When the plasmonic component 

is combined with a polymer component, the intrinsic damping of the entire system becomes a sum of 

intrinsic dampings of the plasmonic and polymer components. Therefore, the entire system has a larger 

γint/γrad than the isolated plasmonic component. Suppose the plasmonic component has sufficiently small 

γint/γrad in the over-coupled region (red mark in Figure 2.35a). In that case, the absorption of the entire system 

can be enhanced at the resonance of the polymer component (red arrow in Figure 2.35a), resulting in EIA. 

In contrast, if the plasmonic component has γint/γrad ≥ 1 (green and blue marks in Figure 2.35a), the absorption 

of the entire system becomes weaker than the initial state (green and blue arrows in Figure 2.35a). Therefore, 

the absorption of the entire system shows an EIT-like spectral profile.  

Based on the findings in Figure 2.35a, Adato et al. demonstrated EIA by using two different composite 

systems. One system is an Ag nano-spheroid covered with a polymer shell. It was assumed that a molecular 

vibration of the polymer shell is tunable so that the molecular vibration occurs at the resonance frequency 

of an LSP of the Ag nano-spheroid. In Figure 2.35b, the Ag nano-spheroids with three different lengths are 

considered: a = 90 nm for γint/γrad < 1, a = 60 nm for γint/γrad ≈ 1, and a = 30 nm for γint/γrad > 1. The bottom 

panel of Figure 2.35b presents the absorption spectra of those spheroids with the shell (solid lines) and 

without the shell (dashed line). Depending on a, the absorption spectra of the spheroids have different 

spectral profiles. When a = 90 nm, the absorption is enhanced by adding the shell and has an EIA-like 

spectral profile. In contrast, the spheroids with a = 60 nm and 30 nm possess an absorption dip at the 
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resonance of the molecular vibration. These spectral changes coincide with the findings in Figure 2.35a. 

Another system that Adato et al. investigated was a MA covered with a thin polymer film that has a 

molecular vibration at 1686 cm-1 (6 µm in wavelength). The size of a dipolar antenna on top of the MA was 

determined so that its LSP has the same resonance frequency as the polymer film. As discussed in Chapter 

2.4, radiative damping of a MIM structure can be controlled by changing a gap size (thickness of an insulator 

layer). Based on this, the MAs with four different gaps are considered: gap = 400 nm for γint/γrad < 1, gap = 

280 nm and 200 nm for γint/γrad ≈ 1, and gap = 80 nm for γint/γrad > 1 (the middle panel of Figure 2.35c). In 

the bottom panel of Figure 2.35c, it is found that those three cases fall into the same result as the case of the 

Ag nano-spheroid. The absorption of the MA with gap = 400 nm is dramatically enhanced by the plasmon-

molecular coupling and has an EIA-like spectral profile. The MA with a gap smaller than 280 nm has an 

EIT like-spectral profile. This is because the absorption decreases at the resonance of the polymer shell.  

As shown in Figure 2.35, plasmonic-polymer composite systems can exhibit EIA-like properties only 

when γint/γrad < 1. However, it has not been described exactly how γint/γrad influences absorption enhancement. 

As discussed in Figure 2.33c, Murata et al. suggested that the absorption of a polymer component can be 

dramatically enhanced by near-field coupling to an LSP. However, Adato´s work did not reveal whether 

EIA is attributed to absorption enhancement in the plasmonic or polymer component. This ambiguity must 

be cleared for designing new types of EIA-based plasmonic systems. 

 

 
Figure 2.35. EIA of plasmonic-polymer composite systems. (a) Absorption of a single port cavity calculated by the 

TCMT. The yellow and cyan-shaded areas indicate the over- and under-coupled regimes. (b) The Ag-spheroid covered 

with a polymer shell with tunable molecular vibration. (c) The MA covered with a polymer thin film. Reprinted with 

permission from Ref. [60] © 2013, American Chemical Society. 

 

 In addition to the interpretations mentioned above, Tassin et al. suggested that intrinsic damping and 

coupling strength are key parameters to induce EIA in coupled-plasmonic systems [61]. Their analysis 

considered a two-dimensional array composed of coupled-plasmonic elements. In this case, the 

electromagnetic responses of such an array can be averaged by an electric current sheet with an effective 

surface conductivity. This surface conductivity can be approximately described using the CO model given 

by Equations 2.112 and 2.113. Using the effective surface conductivity, reflectance and transmittance of the 

array can be calculated. Figure 2.36a shows a systematic analysis of the array´s absorption for three 

parameters: the bright oscillator´s damping ΓB, the dark oscillator´s damping ΓD, and coupling strength κ. 

In this analysis, it was considered that the bright and dark oscillates have the same resonance frequency, 

and all three parameters (ΓB, ΓD, κ) are normalized by the resonance frequency. The analysis suggested that 
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the dark oscillator´s damping must be moderately large, and the coupling strength must be moderately small 

to induce EIA. 

Tassin et al. experimentally reproduced the systematic analysis by using a copper cut wire as the bright 

oscillator and two copper closed-ring resonators as the dark oscillator (Figure 2.36b). In this system, the 

coupling strength can be increased by increasing the lateral displacement of the cut wire d. With decreasing 

d, the mode splitting becomes smaller, and the sharp absorption peak appears over a broad background 

spectrum. This experimental result corresponds to the case of the right column of Figure 2.36a. Similar 

experimental results have been observed in different plasmonic systems [189]. 

 

 

Figure 2.36. EIA originating from a weak coupling. (a) Systematic analysis of absorption properties of an array 

composed of coupled-plasmonic elements. (b) The absorption spectra of the plasmonic-coupled system composed of 

the cupper cut wire and the copper closed-ring resonators. Reprinted with permission from Ref. [61]  © 2012 American 

Physical Society. 

 

 In summary, in this chapter, I described the fundamental mechanism of radiative cooling. Also, I 

discussed the essential fundamentals of optical engineering for maximizing the temperature reduction of 

RCs. Having understood radiative cooling and optical engineering, I introduced several examples of RCs 

based on plasmonic/nanophotonic absorbers. They are capable of achieving the optimal absorption 

properties for radiative cooling. However, I pointed out their significant drawback: they are not suitable for 

producing a scalable RC since they require complex nano- and micro-structures. I suggested that EIT and 

EIA may contribute to realizing a scalable RC, and I provided the mechanistic descriptions of EIT and EIA. 

Based on the findings from this chapter, I conducted various theoretical investigations to advance radiative 

cooling, summarized in the following chapter. 
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3. Overview of contributions 

This chapter outlines my research contributions that will be discussed in the following chapters (Figure 3.1). 

During my Ph.D., my main research aim was to discover innovative approaches for absorption engineering 

in order to advance radiative cooling. As shown in Section 2.5, EIT and EIA have great potential to provide 

us with additional controllable variables in absorption engineering. From this fact, I followed the idea that 

by utilizing EIT and EIA, one may be able to pave a way to develop RCs possessing scalability and well-

controlled absorption simultaneously. To assess the feasibility of this approach, a deep understanding of 

EIT and EIA is essential. Through the extensive research introduced in Section 2.5.1, the mechanism of EIT 

has been uncovered. In Chapter 5, I will seek a new approach to achieve selective broadband absorption by 

utilizing EIT based on the established knowledge. In contrast to EIT, as discussed in Section 2.5.2, the 

interpretations of EIA still contain ambiguities in its underlying physics. It is crucial to establish a thorough 

understanding of EIA for developing EIA-based RCs. In Chapters 6 and 7, I will focus on fundamental 

investigations to elucidate the mechanism of EIA, which I expect to benefit future advancements in radiative 

cooling. 

 Aside from the main research focus, in Chapter 8, I will discuss an additional topic to further advance 

radiative cooling. In Section 2.1.3, I introduced that the cooling performance of RCs is degraded under high 

humidity since the atmosphere becomes absorptive even in the primary ATW. In order to solve this problem, 

it has been suggested that an ALT filter may be capable of recovering cooling performance. Various ALT 

filters have been proposed for radiative cooling [72]; however, a thorough understanding of those ALT 

filters has not been given. Therefore, I investigate the optical properties of a dielectric corner reflector 

(DCR), which is widely known as a conventional ALT filter. I greatly extend the current knowledge of the 

DCR and expect that it will be a crucial foundation for future investigating radiative cooling for high 

humidity. 

 

 

Figure 3.1. Graphical overview of my research contributions. 
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3.1. Synopsis 

In Chapter 5, I investigate an EIT-based MA. A semishell is a plasmonic nanostructure composed of a 

dielectric core partially covered by a plasmonic shell. The semishell can be fabricated using colloidal 

lithography. Therefore, by designing an MA with the semishell, we can produce scalable devices. An LSP 

of the semishell can be easily tuned by changing sphere size and shell thickness, enabling us to obtain the 

absorption peak at a certain wavelength. A drawback of the semishell is that it does not possess broadband 

absorption since the semishell is a dipole resonator. To widen the absorption bandwidth of the semishell, 

we may be able to use near-field interaction between the LSP of the shell and a Mie resonance of the core. 

The core is generally made of low refractive index dielectrics, such as SiO2. Therefore, the core does not 

act as an optical resonator. However, as seen in Chapter 2.3, SiO2 has high dispersion in the MIR range, 

allowing the core to support a Mie resonance with low damping. Therefore, a strong interaction between the 

LSP and Mie resonance can be expected to induce a strong mode splitting. This mode splitting may enable 

us to increase the absorption bandwidth of the semishell without requiring additional complex structural 

design. 

Based on this idea, I designed a semishell absorber composed of an ITO shell and a SiO2 core (Figure 

3.2a). The absorption properties of the semishell absorber were numerically investigated using COMSOL 

multiphysics, which is a commercial software based on the finite element method (FEM) [190, 191]. The 

proposed structure is simple and possesses strong broadband absorption. In Figure 3.2b, the solid black line 

shows an absorption spectrum of the semishell absorber whose structural parameters have been optimized 

for radiative cooling. Its high absorptivity is confined to the primary ATW. The average absorptivity in the 

primary ATW is 87%. This high average absorptivity cannot be obtained if the SiO2 core is absent (the gray 

dashed line of Figure 3.2b). Figure 3.2c shows the absorption spectra of each component of the absorber. It 

is understood that the ITO shell possesses two pronounced peaks by mode splitting, resulting in broadband 

absorption. This mode splitting is attributed to an interaction between an LSP of the ITO shell and a 

magnetic dipole Mie resonance of the SiO2 core. For more insight into the mode splitting phenomenon, I 

employed quantitative analysis using a CO model and the coupled dipole method (CDM). The CDM is a 

numerical method that can describe dipole-dipole interactions based on scattered fields given by Equations 

2.70-2.71 for electric dipole moments and Equations 2.98-2.99 for magnetic dipole moments. The 

quantitative analysis not only develops a deeper understanding of mode splitting but also introduces 

significant findings regarding EIA, which suggests that a dipole-dipole interaction may induce EIA by 

phase-retarded coupling. 

 

 

Figure 3.2. Overview of Chapter 5. (a) Schematic of the semishell absorber. (b) The absorption spectra of the semishell 

absorber with and without the SiO2 core. (c) The absorption spectra of each component of the semishell absorber. 

 

In Chapter 6, I established a unified interpretation of EIA occurring in coupled-plasmonic systems 

introduced in Chapter 2.5. This chapter builds a foundation for further investigating the EIA of a dipole-

dipole system discussed in Chapter 8. I used two coupled-plasmonic systems well-known for EIA: a 
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plasmonic-polymer antenna (PPA) and a fully plasmonic dipole-quadrupolar antenna (DQA) (Figure 3.3a). 

In the PPA, the near-field of a plasmonic antenna strongly interacts with the molecular vibration of a 

polymer shell. According to Adato´s work, EIA is observed when the radiative damping γrad of the plasmonic 

antenna significantly overcomes its intrinsic damping γint (Figure 2.35). However, the EIA of the DQA is 

explained differently. Taubert described that the dipolar and quadrupolar antennas are spatially separated so 

that the coupling between the antennas involves phase retardation. This phase retardation makes the 

coupling constructive, resulting in EIA (Figure 2.34).  

 To elucidate the mechanism of EIA of those coupled-plasmonic systems, I built an extended CO (ECO) 

model that can consider all intrinsic and radiative damping channels in those systems. This consideration 

was based on the interpretations of EIA introduced in Figure 2.35 and Figure 2.36. Using the FEM 

simulation and the ECO model, I investigated the optical properties of the PPA and DQA. The ECO model 

well reproduced the results from the FEM simulation, proving that the ECO model is an appropriate 

quantitative model to investigate those systems. It was found that for both systems, EIA is attributed to an 

absorption enhancement occurring in the dark oscillator. This absorption enhancement was understood as 

the following: the dark oscillator interacts with the bright oscillator through the near-field, and the dark 

oscillator strongly absorbs the energy transferred from the bright oscillator. Using the ECO, I formulated a 

critical parameter Φ to maximize the absorption of the dark oscillator. Φ is a ratio of coupling strength to 

total damping of the entire system. The maximum absorption of the dark oscillator is given by Φ = 1. Φ = 

1 means that the amount of energy transferred between the oscillators takes balance with the amount of 

energy dissipated in the entire system. This coupling state can be considered a critical coupling state. 

A systematic analysis was employed by calculating optical spectra using the ECO model for a deeper 

insight into the mechanism of EIA. Figure 3.3b presents the bright oscillator´s extinction and the dark 

oscillator´s absorption as functions of the wavelength and Φ. In this analysis, it was considered that the dark 

oscillator does not possess radiative damping, and the bright and dark oscillators have the same resonance 

wavelength. With an increase in Φ, the bright oscillator´s extinction splits into two peaks, and the mode 

splitting becomes strong. The bright oscillator´s absorption also has the same trend in the spectral change. 

Meanwhile, the dark oscillator´s absorption is enhanced by increasing Φ to 1, and the absorption starts 

decreasing when Φ exceeds 1. The dark oscillator´s absorption also shows mode splitting for a large Φ. 

From Figure 3.3b, it was understood that the bright oscillator´s absorption always has an EIT-like spectral 

profile, but the dark oscillator´s absorption can possess a pronounced peak when Φ ≈ 1. 

 

 

Figure 3.3. Overview of Chapter 6. (a) Schematics of the two coupled plasmonic systems well-known for EIA. (b) 

The color maps of the normalized extinction of the bright oscillator and the normalized absorption of the dark oscillator. 

These color maps are calculated using the ECO model. (c) Schematic image of EIA of coupled plasmonic systems. 
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From the discussion above, it is found that EIA is attributed to maximizing the dark oscillator´s 

absorption by satisfying Φ = 1. However, an EIA-like spectral profile in the total absorption of the entire 

system cannot be observed just by satisfying Φ = 1. In addition, the absorption of the bright oscillator must 

be sufficiently smaller than that of the dark oscillator (Figure 3.3c). This situation can occur only when the 

bright oscillator has sufficiently large γrad/γint. However, Φ = 1 does not depend on γrad/γint of the bright 

oscillator. Therefore, if EIA of the coupled plasmonic systems is recognized as the EIA-like spectral profile 

shown in Figure 3.3c, γrad/γint of the bright oscillator is a critical parameter to achieve EIA. On the other 

hand, if EIA is considered the maximum absorption of the dark oscillator, EIA is solely determined by Φ = 

1. This interpretation of EIA is applied not only to the PPA and DQA but also to other coupled plasmonic 

systems. Throughout Chapter 6, an effect of phase-retarded coupling is not found for the DQA, contradicting 

the studies introduced in Figure 2.34a. 

 

In Chapter 7, I focused on EIA originating from phase-retarded coupling. As mentioned in Section 2.5.2, 

the EIA of atomic systems is attributed to constructive quantum interference. However, EIA that we have 

observed in the coupled plasmonic systems is related to destructive interference, which can be understood 

from the bright oscillator´s absorption involving mode splitting. Therefore, it is found that the coupled 

plasmonic systems are not suitable systems to achieve constructive interference. However, the findings from 

Chapter 8 suggests that a dipole-dipole interaction may realize phase-retarded coupling, which may result 

in constructive interference. 

Therefore, for this investigation, I considered a system where a plasmonic particle interacts with a 

dielectric particle through their scattered field. In general, a plasmonic particle has higher damping than a 

dielectric particle, and both particles can strongly couple with an incident wave. Thus, the plasmonic and 

dielectric particles can correspond to a bright and a dark oscillator, respectively. Suppose those particles are 

on the subwavelength scale. In this case, their optical resonances can be approximated by electric or 

magnetic dipole moments, which allowed me to use the CDM to analyze the optical properties of such a 

system. In this plasmonic-dielectric dimer system, it is considered that the dielectric particle does not have 

intrinsic damping. Thus, the dielectric particle acts only as a scattering particle. In this case, if constructive 

interference occurs, EIA is expected to appear as a result of absorption enhancement in the plasmonic 

particle. 

Firstly, I formulated the phase-retarded coupling using the CDM. Based on this formulation, I designed 

an ECO model to provide an intuitive picture of the phase-retarded coupling. These quantitative analyses 

predict that three forces originating from the incident and scattered waves work on the plasmonic particle. 

Those forces have different phases that can be controlled by changing an interparticle distance. Thus, the 

forces can constructively work on the plasmonic particle when the interparticle distance is optimized. 

Consequently, the amplitude of the plasmonic particle´s dipolar resonance is dramatically enhanced, 

resulting in EIA. 

To demonstrate EIA by the phase-retarded coupling, I designed a plasmonic-dielectric dimer composed 

of a plasmonic core-shell particle and a dielectric sphere (Figure 3.4a). Figure 3.4b shows the optical 

properties of those particles without coupling. The plasmonic core-shell particle has a broad absorption 

spectrum due to its LSP, and the dielectric sphere has a narrow scattering spectrum due to its dipolar 

magnetic Mie resonance. They have resonance peaks at almost the same wavelength. Using the FEM 

simulation, the absorption properties of the plasmonic-dielectric dimer are numerically characterized. Figure 

3.4c presents the absorption spectra of the dimer with different interparticle distances d (Note that since the 

dielectric sphere is lossless, the absorption spectra are dominated by the absorption of the plasmonic core-

shell particle). The dashed gray line is a reference absorption spectrum of the isolated plasmonic core-shell 

particle, taken from Figure 3.4b. The vertical blue line indicates the resonance wavelength of the dielectric 

particle. It is found that the absorption has an EIT-like spectral profile for small and large d, but it is 

significantly enhanced at d ≈ 2 µm. This absorption enhancement is attributed to EIA by the phase-retarded 

coupling and is considerably stronger than the EIA by near-field coupling observed in Chapter 6. 
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An optimum d to maximize the EIA can be easily found using a d-dependent function Ppm. Ppm is 

derived from the CDM and describes the degree of absorption enhancement at the resonance. Ppm = 1 means 

that there is no absorption enhancement. Ppm > 1 indicates that constructive interference occurs, resulting in 

an EIA-like spectral profile. Meanwhile, the absorption spectrum possesses an EIT-like spectral profile 

when Ppm < 1. Ppm shown in Figure 3.4d shows that the absorption of the plasmonic core-shell particle has 

an EIA-like feature when d is intermediately large. This prediction coincides with the spectral changes 

observed in Figure 3.4c. Ppm is maximized at around d = 2 µm, and the plasmonic core-shell particle also 

has maximum absorption at d ≈ 2 µm, proving the robustness of Ppm. Ppm is a versatile function that can be 

applied to different dipole-dipole systems and dimer orientations. Thus, Ppm possesses the potential to 

provide us with an additional degree of freedom to enhance the absorption of plasmonic systems. 

In summary, in Chapters 6 and 7, I theoretically investigated EIA using various plasmonic and photonic 

structures and revealed that there are two different types of EIA. One originates from the fact that near-field 

coupling between bright and dark oscillators enhances the absorption of the dark oscillator. Another is 

attributed to the fact that the absorption of a bright oscillator is strengthened by constructive interference 

occurring in intermediate-field coupling. I elucidated the conditions to maximize those EIAs, benefiting the 

optimization of EIA-based systems. I expect that these fundamental understandings of EIA can provide us 

with new approaches for enhancing and controlling the absorption properties of RCs to maximize cooling 

performance. 

 

 
Figure 3.4. Overview of Chapter 7. (a) Schematic of the plasmonic-dielectric dimer. (b) The absorption spectrum of 

the isolated plasmonic core-shell (red line) and the scattering spectrum of the isolated dielectric sphere. (c) d-

dependency of the plasmonic core-shell´s absorption. (d) Ppm as a function of d. 

 

Chapter 8 contributes to an additional topic regarding ALT filters for radiative cooling and discusses the 

reflection mechanism of a DCR (Figure 3.5a). The DCR is a conventional photonic structure composed of 

a one-dimensional grating with a triangular structure. The triangular structure is sufficiently larger than the 

wavelengths of an incident light; therefore, total internal reflections (TIRs) occur in the triangular structure 

only for the backward incidence, resulting in the ALT properties of the DCR. Many different ALT filters 

have been proposed for various applications. However, I considered that the DCR can be one of the most 

suitable ALT films for radiative cooling because other ALT filters are based on nonreciprocal materials or 

composed of complex structures. These aspects are problematic for the production of a scalable ALT filters. 

In contrast, the structure of the DCR is relatively simple, and the DCR does not require nonreciprocal 

materials for ALT.  

In order to figure out the feasibility of the DCR recovering cooling performance under high humidity, 

it is crucial to understand the optical properties of the DCR. In general, the optical properties of the DCR 

are described based on geometrical optics. However, geometrical optics is not sufficient since the TIRs 
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create evanescent waves on the surfaces of the triangular structure. These evanescent waves propagate on 

the surfaces for a certain distance, which is determined by the Goos-Hänchen (GH) shift. Thus, energies 

carried by the evanescent waves can leak from the DCR when the evanescent waves strike the downward 

corner of the triangular structure because of wave diffraction. This diffraction of the evanescent waves is 

expected to weaken the reflection of the DCR for the backward incidence. 

For a better understanding of the effects of the diffraction, I built a quantitative model based on the 

GH shift. This model is called the diffraction loss (DL) model and considers that the amount of the 

evanescent wave´s energy leaking from the triangular structure is proportional to the GH shift. Figure 3.5b 

shows reflection spectra for the backward incidence calculated by the FEM simulation (solid line) and the 

DL model (dashed line). The x-axis of the plot is the wavelength λ0 normalized by the side length of the 

triangular structure L. The DL model is in good agreement with the FEM simulation, proving that the DL 

model is an appropriate model to investigate the reflection properties of the DCR. Since the GH shift is 

proportional to the wavelength, the reflectance linearly decreases with an increase in the wavelength. To 

prove that the reflection reduction is attributed to the diffraction of the evanescent waves, electric field 

distribution maps are shown in Figure 3.5c. These maps consider DCRs with different base angles. For the 

base angle of 45°, the incident wave is confined in the triangular structure, resulting in high reflectance. In 

contrast, by decreasing the base angle, it is found that a significant amount of the incident wave´s energy 

leaks from the triangular structure by the diffraction of the evanescent waves. This is because the GH shift 

becomes larger when the incident angle is close to the critical angle. These fundamental understandings of 

the DCR enable us to optimize the structural parameters and maximize the ALT properties. 

 

 

Figure 3.5. Overview of Chapter 8. (a) Schematic of the DCR. (b) Reflection spectra of the DCR for the backward 

incidence. The solid and dashed lines are calculated using the FEM simulation and the DL model. (c) Color maps of 

the electric field distribution of DCRs with different base angles. 
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Abstract: A plasmonic-photonic structure based on colloidal lithography was designed for a scalable 

radiative cooling system and its absorption properties were theoretically investigated. The structure 

comprises a SiO2 core, which is on top of an Au reflector and partially covered by an indium tin oxide (ITO) 

shell. This simple and scalable structure possesses a strong selective absorption in the primary atmospheric 

transparency window (8–13 µm). The strong selective absorption is attributed to a mode splitting of the 

localized surface plasmon (LSP) of the ITO shell. To understand the mechanisms of the mode splitting, a 

quantitative analysis was conducted using a coupled-oscillator model and a coupled-dipole method. The 

analysis revealed that the mode splitting is induced by a strong coupling between the LSP of the ITO shell 

and a magnetic dipole Mie resonance of the SiO2 core. 

 

5.1. Introduction 

Daytime radiative cooling is an optics-based technology that can decrease the temperature of an object 

below the ambient temperature without requiring any energy input [1]. This radiative cooling technology 

works by completely reflecting/scattering incoming sunlight to minimize heat absorption and emitting 

thermal radiation in the mid-infrared (MIR) range. In the MIR range, there are two atmospheric transparency 

windows (ATW); the primary ATW (8 – 13 µm) and the secondary ATW (16 – 28 µm). Therefore, the 

optical properties of the involved materials should have a strong emissivity in those wavelength ranges for 

a considerable cooling performance. There are two indicators to characterize the cooling performance of 

such a system [1, 2]. One is cooling power, which is the net radiative heat ejection at a certain temperature 

of the system. A high cooling power can be achieved, if the materials demonstrated a black body emissivity 

in the MIR range [3–6]. Another indicator is the temperature reduction, which is determined by the 

difference between the ambient temperature and the temperature of the system at an equilibrium state. At 

this equilibrium state the energy of radiative heat loss of the system equals the heat load by external sources, 

such as the thermal radiation of the atmosphere. For a higher temperature reduction, more precise optical 

engineering is required since the system should have strong selective emissivity only in the primary ATW. 

Optical tailoring for radiative cooling can be realized by plasmonic absorbers, which have been 

extensively investigated because of their variety of energy applications, such as energy harvesting [7] and 

solar thermophotovoltaics [8–10]. One of the most representative plasmonic absorbers is a metal-insulator-

metal (MIM) structure whose top metal layer is structured [11–16]. A strong absorption is induced by 

localized surface plasmons (LSPs) of the top structure, therefore, a selective broadband absorption can be 

obtained by mixing different size and shape of structures [8–10, 17, 18]. However, if a diversity of the 
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structure is increased for a wider absorption bandwidth, a density of each structure decreases, resulting in 

reduced absorption at all wavelengths [9, 17, 18]. An alternative approach is designing a multilayered 

structure [19–21]. A nearly perfect absorption can be obtained in the primary ATW because a single 

structure has a selective broadband absorption [21]. Broadband absorbers based on 2D photonics structures 

have also been designed for radiate cooling, and they showed a selective absorption only in the ATWs by 

phonon-polariton resonances [22–24]. Those plasmonic and photonic structures have almost ideal optical 

properties for radiative cooling, however, their fabrication heavily relies on top-down processes. Therefore, 

they are expensive and mostly not suited to produce a large-area radiative cooling system. 

Difficulties in the fabrication for a scalable device can be overcome by different approaches. One is by 

mixing plasmonic or photonic particles in a polymer matrix [2, 25–27]. This composite film has a selective 

absorption in the ATWs by either broadband LSP or superposition of different order modes of Mie 

resonances, depending on which type of particle was used. Another approach is synthesizing polymer films 

so that they have intrinsic selective absorption by their molecular vibrations [28, 29]. Those two approaches 

do not require any complicated structures and all fabrication processes are based on bottom-up techniques, 

paving the way to a scalable radiative cooling system. However, these systems typically have an additional 

strong absorption outside or a significant absorption dip inside the primary ATW. 

For a finer control of the absorption bandwidth, one of the best strategies is still designing a plasmonic 

or photonic structure such that a single structural motif exhibits the required strong absorption in a specific 

wavelength range, like multilayered structures do [21]. Therefore, in this contribution, we outline a way to 

satisfy a high control of absorption bandwidth and a scalable sample processing at the same time. A 

semishell structure [30–33] composed of a dielectric core and a metal shell is known as a plasmonic 

nanostructure, which can be fabricated by large-area processes using colloidal lithography [34] and metal 

deposition. A semishell structure has been utilized for broadband absorbers. MIM structures whose top is 

composed of a semishell structure possess a broadband absorption in the visible to near-infrared regions [35, 

36]. A close-packed monolayer of a semishell structure combined with a metal reflector strongly absorbs 

radiation in a wavelength range from 3 to 6 µm [37]. These structures demonstrated a broadband absorption; 

however, their absorption bandwidth is not selective.  

To realize a selective absorption by a semishell-based absorber, a structure has to be designed by a 

different approach. In the wavelength regions shorter than the primary ATW, many dielectrics have nearly 

constant low refractive index. In this case, the optical properties of the core are not important, and the core 

can be used just as a support of the metal shell. However, in the primary ATW, some dielectrics have a high 

dispersion, which enable the core to support both electric and magnetic Mie resonances. When the LSP of 

the metal shell interacts with the Mie resonance of the dielectric core at their resonance condition, the 

interaction may cause a mode splitting that can be seen in strong coupling, such as electromagnetic induced 

transparency [38–42] and Rabi splitting [43–46]. This mode splitting has the potential to give additional 

control on the absorption bandwidth and enable us to realize a selective absorption in the primary ATW. 

Based on these ideas, we discuss our theoretical investigation to design a plasmonic-photonic semishell 

structure combined with an Au reflector for radiative cooling applications. Indium tin oxide (ITO) and SiO2 

were chosen for the shell and core, respectively. ITO is known as an alternative plasmonic material, which 

works in the IR range [47, 48]. SiO2 has a high dispersion in the primary ATW, which guarantees the 

excitement of Mie resonances [26]. We discuss the absorption properties of our ITO@SiO2 semishell 

absorber based on Mie theory and the finite element method (FEM). To understand the absorption 

mechanisms in detail, we provide a quantitative analysis based on a coupled-oscillator (CO) model and the 

coupled-dipole method (CDM). 
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5.2. Optical properties of the SiO2 core 

We first investigated the optical properties of the SiO2 core using Mie theory to determine a suitable size 

range for the ITO@SiO2 semishell absorber. The extinction (Cext), scattering (Csca), and absorption (Cabs) 

cross-sections can be calculated as [49] 

𝐶ext,𝑛 =
2𝜋

𝑘2
(2𝑛 + 1)Re[𝑎𝑛 + 𝑏𝑛]  

𝐶sca,𝑛 =
2𝜋

𝑘2
(2𝑛 + 1)(|𝑎𝑛|

2 + |𝑏𝑛|
2)  

𝐶abs,𝑛 = 𝐶ext,𝑛 − 𝐶sca,𝑛  

where k is the angular wavenumber, an and bn are Mie coefficients for n-th order of electric and magnetic 

modes, respectively. n = 1 and 2 correspond to dipole and quadrupole resonance, respectively. Extinction 

(Qext), scattering (Qsca), and absorption (Qabs) efficiency are cross-sections normalized by the geometrical 

cross-section of the core. 

 

 

Figure 5.1. Absorption efficiency of the SiO2 sphere with a radius of (A) 1 µm, (B) 1.5 µm, and (C) 2 µm. The red 

and blue solid curves are the electric and magnetic dipole modes, respectively. The red and blue dashed curves are the 

electric and magnetic quadrupole modes, respectively. 

 

 Figure 5.1 shows the absorption efficiency of the electric dipole (ED), magnetic dipole (MD), electric 

quadrupole (EQ), and magnetic quadrupole (MQ) for the radius of 1 µm, 1.5 µm, and 2 µm. The yellow 

shaded area indicates the Reststrahlen band of SiO2, which is the wavelength range of 8 – 9.3 µm [50]. In 

this band, the SiO2 core supports a localized surface phonon polariton (LSPhP) [51]. ED and EQ for smaller 

radius have an absorption peak at a wavelength that satisfies the Fröhlich condition. Their absorption 

bandwidth is extremely narrow because of low loss of LSPhP. With increase in radius, both ED and EQ 

redshift and become broader because of an increase in radiative damping (see Section 5.7.1, Supporting 

Information) and an optical resonance induced outside of the Reststrahlen band. Magnetic modes cannot be 

excited inside the Reststrahlen band, therefore, the absorption peaks of MD and MQ are always outside of 

this band. Magnetic modes are excited when the dimension of the core is comparable to a wavelength inside 

the core so that magnetic modes redshift with increasing radius [52]. All modes of the Mie resonance have 

an absorption at a wavelength of around 12.5 µm, which is attributed to an intrinsic absorption of the 

transverse optical (TO) mode vibration of the Si-O bond [50]. The absorption at this wavelength increases 

with an increasing radius because the Mie resonances redshift and enhance electromagnetic fields inside the 
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SiO2 core. Further increase of the radius makes quadrupole modes stronger and enables the core to support 

higher order modes. This results in a wider absorption bandwidth (see Section 5.7.1, Supporting 

Information) and should be avoided for a selective absorption in the primary ATW. In addition, higher order 

modes cause additional interactions with LSP of the ITO shell, which might degrade a selective absorption 

of the ITO@SiO2 semishell absorber. Therefore, the core size should be small enough such that dipole 

modes dominate the total absorption of the SiO2 core. 

In the Reststrahlen band, the SiO2 core acts like a metallic particle, meaning that the LSP of the inner 

surface of the ITO shell cannot be induced. Therefore, the LSP can interact only with the magnetic modes 

of the SiO2 core. The SiO2 core with 1 – 2 µm radius has its MD at around 10 µm, close to the middle of the 

primary ATW. This guarantees that an interaction between the LSP and MD inside the primary ATW. From 

these results, the proper size of the SiO2 sphere is estimated to be 1 – 2 µm in radius. 

 

5.3. ITO@SiO2 semishell absorber 

5.3.1. Design of the ITO@SiO2 semishell absorber and FEM simulation  

The simulation model of the ITO@SiO2 semishell absorber is shown in Figure 5.2A. The ITO shell with 

thickness tshell is on top of a SiO2 core with radius rcore. The SiO2 core is immobilized on a thin layer of Au. 

The Au layer not only reflects incoming radiation but also increases the absorption of the ITO@SiO2 

semishell structure. The ITO shell can be produced by ITO deposition on an SiO2 nanoparticle adsorbed on 

an Au surface based on colloidal lithography. Therefore, we also take a perforated ITO film with thickness 

of tshell on top of the Au reflector into account. The LSP of the perforated ITO film is not induced because 

of the electric conduction between the ITO film and the Au reflector. The thickness of the Au reflector is 

fixed as 200 nm, which is thick enough compared to the skin depth in the MIR range. The unit cell of the 

model has the periodicity Pcell. 

We investigate the optical properties of the ITO@SiO2 semishell absorber using COMSOL multiphysics, 

which is a commercial software package based on the finite element method (FEM). It is known that the 

exact optical properties of ITO depend on the deposition method [53–55]. For our investigation, the 

refractive index of ITO was obtained using Drude´s model with parameters in Ref. [53]. Refractive indices 

of SiO2 and Au were obtained from Ref. [56, 57] and Ref. [58], respectively. The surrounding of the 

structure is air. According to Kirchhoff´s law, emissivity is equal to absorptivity, therefore, absorptivity of 

the structure was calculated to evaluate the thermal emission properties. The electromagnetic plane wave 

propagates along – z direction with x polarization. The amplitude of the electric field of the incident wave 

is E0 = 1 V/m. The Bloch-Floquet periodic boundary conditions were applied in x and y direction. Perfectly 

matched layers are applied on the top and bottom of the simulation model (in the z-axis). The absorptivity 

A(λ) was calculated by taking a volume integral of dissipated energy density over the structure and dividing 

the dissipated energy by the energy of the incident wave per area of the unit cell. This method gives the 

same result as another method, which calculates absorptivity by obtaining reflectance and transmittance of 

the structure (see Section 5.7.3, Supporting Information). For the evaluation, the average absorption in a 

wavelength range from λ1 to λ2 was calculated by 𝐴ave =
1

𝜆2−𝜆1
∫ 𝐴(𝜆)d𝜆
𝜆2
𝜆1

. 

 

5.3.2. Absorption properties of the ITO@SiO2 semishell absorber  

We, next, turn our focus to the core-semishell structure and outline the relevance of rcore and tshell on the 

absorptivity. For all calculations, Pcell is fixed as 7 µm. This periodicity was determined based on two 
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considerations: 1) The distance between the semishell structures needs to be large enough to weaken near-

field interactions, which would lead to a broadening of the absorption bandwidth [11]. 2) However, Pcell 

should not be close to and exceed 8 µm (the shortest wavelength of the primary ATW). This is because the 

lattice resonance originated from the periodicity can interact with the LSP and the Mie resonances [59, 60], 

and the interaction degrades the absorption properties of the ITO@SiO2 semishell absorber. Therefore, we 

selected 7 µm as the optimum Pcell even though the near-field interactions between the semishell structures 

are not negligible with this periodicity (see Section 5.7.2, Supporting Information). For rcore dependence 

(see Figure 5.2B), tshell was fixed at 200 nm. The absorption bandwidth increases with an increase in rcore 

because larger SiO2 core can support higher order modes of Mie resonance. The bandwidth is also broadened 

by the decrease of face-to-face distance between semishells, resulting in stronger lateral near-field 

interactions. In addition, the absorption of the semishell redshifts with increasing rcore so that the absorption 

increases especially in the longer wavelength range. For tshell dependence (see Figure 5.2C), rcore was fixed 

at 1.4 µm. tshell changes the spectral shape inside the primary ATW, but the absorption bandwidth does not 

change a lot for different values of tshell. It is known that the absorption peak of the semishell can be 

controlled in a wider wavelength range by changing the radius, and in a narrower wavelength range by 

changing the thickness of the metal shell. Therefore, from rcore and tshell dependences, we can find that rcore 

can be used to adjust the absorption bandwidth, and further optimizations for the selective absorption can 

be made by tuning tshell. 

 

 

Figure 5.2. (A) A schematic illustration of the ITO@SiO2 semishell structure. (B) rcore and (C) tshell dependence of the 

absorptivity of the ITO@SiO2 semishell structure. The blue shaded area indicates the primary ATW. (D) Transmittance 

of the atmosphere [61]. The blue and orange shaded areas indicate the actual primary ATW (8 – 9.3 µm and 10 – 13 

µm) and the Ozone absorption band (9.3 – 10 µm), respectively. (E-F) Average absorption for Figures 5.2B and C. 

The black, blue, and red lines are average absorption in the primary ATW, the actual primary ATW, and the Ozone 

absorption band, respectively. 
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 The average absorption was calculated for the spectra shown in Figures 5.2B and C at different 

wavelength ranges; the primary ATW (8 – 13 µm), Ozone absorption band (9.3 – 10 µm) [24], and the 

actual primary ATW (8 – 9.3 µm and 10 – 13 µm) (see Figure 5.2D). Figure 5.2E shows the average 

absorption for rcore dependence. The absorption is maximized for all wavelength ranges when rcore is around 

1.4 – 1.6µm. The averaged absorption for rcore =1.4 µm and 1.6 µm in the primary ATW is 87% and 88%, 

respectively. This result shows that rcore = 1.6 µm has the highest average absorption, however, the full-

width at half-maximum (FWHM) for rcore = 1.4 µm and 1.6 µm is about 7.7 µm and 9.4 µm, respectively. 

This indicates that the structure with rcore = 1.4 µm has a better selective absorption. Therefore, the best rcore 

is at about 1.4 µm. For tshell dependence (see Figure 5.2F), FWHM is about 7.7 µm for all tshell. The average 

absorption in the primary ATW increases with increase in tshell, however, this doesn´t mean that a thicker 

tshell has better absorption properties. With increase in tshell, the absorption in the Ozone absorption range 

increases, which decreases the cooling power. In the actual primary ATW, the averaged absorption is 

maximized when tshell is about 250 nm, and the value is 89%. When we check for tshell = 200 nm, the average 

absorption is 88% in the actual primary ATW, which is 1% lower than that for tshell = 250 nm. However, 

tshell = 200 nm can have a lower absorption in the Ozone absorption range. Also, the ITO film has an intrinsic 

absorption and thinner ITO film absorbs less electromagnetic waves outside of the primary ATW (see 

Section 5.7.2, Supporting Information). Therefore, by considering all of those aspects, we decided on 200 

nm as the best shell thickness. 

 To understand the absorption properties of the ITO@SiO2 semishell absorber, the absorption of each 

component (ITO shell, SiO2 core, perforated ITO film, Au reflector) was calculated for the structure with 

rcore = 1.4 µm and tshell = 200 nm (see Figure 5.3A). We find that the total absorption is dominated by the 

ITO shell and the SiO2 core absorption. The absorption of the ITO shell has three peaks (at 7.78 µm, 11.27 

µm, and 13.5 µm) which are separated from each other. The absorption of the SiO2 core has three peaks; 

two of them are close to each other (8.93 µm and 9.67 µm) and one of them (12.4 µm) is apart from those 

two peaks. A sharp peak at 7 µm is attributed to the lattice resonance. In Figure 5.3B, the absorption spectra 

of the structure with only SiO2 core or only ITO shell are shown. Comparing to Figure 5.3A, those spectra 

are narrower and weaker than the total absorption of the ITO@SiO2 semishell absorber. Therefore, it is 

found that a selective broadband absorption cannot be obtained from either only the ITO shell or from only 

the SiO2 core. The SiO2 core with and without the ITO shell has a similar absorption. However, the ITO 

shell has multiple peaks when it is combined with the SiO2 core. The absorption of the ITO shell is split into 

two peaks and has a dip at the center of the absorption spectrum of the SiO2 core. This indicates that the 

interaction between the LSP of the ITO shell and the Mie resonance of the SiO2 core induce a mode splitting 

in the LSP. When we compare the absorption of the ITO@SiO2 semishell absorber and the absorption of 

the SiO2 core calculated using Mie theory, we find that the absorption dip of the ITO shell appears at around 

the absorption peak of the MD of the SiO2 core (see Section 5.7.3, Supporting Information). This suggests 

that the mode splitting occurs because the LSP of the ITO shell interacts with the MD of the SiO2 core. To 

support this statement further, we checked the absorption spectra in Figure 5.2B in detail. With increase in 

the core size, the absorption dip of the ITO shell redshifts. This may be because the MD of the SiO2 core 

redshifts (see Section 5.7.2, Supporting Information). Even if the shell thickness changes, the dip does not 

shift because the MD does not shift (see Section 5.7.2, Supporting Information). The ITO shell has one more 

peak at 13.5 µm. This is also attributed to the mode splitting but not to the interaction between LSP and Mie 

resonance. This is because of the interaction between the LSP and the TO mode of SiO2 [62]. 

The absorption mechanism of the proposed structure was investigated further by focusing on the four 

highest absorption peaks indicated by arrows in Figure 5.3A. For these resonances, we show the electric 

and magnetic field distribution color maps (see Figure 5.3C). Color maps were taken in the x-z plane at the 

center of the semishell. White arrows in electric maps represent electric field vectors. At 7.78 µm and 11.27 

µm, there are electric field hot spots at the edge of the ITO shell and the magnetic field is enhanced inside 
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the shell. This is a characteristic field enhancement of the semishell [32, 33]. The LSP interacts with an 

image dipole created in the Au reflector, which enhances the electromagnetic field confinement [12]. At 

8.93 µm, where the SiO2 core has a sharp absorption peak, the electric field is not enhanced at the edge of 

the ITO shell, but it is strongly confined at the bottom of the SiO2 core. The magnetic field is also confined 

there. Mie theory shows that the SiO2 core has an ED and EQ at 8.93 µm (Section 5.7.3, Supporting 

Information), therefore, the absorption peak at 8.93 µm is attributed to the mixture of ED and EQ. Mie 

theory also shows that the second peak of the SiO2 core at 9.67 µm is attributed to the mixture of ED and 

MD. Since the second peak is closer to the absorption peak of the MD than that of ED, the contribution of 

the MD is larger (Section 5.7.3, Supporting Information). At this wavelength, the magnetic field is strongly 

enhanced inside the SiO2 core. There is a rotation of the electric field, and the magnetic field is enhanced at 

the center of the rotation by the MD of the SiO2 core. The MD also interacts with an image dipole in the Au 

reflector, and the interaction widens the absorption bandwidth of the MD [63, 64]. The electric field at the 

edge of the ITO shell becomes weaker because of the interaction between the LSP of the ITO shell and the 

MD of the SiO2 core. Therefore, the absorption dip appears in the absorption of the ITO shell at around 9.67 

µm. One might think that an interaction between the LSP of the ITO shell and the ED of the SiO2 core also 

contributes to the mode splitting. However, as mentioned earlier, the absorption of the ED is inside the 

Reststrahlen band of SiO2, meaning that the LSP and the ED cannot interact with each other. Therefore, we 

can consider that the mode splitting is attributed to the interaction between the LSP of the shell and the MD 

of the core. 

 

 

Figure 5.3. (A) Absorption spectra of each component of the ITO@SiO2 semishell structure. The red, blue, green, and 

orange curves are for the ITO shell, SiO2 core, perforated ITO film, and Au reflector, respectively. The black curve is 

the total absorption of the structure. (B) Color maps of electric and magnetic field distribution at wavelength indicated 

by arrows in Figure 5.3A. Absolute value of fields is normalized by amplitude of incident wave. The white arrows are 

electric field vectors. 
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5.4. Mode splitting mechanism 

5.4.1. Coupled-oscillator model 

We rationalize the mode splitting phenomena using a coupled-oscillator (CO) model, which is frequently 

used for a phenomenological analysis of plasmonic and photonic systems [39–41]. First, the CO model is 

built to describe the interaction between the LSP of ITO shell and the MD of the SiO2 core (see Figure 5.4A). 

The LSP is considered as the bright oscillator with a higher damping rate and the MD is considered as the 

dark oscillator with a lower damping rate since the absorption bandwidth of the ITO shell is much wider 

than that of the MD. The equations of motion can be written as 

d2𝑥α1
d𝑡2

+ 𝛾1
d𝑥α1
d𝑡

+ 𝜔1
2𝑥α1 − 𝜅12

2 𝑥α2 = 𝐹1(𝑡) 

5.1 

d2𝑥α2
d𝑡2

+ 𝛾2
d𝑥α2
d𝑡

+ 𝜔2
2𝑥α2 − 𝜅12

2 𝑥α1 = 𝐹2(𝑡) 

where xn is the displacement of mass objects, γn is the damping rate, ωn is the resonance angular frequency 

determined by the spring constant, and κ1n is the coupling strength. Fn(t) is the external force per mass, 

which works on the oscillators. Fn(t) is time harmonic and expressed as 𝐹n(𝑡) = 𝐹n exp(−𝑖𝜔𝑡). Therefore, 

displacements are also time harmonic and can be expressed as 𝑥n = 𝑐n exp(−𝑖𝜔𝑡). From Equation 5.1, xn 

is written as 

𝑥α1 =
𝛺2𝐹1 + 𝜅12

2 𝐹2

𝛺1𝛺2 − 𝜅12
4 exp(−𝑖𝜔𝑡) = 𝑐α1 exp(−𝑖𝜔𝑡) 

5.2 

𝑥α2 =
Ω1𝐹2 + 𝜅12

2 𝐹1

𝛺1𝛺2 − 𝜅12
4 exp(−𝑖𝜔𝑡) = 𝑐α2 exp(−𝑖𝜔𝑡) 

where 𝛺n = 𝜔n
2 −𝜔2 − 𝑖𝛾n𝜔. Using Equation 5.2, the time averaged dissipated power per mass of the 

whole system is 

𝑃(𝜔) = ⟨Re [𝐹1
∗(𝑡) ×

d𝑥1
d𝑡
]⟩ + ⟨Re [𝐹2

∗(𝑡) ×
d𝑥2
d𝑡
]⟩ 5.3 

Equation 5.3 can be divided into two terms using the absolute value of the amplitude of each oscillator (see 

Section 5.7.4, Supporting Information) 

𝑃α(𝜔) =
1

2
𝛾1𝜔

2|𝑐α1|
2 +

1

2
𝛾2𝜔

2|𝑐α2|
2 = 𝐴α1(𝜔) + 𝐴α2(𝜔) 5.4 

In Equation 5.4, the first term corresponds to an absorption of the bright oscillator (the LSP of the ITO shell) 

and the second term is an absorption of the dark oscillator (the MD of the SiO2 core). In addition, the 

interaction between the LSP and the TO mode of SiO2 induces the mode splitting at around 12 µm, which 

has to be considered as well to describe the absorption spectrum of the ITO shell. In this case, one more 

dark oscillator should be added (see Figure 5.4B). The external force does not work on the third oscillator 

because the TO mode weakly couples to the incident field. The equations of motion for the three-oscillator 

CO model are 
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d2𝑥β1

d𝑡2
+ 𝛾1

𝑑𝑥β1

𝑑𝑡
+ 𝜔1

2𝑥β1 − 𝜅12
2 𝑥β2 − 𝜅13

2 𝑥β3 = 𝐹1(𝑡) 

5.5 
𝑑2𝑥β2

𝑑𝑡2
+ 𝛾2

𝑑𝑥β2

𝑑𝑡
+ 𝜔2

2𝑥β2 − 𝜅12
2 𝑥β1 = 𝐹2(𝑡) 

𝑑2𝑥β3

𝑑𝑡2
+ 𝛾3

𝑑𝑥β3

𝑑𝑡
+ 𝜔3

2𝑥β3 − 𝜅13
2 𝑥β1 = 0 

The oscillation state of each oscillator in Equation 5.5 can be expressed by the following equations 

𝑥β1 =
𝛺2𝛺3𝐹1 + 𝜅12

2 Ω3𝐹2

𝛺1𝛺2𝛺3 − 𝜅12
4 𝛺3 − 𝜅13

4 𝛺2
exp(−𝑖𝜔𝑡) = 𝑐β1 exp(−𝑖𝜔𝑡) 

5.6 𝑥β2 =
(𝛺1𝛺3 − 𝜅13

4 )𝐹2 + 𝜅12
2 𝛺3𝐹1

𝛺1𝛺2𝛺3 − 𝜅12
4 𝛺3 − 𝜅13

4 𝛺2
exp(−𝑖𝜔𝑡) = 𝑐β2 exp(−𝑖𝜔𝑡) 

𝑥β3 =
𝜅13
2 (𝛺2𝐹1 + 𝜅12

2 𝐹2)

𝛺1𝛺2𝛺3 − 𝜅12
4 𝛺3 − 𝜅13

4 𝛺2
exp(−𝑖𝜔𝑡) = 𝑐β3 exp(−𝑖𝜔𝑡) 

From Equations 5.3 and 5.6, the total dissipated power of the system illustrated in Figure 5.4B is  

𝑃β(𝜔) =
1

2
𝛾1𝜔

2|𝑐β1|
2
+
1

2
𝛾2𝜔

2|𝑐β2|
2
+
1

2
𝛾3𝜔

2|𝑐β3|
2

 

= 𝐴β1(𝜔) + 𝐴β2(𝜔) + 𝐴β3(𝜔) 
5.7 

where the third term describes the absorption of the TO mode of SiO2. First, the dissipated power of a single 

harmonic oscillator model was fitted to the absorption of the ITO shell in Figure 5.3B to extract parameters 

for the bright oscillator (see Section 5.7.4, Supporting Information). From the fitting, the resonance angular 

frequency and the damping rate are ω1 = 2.15 × 1014 rad/s and γ1 = 1.5 × 1014 rad/s. Next, Aβ1(ω) in Equation 

5.7 was fitted to the absorption of the ITO shell in Figure 5.3A. The fitting resulted in ω2 = 1.93 × 1014 rad/s, 

γ2 = 1.4 × 1013 rad/s, κ12 = 1.16 × 1014 rad/s for the MD and ω3 = 1.51 × 1014 rad/s, γ3 = 1.7 × 1013 rad/s, κ13 

= 6.6 × 1013 rad/s for the TO mode. In Figure 5.4C, Aβ1(ω), Aβ2(ω) and Aβ3(ω) are shown. Even if the 

interactions occurring in the ITO@SiO2 semishell absorber are complex, Aβ1(ω) shows good agreement with 

the absorption spectrum of the ITO shell. The coupling state can be categorized roughly into a strong or 

weak coupling regime by comparing the total damping rate of the system (γ1γn)1/2 and the coupling strength 

κ1n [44]. In general, the interaction is considered as a strong coupling when κ1n >> (γ1γn)1/2 because the energy 

transfer rate between two oscillators can be quicker than their energy dissipation rates. The total damping 

rate of the LSP-MD is (γ1γ2)1/2 = 4.58 × 1013 rad/s, and that of the LSP-TO mode is (γ1γ3)1/2 = 5.05 × 1013 

rad/s. For those interactions, the coupling strengths are larger than the total damping rates. However, the 

values obtained in our case are comparable, which may be considered as an intermediately strong coupling. 

In this coupling regime, absorption enhancement takes place in the dark oscillators because the transferred 

energy is concentrated into the dark oscillators [42–44]. This absorption enhancement can be observed by 

comparing the absorption of the SiO2 core with and without the ITO shell at around 10 – 11 µm (see Section 

5.7.4, Supporting Information). 

It is obvious that the mode splitting by the interaction between the LSP and the MD improves 

absorption in the primary ATW. To understand how the interaction between the LSP and the TO mode 

contribute to the absorption of the ITO@SiO2 semishell absorber, Aβ1(ω) is compared with Aα1(ω) in 

Equation 5.4, which is calculated using ω2, γ2, and κ12 from the fitting. Aβ1(ω) has a similar spectral shape 

to Aα1(ω) in the shorter wavelength range. In the longer wavelength range, Aβ1(ω) is weaker inside and is 
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larger outside of the primary ATW than Aα1(ω). This comparison indicates that the mode splitting by the 

TO mode weakens the cooling performance, which cannot be eliminated because the TO mode is the 

intrinsic Si-O bond vibration of SiO2. Overall, an undesired broadening of the absorption occurs outside of 

the primary ATW by the TO mode, however, absorption inside the primary ATW is improved significantly 

by the interaction between the LSP and the MD. The absorption of the MD is not strong enough to 

compensate the absorption dip of the ITO shell. However, there are strong absorptions of ED and EQ of 

SiO2 core in between two absorption peaks of the ITO shell, which results in a strong broadband absorption 

in the primary ATW. 

 

 

Figure 5.4. (A) Two-oscillator CO model describing the interaction between the LSP of the ITO shell and the MD of 

the SiO2 core. (B) Three-oscillator CO model where one additional oscillator is added to the two-oscillator CO model 

to account for the interaction between the LSP of the ITO shell and the TO mode of SiO2. (C) The CO model is fitted 

to the absorption of the ITO shell. The red and blue solid curves are absorption spectra of the ITO shell and the SiO2 

core in Figure 5.3A, respectively. The black dashed curve is absorption calculated from Equation 5.4 and the red, blue, 

green dashed curves are absorption calculated from Equation 5.7. 

 

5.4.2. Coupled-dipole method 

The mechanisms of the interaction between LSP and a molecular vibration have been extensively 

investigated not only theoretically but also experimentally, and it is known that the interaction can be 

described by the CO model [41]. To gain a deeper insight into the mechanism of the LSP-MD interaction, 

further quantitative analysis was employed using the coupled-dipole method (CDM). The CDM is one of 

the methods that can describe interactions between electric and magnetic dipoles. In our case, the electric 

dipole is LSP. Later, this CDM will be compared with the CO model shown in Fig. 4(A). General treatments 

of the CDM can be found elsewhere [60, 63, 65]. Here, we treat only one ED and one MD [66]. The 

schematic of the CDM model for the ED of the ITO shell and the MD of the SiO2 core is shown in Figure 

5.5A. The distance between two dipoles is D. The positions of each dipole are r1 = (0, 0, -D/2) for ED and 

r2 = (0, 0, D/2) for MD. The incident wave propagates along +z direction with x polarization. The electric 

and magnetic fields are expressed as 𝐄in = 𝐸0�̂�x exp(i𝐤 ⋅ 𝐫)and 𝐇in = 𝐻0�̂�y exp(i𝐤 ⋅ 𝐫), where �̂� is the unit 

vector in Cartesian coordinate system and k is the wavevector. Here, the dipole moments are expressed as 

𝐩1 = 𝜀0𝛼1𝐄tot(𝐫1) 5.8 

𝐦2 = 𝜒2𝐇tot(𝐫2) 5.9 
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where ε0 is the vacuum permittivity, and α1 and χ2 are the electric polarizability of LSP and the magnetic 

polarizability of MD, respectively. Etot and Htot are total electric and magnetic fields, which are the sum of 

the incident field and scattered field from other dipoles. The scattered electric field at r1 created by m2 and 

the scattered magnetic field at r2 created by p1 are 

𝐄s(𝐫1) = −𝑍0𝐆M(𝐫1 − 𝐫2) ⋅ 𝐦2 5.10 

𝐇s(𝐫2) =
1

𝜀0𝑍0
𝐆M(𝐫2 − 𝐫1) ⋅ 𝐩1 5.11 

where Z0 is the impedance of free space. GM is the dyad Green´s function which is written using 𝐫1 − 𝐫2 =

−𝐷�̂�z, 𝐫2 − 𝐫1 = 𝐷�̂�z, and 

𝐆M(𝐫1 − 𝐫2) ⋅ 𝐧 = −𝐆M(𝐫2 − 𝐫1) ⋅ 𝐧 = (−�̂�z × 𝐧)𝐶(𝐷) 5.12 

 where n is an arbitrary vector. C(D) is written as 

𝐶(𝐷) =
exp(𝑖𝑘𝐷)

4𝜋𝐷
(𝑘2 +

𝑖𝑘

𝐷
) =

exp(𝑖𝑘𝐷)

4𝜋𝐷
√𝑘4 +

𝑘2

𝐷2
exp [𝑖 tan−1 (

1

𝑘𝐷
)] 

= 𝑖|𝐶| exp{𝑖[𝑘𝐷 − tan−1(𝑘𝐷)]} = 𝑖|𝐶| exp(𝑖𝜑) 

5.13 

where φ is the phase difference. From Equations 5.10-5.11, Equations 5.8-5.9 can be written as 

𝐩1 = 𝜀0𝛼1[𝐄in(𝐫1) + 𝐄s(𝐫1)] = 𝜀0𝛼1𝐄in(𝐫1) − 𝜀0𝛼1𝑍0𝐆M(𝐫1 − 𝐫2) ⋅ 𝐦2 5.14 

𝐦2 = 𝜒2[𝐇in(𝐫2) + 𝐇s(𝐫2)] = 𝜒2𝐇in(𝐫2) +
1

𝜀0𝑍0
 𝜒2𝐆M(𝐫2 − 𝐫1) ⋅ 𝐩1 5.15 

From Equations 5.14-5.15, a self-consistent form of p1 and m2 are (see Section 5.7.5, Supporting 

Information) 

𝐩1 = 𝑝1x�̂�x = 𝜀0
𝛼1 exp (−𝑖

𝑘𝐷
2
) − 𝛼1𝜒2𝐶(𝐷) exp (𝑖

𝑘𝐷
2
)

1 + 𝛼1𝜒2𝐶
2(𝐷)

𝐸0�̂�x 5.16 

𝐦2 = 𝑚2y�̂�y =
𝜒2 exp (𝑖

𝑘𝐷
2 ) + 𝛼1𝜒2𝐶

(𝐷) exp (−𝑖
𝑘𝐷
2 )

1 + 𝛼1𝜒2𝐶
2(𝐷)

𝐻0�̂�y 5.17 

Z0H0 = E0 was used to derive Equations 5.16-5.17. To understand the excitation state of those dipole 

moments, α1 and χ2 are considered by approximation using the Lorentzian oscillator 

𝛼1 =
𝐹p

𝜔p
2 −𝜔2 − 𝑖𝛾p𝜔

=
𝐹p

𝛺p
 5.18 

𝜒2 =
𝐹𝑚

𝜔m
2 −𝜔2 − 𝑖𝛾m𝜔

=
𝐹m
𝛺m

 5.19 

where Fp and Fm are oscillator strength, ωp and ωm are resonance frequencies, and γp and γm are damping 

rates for ED and MD, respectively. Note that the size of the ITO shell and the SiO2 core are not in the quasi-

static limit (krcore << 1). In this case, radiative damping and retardation effect have to be taken into account 

in the damping rate of Equations 5.18-5.19 [83, 85]. However, we are only interested in phenomenological 

analysis, therefore, those effects were ignored. Substituting Equations 5.18-5.19 into Equations 5.16-5.17 

and using the other form for C(D), we obtain the electric and magnetic dipole moments as 
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𝑝1x = 𝜀0
𝛺m𝐹p exp (−𝑖

𝑘𝐷
2
) − 𝑖𝐹p𝐹m|𝐶| exp(𝑖𝜑) exp (𝑖

𝑘𝐷
2
)

𝛺p𝛺m − 𝐹p𝐹m|𝐶|
2 exp(𝑖2𝜑)

𝐸0 5.20 

𝑚2y =
𝛺p𝐹m exp (𝑖

𝑘𝐷
2 ) + 𝑖𝐹p𝐹m

|𝐶| exp(𝑖𝜙) exp (−𝑖
𝑘𝐷
2 )

𝛺p𝛺m − 𝐹p𝐹m|𝐶|
2 exp(𝑖2𝜑)

𝐻0 5.21 

It should be mentioned that Equations 5.20-5.21 from the CDM cannot explain everything about the 

LSP-MD interaction occurring in the ITO@SiO2 semishell because the ITO shell is touching the SiO2 core. 

In this situation, their dipoles are extremely close to each other, which the CDM cannot take into account 

because |C| diverges at D → 0. Therefore, the near-field should be carefully investigated. However, the 

CDM model is still useful to estimate the excitation states of interacting dipoles. Equations 5.20 and 5.21 

resemble Equation 5.2 derived from the CO model. Comparing those equations, we find that the coupling 

strength squared κ12
2 is proportional to |C|exp(iφ), indicating that there is a phase retardation in the coupling. 

This phase retardation can be found in the CO model, which describes electromagnetically induced 

absorption (EIA) of a plasmonic system: a dipolar antenna is vertically stacked over a quadrupolar antenna 

[69, 70]. Ref. [69] shows that the interaction can be destructive and show the mode splitting when the phase 

is 0°. On the other hand, the interaction can be constructive when the phase is 90°, resulting in EIA. In the 

LSP-MD interaction, D is required to be relatively large to satisfy φ = 90° (Figure 5.5B). However, the 

coupling strength is approximately inversely proportional to D so that it is expected to be difficult to excite 

a strong EIA by the LSP-MD interaction because the coupling becomes weak when φ = 90°. Since our 

interest is in the mode splitting by the LSP-MD interaction, it is out of scope of this paper to discuss EIA 

further. However, it is worth to mention that the LSP-MD interaction may be capable of exciting the EIA-

like phenomena if the coupling strength could be maintained strong enough at large D. 

 

 

Figure 5.5. (A) A schematic illustration of the CDM for the interaction between the LSP of the ITO shell and the MD 

of the SiO2 core. (B) The phase φ calculated using Equation 5.13. (C) Extinction spectra of interacting ED and MD. 

 

To see whether the interaction between ED and MD shows mode splitting, the extinction cross-section 

of the system shown in Figure 5.5A was calculated following the equation [60, 65] 

𝐶ext =
𝑘

𝜀0|𝐸0|
2
Im[𝐄in

∗ (𝐫1) ⋅ 𝐩1 + 𝜇0𝐇in
∗ (𝐫2) ⋅ 𝐦2] 5.22 

where µ0 is the vacuum permeability and the asterisk denotes the complex conjugate. For the calculation 

of Equation 5.22, Equations 5.16 and 5.17 were used for p1 and m2, and Equations 5.18 and 5.19 were used 
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for the electric and magnetic polarizabilities in Equations 5.16 and 5.17 (see Section 5.7.6, Supporting 

Information). In Figure 5.5C, the extinction spectra calculated using Equation 5.22 are shown for different 

D. When D = 5 µm, there is almost no interaction between the ED and the MD. The sharp extinction peak 

of the MD of the SiO2 sphere appears on the broad extinction of the ED of the ITO shell because the 

extinction is the superposition of contributions from ED and MD. With decrease in D, the extinction spectra 

start splitting and the splitting becomes larger. This is attributed to the fact that the interaction becomes 

stronger because the coupling strength is approximately inversely proportional to D. From Figure 5.5B, 

when D is smaller than 1 µm, there is almost no phase difference (less than about 4°). In the case of the 

ITO@SiO2 semishell, the distance between ED and MD is expected to be smaller than 1µm. Therefore, we 

can recognize that the interaction is in a strong coupling state without the phase difference, which coincides 

the CO model shown in Figure 5.4A. 

 

5.5. Conclusion 

The absorption properties of an ITO@SiO2 semishell absorber were investigated using Mie theory and FEM 

for radiative cooling. We demonstrated that this simple plasmonic-photonic composite structure can possess 

a selective absorption by optimizing the thickness of the ITO shell and the radius of the SiO2 core. The 

optimized structure has an average absorption of 87 % in the primary ATW. When either the shell or the 

core is absent in the structure, this selective broadband absorption cannot be obtained. By investigating the 

absorption of each component of the proposed structure, we found that the absorption of the shell splits into 

two peaks and the absorption dip of the shell appears at the wavelength where the MD is excited in the SiO2 

core. Therefore, we attributed the mode splitting to the interaction between the LSP of the shell and the MD 

of the core. To understand the mode splitting mechanisms, the interaction was quantitatively investigated 

using a CO model and the CDM. The quantitative analyses proved that the strong interaction between LSP 

and MD can cause the mode splitting in the LSP of the shell. In addition to this finding, these quantitative 

models suggested two following things. Firstly, the absorption of the MD may be enhanced by the LSP-MD 

interaction because the transferred energy is concentrated on the MD. Secondly, the LSP-MD interaction 

may be possible to induce an EIA-like phenomena by controlling the distance between the electric and 

magnetic dipole moments. Further investigation is necessary to completely prove them, however, those 

fundamental understandings of how LSP interacts with MD provide an approach to design a new type of 

plasmonic and photonic structures not only for radiative cooling systems but also other applications such as 

chemical sensors. 

For high cooling performance, incident angle insensitivity of the absorption is required. However, in 

this paper, a periodic structure was considered, and the periodicity is close to the primary ATW. In this case, 

the lattice resonance redshifts with an increase in the incident angle, which result in a degradation of 

absorption properties (see Section 5.7.7, Supporting Information). This undesired lattice resonance can be 

eliminated by randomly distributing semishells on the reflector [14, 15]. The strong selective absorption is 

attributed to the absorption properties of a single particle of the semishell. Therefore, it is expected that the 

absorption properties shown in this paper will be preserved for the structure with random distribution of the 

semishells [14, 15]. The proposed structure can be fabricated by relatively simple processes using colloidal 

lithography and ITO deposition, and the colloidal lithography can produce random distribution of particles 

on a large area [16, 36]. Therefore, we expect that it is possible to produce a scalable radiative cooling 

system with the proposed structure. 

We must mention a drawback of the proposed structure for daytime radiative cooling. In the visible to 

near-infrared regions, the proposed structure may have a strong absorption because of the intrinsic ITO film 

and Au reflector absorption properties (see Section 5.7.8, Supporting Information). Therefore, we expect 
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that the radiative cooling ability of the proposed structure is attenuated under sunlight exposure. To 

overcome this problem, improvements in the proposed structure are required by replacing the ITO film, by 

using a different material for the reflector, or by combining our structure with a solar reflector/scatter [71, 

72].  
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5.7.  Supporting information 

5.7.1. Optical properties of the SiO2 core 

Scattering efficiency spectra of the SiO2 core with a radius of 1 – 2 µm are shown in Figures 5.6A-C. The 

scattering properties of the SiO2 core are similar to the absorption properties discussed in the main text. The 

scattering become stronger with an increasing radius. The scattering of the magnetic modes is weaker than 

the absorption. 

Absorption efficiency for up to third-order mode is shown in Figures 5.6D-F. Higher than third order is 

negligibly small for core radius of up to 2 µm. With increasing the radius, the absorption of the first-order 

mode redshift and the second and third-order modes become stronger at the shorter wavelengths. Further 

increase in radius cause redshift of lower order modes and make higher-order modes stronger at the shorter 

wavelengths. A superposition of absorption of those multiple order modes results in broadening the 

absorption bandwidth. 

 

 

Figure 5.6. Scattering efficiency of the SiO2 core with (A) 1 µm, (B) 1.5 µm, and (C) 2 µm in radius. The red and blue 

solid curves are for ED and MD, and the red and blue dashed curves are for EQ and MQ, respectively. Absorption 

efficiency of the SiO2 core with (D) 1 µm, (E) 1.5 µm, and (F) 2 µm in radius. The red, blue, and green curves are for 

the total absorption (electric mode + magnetic mode) of the first, second, and third-order modes, respectively. The 

yellow shaded area indicates the Reststrahlen band of SiO2. 
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5.7.2. Pcell, rcore, and tshell dependence of the ITO@SiO2 semishell absorber 

Figure 5.7A shows Pcell dependence of the absorption of the ITO@SiO2 semishell absorber with rcore = 1.4 

µm and tshell = 200 nm. When Pcell is small, lateral near field interactions between semishells are strong, 

which weaken the absorption. With an increase in Pcell, the absorption becomes stronger and maximizes at 

around Pcell = 7 µm. When Pcell increases further, the lattice resonance redshifts into the primary ATW. The 

lattice resonance destructively interacts with the LSP of the ITO shell and the Mie resonances of the SiO2 

core, therefore, the absorption properties are degraded. According to Ref. [1, 2], interactions between 

plasmonic particles can be ignored when the face-to-face distance is larger than approximately 2.5 times the 

particle diameter. The value “2.5” was found for gold nanoparticles. Our structure is composed of ITO, so 

the value may change. However, it can still be a good indicator to estimate the near-field interactions 

occurring in our system. In our case, the particle diameter is 2 × (rcore + tshell) = 3.2 µm. Therefore, the 

distance required to attenuate interactions is 8 µm. In the periodic structure, the face-to-face distance is 

calculated as Pcell – 3.2 µm. This indicates that interactions are attenuated when Pcell is larger than 11.2 µm. 

However, as explained earlier, the absorption properties of the proposed structure are degraded when Pcell 

is larger than 7 µm. Therefore, Pcell = 7 µm can be an optimum periodicity of the proposed structure even 

though the near-field interactions exist. 

 

 

Figure 5.7. (A) Pcell dependence of the absorption of the ITO@SiO2 semishell absorber. rcore and tshell are fixed as 1.4 

µm and 200 nm, respectively. The blue shaded area indicates the primary ATW. Absorption spectra of (B) the ITO 

shell and (C) the SiO2 core for rcore dependence in Figure 5.2B. (D) Extinction efficiency of the MD of the SiO2 core 

calculated by Mie theory for different radii. Absorption spectra of (E) the ITO shell, (F) the SiO2 core, and (G) the 

perforated ITO film for tcore dependence in Figure 5.2B. 

 

Figure 5.7B and C show absorption of the ITO shell and the SiO2 core for rcore dependence in Figure 

5.2B. The absorption of the shell becomes broader with an increase in rcore. This is because of the redshift 

of the absorption and stronger lateral near-field interactions between the semishells. The absorption of the 

SiO2 core also becomes broader because of the excitation of the multiple order modes of the Mie resonance. 

Figure 5.7D shows the extinction efficiency of the MD of the SiO2 core calculated by Mie theory. With 

the increase in the radius, the absorption peak redshifts. Comparting Figure 5.7B and D, we can find that 

the absorption dip of the ITO shell appears at the wavelength where the MD has an absorption peak. This 



91 

 

may prove that the mode splitting is caused by the interaction between the LSP of the ITO shell and the MD 

of the SiO2 core. 

Figure 5.7E and F shows the absorption of the shell and the core for tshell dependence in Figure 5.2C. 

There is no considerable difference in the spectral shape of the ITO shell for different tshell, but the intensity 

of each absorption peaks changes. The absorption of the SiO2 core does not change a lot. The absorption 

dip of the ITO shell does not shift with an increase in tshell because the MD of the SiO2 core does not shift. 

The absorption of the perforated ITO film is shown in Figure 5.7G. The absorption increases with an 

increase in tshell. This is because of the intrinsic absorption and thick skin depth of ITO [3]. The thicker film 

absorbs more electromagnetic waves outside the primary ATW, therefore, tshell should not be thick for the 

selective absorption. 

 

5.7.3. Absorption properties of the optimized ITO@SiO2 semishell absorber 

The absorptivity calculated by integrating the dissipated power density over the ITO@SiO2 semishell 

absorber is compared to the absorptivity calculated by the scattering parameter, which is commonly used 

[4] (see Figure 5.8A). In the scattering parameter, reflectance R and transmittance T were calculated, and 

absorptivity A was obtained by A = 1 – R – T. The ITO@SiO2 semishell absorber has the Au reflector so 

that T = 0. The absorption spectra calculated by those methods are in good agreement with each other. 

In Figure 5.8B, the absorption of the core with 1.4 µm in radius was calculated by Mie theory. The 

absorption peaks of ED, MD and EQ are 8.98 µm, 8.78 µm, and 9.79 µm, respectively. The contribution of 

MQ is negligible. This is compared with the absorption spectra of the ITO shell and the SiO2 core in Figure 

5.3A. The absorption dip of the ITO shell appears around the absorption peak of the MD of the SiO2 core. 

The total absorption of the SiO2 core calculated using Mie theory has two absorption peaks at 8.78 µm and 

9.62 µm. Those absorption peaks are not solely determined by one of the resonance modes. For example, 

the first peak appears when the absorption of ED + EQ is maximized. The first peak locates at the absorption 

peak of the EQ because the absorption peaks of the ED and the EQ are close to each other. In a similar 

manner, the second peak is attributed to the maximum absorption of ED + MD. The second peak appears in 

between the peaks of the ED and MD, but is closer to the peak of the MD. This can also be seen in Figure 

5.6E. 

 

 

Figure 5.8. (A) Comparison between two different calculation methods for absorption. The black solid curve was 

calculated by taking the volume integral of the dissipated power density. The orange dashed curve was calculated by 

A = 1 – R. (B) Absorption of the SiO2 core with 1.4 µm in radius was calculated by Mie theory. The red, blue, green, 

magenta, and black solid curves are for ED, MD, EQ, MQ and the total absorption, respectively. The red and blue 

dashed curves are for the ITO shell and the SiO2 core in Figure 5.3A, respectively. 
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5.7.4. Coupled-oscillator model 

From Equation 5.2, the amplitude of the oscillator´s displacement in the two-oscillator CO model in Figure 

5.4A is 

𝑐α1 =
(𝜔2

2 −𝜔2 − 𝑖𝛾2𝜔)𝐹1 + 𝜅12
2 𝐹2

(𝜔1
2 −𝜔2 − 𝑖𝛾1𝜔)(𝜔2

2 − 𝜔2 − 𝑖𝛾2𝜔) − 𝜅12
4  5.23 

𝑐α2 =
(𝜔1

2 −𝜔2 − 𝑖𝛾1𝜔)𝐹1 + 𝜅12
2 𝐹2

(𝜔1
2 −𝜔2 − 𝑖𝛾1𝜔)(𝜔2

2 − 𝜔2 − 𝑖𝛾2𝜔) − 𝜅12
4  5.24 

The absolute square of Equation 5.23 is 

|𝑐α1|
2 =

[(𝜔2
2 −𝜔2)2 + 𝛾2

2𝜔2]𝐹1
2

𝐵
+
𝜅12
4 𝐹2

2

𝐵
+
2(𝜔2

2 −𝜔2)𝜅12
2 𝐹1𝐹2

𝐵
 

= |𝑐α11 ̃|
2 + |𝑐α12 ̃|

2 +
2(𝜔2

2 −𝜔2)𝜅12
2 𝐹1𝐹2

𝐵
 

5.25 

where B is  

𝐵 = [(𝜔1
2 −𝜔2)(𝜔2

2 −𝜔2) − 𝛾1𝛾2𝜔
2 − 𝜅12

4 ]2 + [𝛾1𝜔(𝜔2
2 −𝜔2) + 𝛾2𝜔(𝜔1

2 −𝜔2)]2  

In a similar manner, the absolute square of Equation 5.24 is  

|𝑐α2|
2 =

[(𝜔1
2 −𝜔2)2 + 𝛾1

2𝜔2]𝐹2
2

𝐵
+
𝜅12
4 𝐹1

2

𝐵
+
2(𝜔1

2 −𝜔2)𝜅12
2 𝐹1𝐹2

𝐵
 

= |𝑐α22 ̃|
2 + |𝑐α21 ̃|

2 +
2(𝜔1

2 −𝜔2)𝜅12
2 𝐹1𝐹2

𝐵
 

5.26 

The time averaged dissipated power by the external force F1(t) is 

𝑃1(𝜔) = ⟨Re [𝐹1
∗(𝑡) ×

d𝑥1
d𝑡
]⟩ 

=
1

2
{𝛾1𝜔

2
[(𝜔2

2−𝜔2)
2
+𝛾2

2𝜔2]𝐹1
2

𝐵
+ 𝛾2𝜔

2 𝜅12
4 𝐹1

2

𝐵
+
𝜔2𝜅12

2 [𝛾1(𝜔2
2−𝜔2)+𝛾2(𝜔1

2−𝜔2)]𝐹1𝐹2

𝐵
}  

=
1

2
{𝛾1𝜔

2|𝑐α11 ̃|
2 + 𝛾2𝜔

2|𝑐α21 ̃|
2 +

𝜔2𝜅12
2 [𝛾1(𝜔2

2−𝜔2)+𝛾2(𝜔1
2−𝜔2)]𝐹1𝐹2

𝐵
}  

5.27 

In a similar manner, the time averaged dissipated power by the external force F2(t) is 

𝑃2(𝜔) = ⟨Re [𝐹2
∗(𝑡) ×

d𝑥2
d𝑡
]⟩ 

=
1

2
{𝛾2𝜔

2
[(𝜔1

2−𝜔2)
2
+𝛾1

2𝜔2]𝐹2
2

𝐵
+ 𝛾1𝜔

2 𝜅12
4 𝐹2

2

𝐵
+
𝜔2𝜅12

2 [𝛾1(𝜔2
2−𝜔2)+𝛾2(𝜔1

2−𝜔2)]𝐹1𝐹2

𝐵
}  

=
1

2
{𝛾2𝜔

2|𝑐𝛼22 ̃|
2 + 𝛾1𝜔

2|𝑐𝛼12 ̃|
2 +

𝜔2𝜅12
2 [𝛾1(𝜔2

2−𝜔2)+𝛾2(𝜔1
2−𝜔2)]𝐹1𝐹2

𝐵
}  

5.28 

The time average dissipated power of the whole system is obtained from the summation of Equations 5.27 

and 5.28 and can be written using Equations 5.25 and 5.26. This results in Equation 5.4. Similarly, Equation 

5.7 can also be obtained.  

For the fitting of the dissipated power of the CO model Aβ1(ω) to the absorption of the ITO shell in 

Figure 5.3A, the damping rate and the resonance angular frequency of the bright oscillator were obtained 

by using the single harmonic oscillator (SHO) without any couplings. The dissipated power of the SHO 

model is 
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𝑃0(𝜔) =
1

2
𝛾0𝜔

2
𝐹0
2

(𝜔0
2 −𝜔2)2 + 𝛾0

2𝜔2
 5.29 

Equation 5.29 was fitted to the absorption of only ITO shell in Figure 5.3B. Note that the absorption in 

Figure 5.3B is not pure absorption of the shell, but it includes absorption of the ITO film and the Au reflector. 

To ignore the influence of the film and the reflector, the fitting was made using pure absorption of the ITO 

shell (see Figure 5.9A). There is a discrepancy because Equation 5.29 cannot consider near-field interactions 

between ITO shells, which cause blueshift of the absorption peak of the shell. Therefore, if the peak position 

is perfectly fitted, the bandwidth becomes broader than the FEM simulation. However, if the bandwidth is 

fitted, the peak position is redshifted from the FEM simulation. The peak position is fitted in our case, so 

the bandwidth is broader, especially in the shorter wavelength range. 

In Figure 5.9B, the absorption spectrum of the SiO2 core with the ITO shell is compared to that without 

the ITO shell. The absorption peak at around 9 µm decreases when the shell is present. This is because the 

absorption of the EQ of the core decreases. The SiO2 core with the ITO shell has a higher absorption at 

around 11 µm comparing to the SiO2 core without the shell. This can be understood from the CO model. 

The blue dashed curve is the absorption of the MD of the SiO2 core, which is taken from Figure 5.9C in the 

main text. The cyan dashed curve is the absorption of the MD without the interaction with the LSP of the 

ITO shell. The cyan dashed curve is calculated by Equation 5.29 using the same fitting parameters used for 

the blue dashed curve (ω0 = ω2 = 1.93 × 1014 rad/s, γ0 = γ2 = 1.4 × 1013 rad/s, F0 = F2). Comparing those two 

curves, we find that the absorption of the MD is enhanced by the interaction between the MD and the LSP. 

 

 

Figure 5.9. (A) Absorption spectra of each component of the ITO semishell structure (without the SiO2 core). The red, 

green, orange curves are for the ITO shell, perforated ITO film, and the Au reflector, respectively. The black curve is 

for the total absorption of the structure, which is shown in Figure 5.3B. The red dashed curve is Equation 5.29, which 

is fitted to the absorption spectrum of the ITO shell. (B) The blue and cyan solid curves are absorption spectra of the 

SiO2 core with and without the ITO shell, respectively. Those are taken from Figures 5.3A and B. The blue and cyan 

dashed curve is the absorption spectrum of the MD of the SiO2 core with and without interaction between the MD and 

the LSP of the ITO shell, respectively. 

 

5.7.5. Coupled-dipole method 

The electric and magnetic dipole moments are unknown, therefore, 

𝐩1 = 𝑝1x�̂�x + 𝑝1y�̂�y + 𝑝1z�̂�z 5.30 
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𝐦2 = 𝑚2x�̂�𝑥 +𝑚2y�̂�y +𝑚2z�̂�z 5.31 

From Equation 5.12, 

{

𝐆M(𝐫1 − 𝐫2) ⋅ �̂�x = (−�̂�z × �̂�x)𝐶(𝐷) = −�̂�y𝐶(𝐷)

𝐆M(𝐫1 − 𝐫2) ⋅ �̂�y = (−�̂�z × �̂�y)𝐶(𝐷) = �̂�x𝐶(𝐷)

𝐆M(𝐫1 − 𝐫2) ⋅ �̂�z = (−�̂�z × �̂�z)𝐶(𝐷) = 0

 5.32 

{

𝐆M(𝐫2 − 𝐫1) ⋅ �̂�x = (�̂�z × �̂�x)𝐶(𝐷) = �̂�y𝐶(𝐷)

𝐆M(𝐫2 − 𝐫1) ⋅ �̂�y = (�̂�z × �̂�y)𝐶(𝐷) = −�̂�x𝐶(𝐷)

𝐆M(𝐫2 − 𝐫1) ⋅ �̂�z = (�̂�z × �̂�z)𝐶(𝐷) = 0

 5.33 

Using Equation 5.30-5.33, the scattered field of Eq. 5.10 and 5.11 can be written using 

𝐆M(𝐫1 − 𝐫2) ⋅ (𝑚2𝑥�̂�x +𝑚2𝑦�̂�y +𝑚2𝑧�̂�z) = 𝑚2𝑦𝐶(𝐷)�̂�x −𝑚2𝑥𝐶(𝐷)�̂�y 5.34 

𝐆M(𝐫2 − 𝐫1) ⋅ (𝑝1𝑥�̂�x + 𝑝1𝑦�̂�y + 𝑝1𝑧�̂�z) = −𝑝1𝑦𝐶(𝐷)�̂�x + 𝑝1𝑥𝐶(𝐷)�̂�y 5.35 

Substituting Equation 5.34 and 5.35 into Equations 5.14 and 5.15, respectively, the electric and magnetic 

dipole moments are 

𝐩1 = 𝜀0𝛼1𝐸0 exp (−𝑖
𝑘𝐷

2
) �̂�x − 𝜀0𝛼1𝑍0[𝑚2𝑦𝐶(𝐷)�̂�x −𝑚2𝑥𝐶(𝐷)�̂�y] 5.36 

𝐦2 = 𝜒2𝐻0 exp (𝑖
𝑘𝐷

2
) �̂�y +

𝜒2
𝜀0𝑍0

 [−𝑝1𝑦𝐶(𝐷)�̂�x + 𝑝1𝑥𝐶(𝐷)�̂�y] 5.37 

From Equations 5.36 and 5.37, vector components of the electric and magnetic dipole moments are 

{
𝑝1𝑥 = 𝜀0𝛼1 [𝐸0 exp (−𝑖

𝑘𝐷

2
) − 𝑍0𝑚2𝑦𝐶(𝐷)] 

𝑝1𝑦 = 𝜀0𝛼1𝑍0𝑚2𝑥𝐶(𝐷) = 0
 5.38 

{
 

 𝑚2𝑥 = −
𝜒2
𝜀0𝑍0

𝑝1𝑦𝐶(𝐷) = 0

𝑚2𝑦 = 𝜒2 [𝐻0 exp (𝑖
𝑘𝐷

2
) +

1

𝜀0𝑍0
𝑝1𝑥𝐶(𝐷)]

 5.39 

The self-consistent form of Equations 5.16 and 5.17 can be obtained from Equations 5.38 and 5.39. 

 

5.7.6. Electric polarizability of the LSP and magnetic polarizability of the MD 

Figure 5.10A shows extinction cross-sections of the ITO shell and SiO2 core. The extinction cross-section 

of the ITO shell was calculated using the FEM simulation. This calculation was made using a simulation 

model that considers only one ITO shell in the air without any other structures (the SiO2 core, ITO film, and 

Au reflector are absent). The inner radius and shell thickness were 1.4 µm and 200 nm, respectively. The 

extinction cross-section of the MD of the SiO2 core with a radius of 1.4 µm was obtained using Mie theory. 

The electric polarizability of the LSP of the ITO shell (Equation 5.18) and the magnetic polarizability of the 

MD of the SiO2 core (Equation 5.19) were obtained by fitting following equations [5] 

𝐶ext = 𝑘Im[𝛼1] 5.40 
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𝐶ext = 𝑘Im[𝜒2] 5.41 

From the fitting, the resonance angular frequency and the damping rate are ωp = 2.03 × 1014 rad/s and γp = 

1.5 × 1014 rad/s for the LSP and ωm = 1.93 × 1014 rad/s and γm = 1.1 × 1013 rad/s for the MD. Those values 

were substituted into Equation 5.18 and 5.19, and we calculated Equation 5.22 by using Equations 5.16 and 

5.17. Equations 5.40 and 5.41 are shown in Figure 5.10A. Equation 5.41 is in good agreement with the 

extinction spectrum of the MD of the SiO2 core. Equation 5.40 also fits well to the extinction spectrum of 

the ITO shell, but there are some differences between them. This is because radiative damping and a 

retardation effect were not considered in Equation 5.18 [6, 7]. The magnetic polarizability of the SiO2 core 

can also be obtained using Mie coefficient [5] 

𝜒2 =
6𝜋𝑖

𝑘3
𝑏1 5.42 

Figure 5.10B shows Equation 5.19 and Equation 5.42.  Equation 5.19 is in good agreement with Equation 

5.42. 

 

 

Figure 5.10. (A) The red and blue solid curves are extinction cross-sections of the ITO shell calculated by FEM 

simulation and the SiO2 core calculated by Mie theory, respectively. The red and blue dashed curves are extinction 

calculated by Equations 5.40 and 5.41, respectively. (B) The blue and red solid curves are real and imaginary parts of 

the magnetic polarizability of the SiO2 core calculated by Equation 5.42. The red and blue dashed curves are those 

calculated using Equation 5.19 in the main text and using fitting values of ωm = 1.93 × 1014 rad/s and γm = 1.1 × 1013 

rad/s. 

 

5.7.7. Incident angle dependence of the periodic structure 

Figure 5.11A shows incident angle dependence of the optimized ITO@SiO2 semishell absorber for both TE 

(the electric field is along the y-direction) and TM polarizations (the magnetic field is along the y-direction). 

With an increase in the incident angle, the absorption of the absorber is dramatically degraded for both 

polarizations. This is because the lattice resonance redshift with an increase in the incident angle, and the 

lattice resonance destructively interact with the LSP of the ITO shell and the Mie resonances of the SiO2 

core. A similar effect can be observed for Pcell dependence shown in Figure 5.7A. 

To prove the redshift of the lattice resonance, x component of the wavevector of the incident wave 

diffracted by the grating is considered 
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𝑘diff = 𝑘inx + 𝑘g =
𝜔

𝑐
sin𝜃in +𝑚

2𝜋

𝑃cell
 5.43 

where ω is the angular frequency, c is the speed of light in free space, θin is the incident angle and m = ± 1, 

± 2, ± 3… is the diffraction order. For TE polarization, the grating coupling occurs when kdiff matches to the 

light line kx = ω/c [8]. For TM polarization, the dispersion relation of the interface between air and the ITO 

film should be considered. The dispersion of the interface can be calculated as [9, 10] 

𝑘SPP =
𝜔

𝑐
√
𝜀air𝜀ITO
𝜀air + 𝜀ITO

 5.44 

where εair and εITO are the permittivities of air and ITO, respectively. The propagating surface plasmon is 

induced when kdiff = kSPP. In MIR, kSPP is close to the light line; therefore, kSPP ≈ kx. Figure 5.11B shows kdiff 

for different θin and m. kdiff ≈ kx ≈ kSPP occurs for the diffraction order of m = – 1 at around the primary ATW 

and redshifts with an increase in θin. 

 

 

Figure 5.11. (A) The absorption spectra of the optimized ITO@SiO2 semishell absorber for different incident angles. 

The black solid curve is for θin = 0°. The red and blue solid curves are for θin = 10° with TM and TE polarizations, 

respectively. The red and blue dashed curves are for θin = 45° with TM and TE polarizations, respectively. (B) kdiff for 

different θin and m. kdiff is calculated using Equation 5.43. The black dashed lines are the light line kx. The red solid 

curves are kSPP calculated by Equation 5.44. 

 

5.7.8. Absorption properties in the visible and near-infrared regions 

The absorption of the ITO film on the Au reflector (ITO@Au film) was calculated using the transfer-matrix 

method to estimate the absorption of the optimized ITO@SiO2 semishell absorber in the visible and near-

infrared regions. The thicknesses of the ITO film and the Au reflector are 200 nm. Since ITO possesses 

intrinsic absorption and Au absorbs light by the interband transitions in a wavelength region shorter than 

about 0.5 µm, the ITO@Au film possesses strong absorption in the visible and near-infrared regions. 

Therefore, it is expected that the proposed structure strongly absorbs solar radiation. To understand the exact 

absorption properties of the proposed structure in the visible and near-infrared regions, Mie scattering of the 

SiO2 microsphere has to be considered.  
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Figure 5.12. Absorption properties of the optimized ITO@SiO2 semishell absorber in the wavelength range over the 

visible to mid-infrared regions. The red, blue, green, and orange solid curves are for the ITO shell, SiO2 core, perforated 

ITO film, and Au reflector, respectively. The black curve is the total absorption of the structure. Those solid curves 

are taken from Figure 5.3A. The green dashed curve is the absorption of the ITO@Au film calculated using the transfer-

matrix method. The yellow shaded area is the solar radiation taken from [11]. 
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Abstract: Electromagnetically induced absorption (EIA) is an optical phenomenon that enhances light 

absorption of plasmonic systems. Depending on the plasmonic system under investigation the decisive role 

of intrinsic vs. radiative damping and phase retardation have been pointed out to control the EIA. Here, we 

provide a unified interpretation and unravel the mechanism of EIA for plasmonic-dielectric composites and 

all-plasmonic dipolar-quadrupolar antennas. In this theoretical work, the finite element method is used to 

elucidate how EIA is attributed to an absorption enhancement of a resonance mode excited by near-field 

coupling. For a fundamental understanding, a quantitative analysis is developed by designing a generalized 

coupled-oscillator model. A critical parameter to maximize EIA is found, which is different to previous 

interpretations of such coupled plasmonic systems. Namely, the ratio of coupling strength to the total 

damping of the entire system, controls EIA. The generalized interpretation of EIA given by this work can 

be applied to many plasmonic systems and is essential for designing future optical components and devices. 

 

6.1. Introduction 

Electromagnetically induced transparency (EIT) is an optical phenomenon occurring as a result of Fano 

interference [1-5]. EIT can be observed in coupled plasmonic systems composed of bright and dark 

oscillators. The bright oscillator strongly couples with the incident field but the dark oscillator indirectly 

couples with an incident field through a near-field coupling to the bright oscillator. This coupling occurs 

destructively. Thus, an absorption spectrum is split into two peaks, and a transparency window appears at 

the resonance of the dark oscillator [6-10]. In the transparency window, a material´s dispersion dynamically 

changes [9-11]. These unique optical phenomena have been applied for slow light [10-12], nonlinear optics 

[13], and sensing [14, 15]. Recently, mode splitting phenomenon of EIT has been utilized to obtain a 

broadband absorption from simpler plasmonic systems [16, 17]. The counterpart of EIT is 

electromagnetically induced absorption (EIA). EIA can also be observed in similar coupled plasmonic 

systems for EIT. In contrast to EIT, EIA significantly enhances the absorption of the systems at the 

resonance of the dark oscillator, and the mode splitting is not observed [8, 9, 18-20], EIA has been 

extensively investigated, and EIA-based plasmonic systems have been developed for perfect absorbers [20], 

optical modulators [21, 22], nonlinear optics [23], and Faraday rotation [24]. 

The mechanism of EIT is almost the same for any type of plasmonic systems; however, the mechanism 

of EIA is described by different interpretations depending on the coupled plasmonic systems. One 

interpretation is that EIA is excited by controlling a ratio of radiative to intrinsic damping of the bright 

oscillator [8]. This interpretation originated from the temporal coupled mode theory, which was used to 

describe absorption properties of composite systems comprising a plasmonic particle covered with a thin 
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shell with molecular vibrational mode, such as J-aggregate or poly(methyl methacrylate) (PMMA). It is 

known that the absorption of plasmonic systems is maximized under the condition that its radiative damping 

is equal to its intrinsic damping [25, 26]. When the LSP of the plasmonic particle couples with the molecular 

vibration, the total intrinsic damping of the composite system becomes a sum of the intrinsic damping of 

the LSP and the molecular vibration. Therefore, if the plasmonic particle in the composite system has an 

intrinsic damping smaller than the radiative damping, the total intrinsic damping of the composite system 

can be equal to the radiative damping at the resonance of the molecular vibration. This spectrally local 

increase in the intrinsic damping results in an EIA-like spectral profile. Another interpretation of EIA can 

be found in a fully plasmonic system: a dipolar antenna vertically stacked over a quadrupolar antenna [18, 

19]. This system suggested that there is a phase retardation in the coupling due to a near- and far-fields 

effect, originating from a physical distance between the dipolar and the quadrupolar antennas. It was 

described that this phase retardation can make the coupling destructive or constructive by controlling the 

distance, and an EIA-like spectral profile can be obtained when the coupling is constructive. Those two 

distinct interpretations have been utilized to explain EIA occurring in other coupled plasmonic systems [20, 

24, 27]. However, it is still not clear how the ratio of the radiative to the intrinsic damping and the phase 

retardation in coupling enhance the absorption of those coupled plasmonic systems. In addition to those 

interpretations, planar plasmonic systems suggested that an absorption of a dark oscillator contributes to 

EIA [9, 28]. 

In this work, we integrate the previously established interpretations and develop a fundamental 

comprehension of EIA by theoretically investigating the absorption properties of the two-representative 

coupled plasmonic systems mentioned earlier: the plasmonic-polymer antenna (PPA) and the dipolar-

quadrupolar antenna (DQA). Using the finite element method (FEM), we find that strong absorption 

enhancement occurs on the dark oscillator for both systems, which is attributed to the EIA-like spectral 

profile. To understand how the absorption of the dark oscillator is enhanced, we use a coupled-oscillator 

(CO) model that is composed of two mechanical harmonic oscillators coupled via a spring. The CO model 

has been widely used to investigate the optical properties, especially EIT and EIA properties of plasmonic 

systems. Depending on which system is investigated, different CO models has been developed [6, 7, 17-20, 

28-34]. In general, those conventional CO models consider only either the intrinsic or radiative damping 

channels of a system. These CO models are useful to investigate the extinction, scattering, or absorption of 

the systems individually, but a full description of their optical properties cannot be given. This is because 

plasmonic structures always contains both intrinsic and radiative damping. Since it has been suggested that 

the system´s damping is an important parameter for plasmonic EIA [8, 9], a CO model must consider all 

damping channels of the systems to investigate plasmonic EIA. Based on this idea, we design a generalized 

CO (GCO) model involving all intrinsic and radiative damping channels. The radiative damping is given by 

the Abraham-Lorentz force, which works on charges emitting radiation [35, 36]. Throughout this work, we 

demonstrate that the GCO model quantitatively reproduces not only the absorption but also the scattering 

spectra obtained from the FEM for both plasmonic systems (PPA and DQA). From the GCO model, we can 

derive a condition to maximize plasmonic EIA via the absorption of the dark oscillator. Going beyond the 

established understanding of the role of radiative to intrinsic damping [8] and phase retardation of the 

coupling [18, 19], we find that EIA is solely determined by the ratio of the coupling strength to the total 

damping of the whole system. 
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6.2. Plasmonic-polymer composite structure 

6.2.1. Design of the PPA and calculation method 

First, we investigate the optical properties of a plasmonic-polymer composite system. Then, we elucidate 

how the ratio of radiative to intrinsic damping of a plasmonic structure influences the mechanism of EIA. 

For this investigation, we designed the PPA, composed of an Au antenna covered with a PMMA shell 

(Figure 6.1a). The Au antenna is a cylindrical structure with a radius of r. The tips of the antenna are 

spherical with a radius of r. The tip-to-tip length of the antenna is l. It is known that the ratio of scattering 

(Csca) to absorption cross-section (Cabs) in the Au antenna can be controlled by tuning the aspect ratio of r/l 

[27, 37]. Csca and Cabs are directly related to radiative and to intrinsic damping, respectively. Based on this, 

different ratios of radiative to intrinsic damping can be obtained by controlling Csca/Cabs. The PMMA shell 

with a thickness of t uniformly covers the Au antenna. PMMA has been widely used to investigate 

interactions between a LSP and a molecular vibration because PMMA has a strong molecular vibration of 

C=O stretch at around a wavelength of 5.8 µm [8, 38, 39]. If an LSP of the Au antenna is induced at the 

same wavelength, the LSP of the Au antenna and the molecular vibration of PMMA strongly couple. 

Therefore, the size of the Au antenna should be determined such that LSP is induced at around 5.8 µm. The 

coupling strength between the LSP and the C=O stretch can be changed by changing the thickness. This is 

because the coupling becomes stronger if more molecules interact with the LSP [40, 41].  

The optical properties of the PPA were calculated using COMSOL Multiphysics, which is a 

commercial software package based on the FEM. The dielectric function of Au was taken from Babar et. al. 

[42]. For PMMA, the Lorentz model was fitted to the dielectric function of PMMA obtained from Zhang et. 

al. [43]. From the fitting, the resonance angular frequency and the damping rate of the C=O stretch was 

ωC=O = 3.26 × 1014 rad/s (5.78 µm in wavelength) and γC=O = 5.3 × 1012 rad/s, respectively (see Section 6.6.1, 

Supporting Information). The refractive index of the surrounding of the PPA was fixed as nbg = 1.46, which 

coincides with the background refractive index of PMMA. This is to prevent a shift of the LSP depending 

on the thickness of the PMMA shell. An incident field is polarized along the x-axis and propagates along 

the z-axis. A perfectly matched layer (PML) was applied to the surrounding of the calculation domain. Csca 

was calculated by taking the surface integral of the Poynting vector of the scattered field over the integration 

sphere, which was defined in between the structure and the PML. Cabs was calculated by taking the volume 

integral of energy dissipation density over the structure. Extinction cross-section (Cext) was calculated by 

Csca + Cabs. 

 

6.2.2. Absorption properties of the PPA 

The optical properties of the bare Au antenna with different sizes are shown in the upper panels of Figure 

6.1b. We have to mention that aspect ratios of those Au antennas are very high. Considering the enormous 

progress in the synthesis of highly anisotropic metallic nanoparticles, however, the investigated aspect ratios 

fall within a reasonable range [44-47]. The smallest Au antenna has Csca/Cabs < 1, the medium one has 

Csca/Cabs ≈ 1, and the biggest one has Csca/Cabs > 1. For all sizes, the Au antenna has one LSP mode at around 

5.78 µm. The absorption spectra of the PPA with different shell thickness are also shown in the upper panels 

of Figure 6.1b. For the case of Csca/Cabs < 1 and Csca/Cabs ≈ 1, there are two absorption peaks, and the distance 

between those two peaks becomes larger with increasing shell thickness. The absorption dip appears at the 

resonance of C=O stretch of PMMA, meaning that the LSP of the Au antenna strongly interacts with the 

C=O stretch. However, for the case of Csca/Cabs > 1, the absorption spectra do not show mode splitting. The 

absorption is enhanced at the resonance of the C=O stretch, and a sharp absorption peak appears in addition 

to the broad absorption spectra. This spectral shape has been considered as EIA [8, 27]. The extinction and 

scattering spectra of the PPA can be found in Figure 6.7 of Supporting Information. In contrast to the 
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absorption, the extinction and scattering spectra show mode splitting no matter how large Csca/Cabs is. The 

reason why extinction and scattering spectra of the PPA do not have a similar spectral shape to the absorption 

spectra is that the PMMA shell does not strongly scatter the incident field. 

 

 

Figure 6.1. Absorption properties of the PPA with different l and r. (a) Schematic illustrations of the PPA. The 

refractive index of the surrounding is fixed as nbg = 1.46. (b) (Upper panels) The black, blue, and red dashed lines are 

extinction, scattering, and absorption spectra of the Au antenna without the PMMA shell, respectively. The solid lines 

are absorption spectra of the PPA. (Bottom panels) The dotted and solid lines show absorption spectra of the Au 

antenna and the PMMA shell in the PPA, respectively. 

 

To better understand the absorption properties of the PPA, the absorption of the PPA is divided into 

the absorption contribution of the Au antenna and the PMMA shell (in the lower panel of Figure 6.1b). The 

absorption of the Au antenna splits into two peaks for all antenna size and shell thickness. On the other hand, 

the PMMA shell has relatively sharp absorption spectra. In general, the C=O stretch resonance cannot be 

strongly coupled with the incident field so that the absorption of the PMMA shell is weak (Figure 6.8, 

Supporting Information). However, in the PPA, the C=O stretch couples strongly to the LSP of the Au 

antenna, resulting in a significant enhancement in the absorption of the PMMA shell [41, 48]. We have to 

note that for the smallest PPA with large t, a sharp absorption peak appears at the resonance of the C=O 

stretch in addition to the broad absorption spectrum (for example l = 502 nm, r = 5 nm, t = 160 nm). This 

sharp peak is not attributed to the coupling but is attributed to the intrinsic absorption of the C=O stretch 

(Figure 6.8, Supporting Information). When Csca/Cabs ≤ 1, the absorption of the Au antenna dominates the 

total absorption of the PPA. Since the mode splitting occurs on the LSP of the Au antenna by the coupling, 

the total absorption of the PPA shows an EIT-like spectral profile. In contrast, for the case of Csca/Cabs > 1, 
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the absorption of the PMMA shell is stronger than that of the Au antenna, resulting in the EIA-like spectral 

profile of the total absorption of the PPA. These results show that Csca/Cabs of the Au antenna is an important 

parameter to observe an EIA-like spectral profile, which has been demonstrated by Adato et al. [8]. In 

addition, our results suggests that the absorption enhancement of the PMMA shell contribute to the EIA-

like spectral profile [9, 28]. Therefore, one might understand that the plasmonic EIA of the PPA is 

maximized when the absorption of the PMMA shell is maximized. However, for all PPA structures 

investigated here, we observe that the absorption of the PMMA shell increases, is maximized at a certain t, 

and becomes broader. This result indicates that there is a condition of maximum absorption of the PMMA 

shell, which is independent of Csca/Cabs of the Au antenna. Since the shell thickness determines the coupling 

strength, the coupling strength may play a key role for the maximum absorption of the PMMA shell. In the 

following, we will discuss how the maximum absorption of the PMMA shell and Csca/Cabs of the Au antenna 

are relevant to plasmonic EIA. 

 

6.2.3. A generalized coupled-oscillator model 

We propose a GCO model that considers all damping channels of the PPA systems, which enables us to 

investigate the mechanism of plasmonic EIA in this case [8, 9]. This model extends the understanding of 

EIA beyond the established interpretation based on intrinsic vs. radiative damping. Our GCO model consists 

of two harmonic oscillators. One is a bright oscillator driven by the external force. Another is a dark 

oscillator connected to the bright oscillator by a spring, which describes the near-field coupling of the system. 

Comparing the CO model and the PPA, the bright oscillator and the dark oscillator correspond to the Au 

antenna and the PMMA shell, respectively. The equation of motion of the CO model can be written as 

d2𝑥Bα
d𝑡2

+ 𝛾B
d𝑥Bα
d𝑡

+ 𝜔B
2𝑥Bα − 𝜅

2𝑥Dα = 𝐹(𝑡) + 𝜏B
d3𝑥Bα
d𝑡3

 6.1 

d2𝑥Dα
d𝑡2

+ 𝛾D
d𝑥Dα
d𝑡

+ 𝜔D
2𝑥Dα − 𝜅

2𝑥Bα = 0 6.2 

The subscripts n = B and D represent the bright and dark oscillators, respectively. The subscript α is to 

distinguish Equations 6.1 and 6.2 from another GCO model that will be shown later. xn is the displacement 

of mass objects. γn is the intrinsic damping rate, ωn is the resonance angular frequency determined by the 

spring constant, and κ is the coupling rate. τn is the radiative damping coefficient given by the Abraham-

Lorentz force [35, 36], and the radiative damping rate is expressed as τnω2. The total damping of the 

oscillator is Γn = γn + τnω2. F(t) is the external force normalized by the mass mB, which is time-harmonic; 

therefore, F(t) = F0e-iωt. The time averaged dissipated power per mass of the whole system is 

𝑃 = ⟨Re [𝐹∗(𝑡) ×
d𝑥B
d𝑡
]⟩ 6.3 

The dissipated power of the system described by Equations 6.1 and 6.2 can be written as [35] 

𝑃α =
1

2
(𝛾B𝜔

2|𝑥Bα|
2 + 𝜏B𝜔

4|𝑥Bα|
2 + 𝛾D𝜔

2|𝑥Dα|
2) 

= 𝐸totα = 𝐴Bα + 𝑆Bα + 𝐴Dα 

6.4 

The absolute square of xBα and xDα are 

|𝑥Bα|
2 =

(𝛺D
2 + 𝛾D

2𝜔2)𝐹0
2

[𝛺B𝛺D − 𝛤B𝛾D𝜔
2 − 𝜅4]2 +𝜔2[𝛤B𝛺D + 𝛾D𝛺B]

2
 6.5 
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|𝑥Dα|
2 =

𝜅4𝐹0
2

[𝛺B𝛺D − 𝛤B𝛾D𝜔
2 − 𝜅4]2 +𝜔2[𝛤B𝛺D + 𝛾D𝛺B]

2
 6.6 

where Ωn = (ωn
2 – ω2). ABα, SBα, and ADα correspond to absorption and scattering of the bright oscillator, and 

absorption of the dark oscillator, respectively. Etotα is the extinction of the whole system. EBα = ABα + SBα 

and Atotα = ABα + ADα can be considered as the extinction of the bright oscillator and absorption of the whole 

system, respectively. To figure out whether the GCO model can explain the optical properties of the PPA, 

Equation 6.4 is fitted to optical cross-sections of the PPA calculated using the FEM simulation. Before 

fitting Equation 6.4, the physical constants of the GCO model has to be extracted. To extract F0, ωB, γB, and 

τB, a single harmonic oscillator model is fitted to optical cross-sections of the bare Au antennas (Section 

6.6.2, Supporting Information), whose results are summarized in Table 6.1. ωD and γD are already known 

from the optical properties of the C=O stretch of PMMA (ωD = ωC=O = 3.26 × 1014 rad/s and γD = γC=O = 5.3 

× 1012 rad/s). Therefore, the coupling rate κ is used as a parameter to fit the GCO model to the FEM 

simulation. An example of the spectra calculated using the GCO model are shown in Figure 2b, and it can 

be confirmed that the GCO model nearly perfectly fits the spectra of the FEM simulation. The same fitting 

result can be obtained for all sizes of the PPA and for any t (Figure 6.10, Supporting Information). This 

result proves that the GCO model is an appropriate quantitative model to describe the optical properties of 

the PPA. Note that there is a discrepancy between the GCO model and the FEM simulation for the absorption 

of the PMMA shell at around the resonance of the C=O stretch. This discrepancy is attributed to the intrinsic 

absorption of PMMA (Figure 6.8, Supporting Information). Our GCO model only considers the coupling 

effect but does not take this intrinsic absorption into account. 

As mentioned earlier, the absorption of the PMMA shell is strongly enhanced by the coupling between 

the LSP of the Au antenna and the C=O stretch of PMMA, and the absorption is maximized at a certain 

shell thickness. Using our GCO model, we find a condition to maximize the absorption of the PMMA shell. 

Considering that the absorption of the PMMA shell is enhanced at the resonance of the C=O stretch, the 

GCO model has to be solved at ωD. From the fitting shown in Table 6.1, it is known that the resonance 

frequency of the LSP of the Au antenna is almost the same as that of the C=O stretch of PMMA, meaning 

that ωB ≈ ωD. Therefore, EBα and ADα at the resonance (ω = ω0 = ωB = ωD) can be written as 

𝐸Bα(𝜔0) =
1

𝛤Bα

1

(1 + 𝛷α)
2

𝐹0
2

2
 6.7 

𝐴Dα(𝜔0) =
1

𝛤Bα

𝛷α
(1 + 𝛷α)

2

𝐹0
2

2
 6.8 

where Φα = κ4/(ΓBαγDω0
2) and ΓBα = γB + τBω0

2. Φα describes the ratio of the coupling rate to the total damping 

of the whole system. From Equation 6.7, it can be found that EBα(ω0) is maximized when there is no coupling 

between the bright and dark oscillators, meaning Φα = 0. Therefore, the maximum of EBα(ω0) can be 

expressed as F0
2/(2ΓBα). By normalizing EBα(ω0) and ADα(ω0) with F0

2/(2ΓBα), EBα(ω0) and ADα(ω0) can be 

expressed only as a function of Φα. In Figure 6.2c, the normalized EBα(ω0) and ADα(ω0) are shown. EBα(ω0) 

keeps decreasing with an increase in Φα. In contrast, ADα(ω0) increases with increasing Φα, is maximized at 

Φα = 1, and starts decreasing with further increase in Φα. Therefore, we can find that Φα = 1 is the condition 

for maximum absorption of the PMMA shell. We call this condition the critical coupling. The critical 

coupling means that energy transferred between the bright and the dark oscillators takes balance with the 

energy dissipated by the whole system [41, 48, 49]. From Figure 6.2c, we can find that the maximum value 

of the normalized ADα(ω0) is 0.25. This result indicates that the absorption of the PMMA shell can be 

maximized up to 25% of the maximum of the extinction of the Au antenna.  
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To calculate Φα for the PPA, the coupling rate of the PPA is considered. The coupling rates obtained 

from the fitting are shown in Figure 6.2d. The coupling rate is determined by the amplitude of the near-field 

created by the Au antenna. Since a smaller antenna has a lower radiative damping rate, the smaller antenna 

can create a stronger near-field (Figure 6.11, Supporting Information) [50], resulting in a higher coupling 

rate [41, 51]. In addition, as mentioned earlier, the coupling rate is influenced by the number of molecules 

interacting with the LSP of the Au antenna. The number of interacting molecules increase with an increase 

in the shell thickness of the PMMA shell. Therefore, the coupling rate is higher for thicker shell thickness. 

Using the values in Table 1 and the coupling rate in Figure 6.2d, Φα is calculated as a function of the shell 

thickness (Figure 6.2e). Φα shows similar trend as the coupling rate because all values in Φα except κ are 

constant. For the smallest, medium, and largest PPA, the critical coupling (Φα =1) is nearly satisfied at t = 

5, 10, and 40 nm, respectively. In Figure 6.1b, we can see that the absorption of the PMMA shell is 

maximized at those shell thicknesses. This result demonstrates that the condition for the maximum 

absorption of the PMMA shell can be found from Φα. As described earlier, Φα comprises the coupling rate 

and the damping rate of the whole system. In consequence, Csca/Cabs of the Au antenna, which directly 

correlates the ratio of radiative to intrinsic damping q = τBω0
2/γB, is not a key parameter for the maximum 

absorption of the PMMA shell. 

 

 

Figure 6.2. (a) Schematic illustration of the CO model. (b) Optical cross-section spectra of the PPA. The black and 

blue solid lines are the extinction and scattering spectra of the whole system, respectively. The red and orange solid 

lines are absorption spectra of the Au antenna and the PMMA shell, respectively. The dashed lines are calculated using 

Equation 6.4 and fitted to the solid lines. (c) EBα(ω0) and ADα(ω0) normalized by F0
2/(2ΓBα). (d) The coupling rate and 

(e) Φα of the PPA as a function of the shell thickness t. 

 

Table 6.1. ωB, γB, and τB of the bare Au antennas. Those values were obtained by fitting the single harmonic oscillator 

model to the optical cross-sections of the bare Au antenna (see Section 6.6.2, Supporting Information). 

(l, r) (nm) ωB (1014 rad/s) γB (1013 rad/s) τBωB
2 (1013 rad/s) 

(502, 5) 3.26 2.95 0.16 

(1115, 14.7) 3.27 1.88 1.87 

(1500, 40) 3.31 0.65 6.35 
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We make a systematic analysis to gain an insight into the mechanism of the absorption enhancement 

in the PMMA shell of the PPA. EBα and ADα normalized by F0
2/(2ΓBα) are plotted as functions of the 

wavelength and Φα (Figure 6.3a). For this plot, ω0 = ωB = ωD = 3.27 × 1014 rad/s and γD = 5.3 × 1012 rad/s 

are used. As can be seen in Equations 6.4-6.6, neither EBα nor ADα depend on q. Therefore, for the bright 

oscillator, the total damping rate is only considered by setting ΓBα = 3.76 × 1013 rad/s (γB and τB are arbitrary 

values but determined from γB + τBω0
2 = 3.76 × 1013 rad/s). κ is changed so that Φα can be in a range from 

0.1 to 10. In Figure 6.3a, EBα shows mode splitting which becomes stronger with an increase in Φα. Therefore, 

EBα keeps decreasing at the resonance with an increase of Φα (see Figure 6.2c). For ADα, the peak becomes 

pronounced with an increase in Φα up to 1. With an increase in Φα beyond 1, ADα becomes broader and 

weaker. This is because the mode splitting starts occurring at the resonance of the dark oscillator when Φα 

> 1, which describes the decrease in ADα(ω0) shown in Figure 6.2c. Since the dark oscillator shows mode 

splitting only when the coupling is strong [48, 49, 52], the coupling can be divided into two regimes 

according to Φα: A) When Φα < 1, the coupling is in a weak coupling regime. In this regime, the energy 

transferred between the bright and the dark oscillators is mostly dissipated in the system. B) When Φα > 1, 

the coupling can be considered as the strong coupling regime because the energy is transferred between the 

bright and dark oscillators before the energy is dissipated by the system´s damping. By having a closer look 

at the absorption of the dark oscillator, we may be able to obtain more detailed information about the 

coupling regime (Section 6.6.3, Supporting Information). We appreciate that other groups categorize 

coupling regimes differently. For example, it has been suggested that the strong coupling is given by κ >> 

(ΓBαγD)1/2 [41, 53]. As demonstrated in Figure 6.3a, Φα can give a clear boundary between weak and strong 

coupling regimes. Therefore, Φα may be used as an alternative indicator to find those coupling regimes. 

Based on the finding from Figure 6.3a, the absorption properties of the PMMA shell shown in Figure 

6.1b are considered more in detail. We demonstrate Figure 6.2e that Φα of the smallest PPA is larger than 1 

for all t. Therefore, the absorption of the PMMA shell keeps decreasing and the absorption peak starts 

splitting into two peaks with an increase in t. In contrast, Φα of the medium and the largest PPAs cross over 

1 with an increase in t. For those two PPAs, the absorption of the PMMA shell become stronger until t 

reaches Φα = 1, and the absorption becomes weaker and broader when Φα is over 1.  

Having addressed the role of critical coupling in the PPA, we finally turn our focus on the influence of 

q = τBω0
2/γB on the plasmonic EIA [8]. Figure 6.3b shows EBα, SBα, ABα, ADα, and Atotα calculated at Φα = 1 

in Figure 6.3a. For those spectra, q is changed so that the total damping is fixed as ΓBα = 3.76 × 1013 rad/s. 

As mentioned earlier, EBα and ADα are independent of q. Thus, EBα and ADα are almost identical for all q. All 

spectra in Figure 6.3b considers Φα = 1, meaning that the critical coupling is satisfied, and ADα is maximized. 

With an increase in q, SBα increases, ABα decreases, and Atotα changes from EIT-like (two peaks) to EIA-like 

profile (one pronounced peak). This spectral change of Atotα is because two peaks of ABα are higher than the 

peak of ADα when q is small, but the peak of ADα can be larger than those two peaks of ABα when q is large. 

Therefore, we derive that q determines whether Atotα possesses an EIT- or EIA-like spectral profiles. To 

observe the EIA-profile, ADα > ABα has to be satisfied. This condition may be found by comparing the 

maximum of ADα and the maximum of ABα without coupling (dark yellow dashed lines in Figure 6.3b), which 

are ADα(max) = (1/4)[F0
2/(2ΓBα)] and ABα(max) = (γB/ΓBα)[F0

2/(2ΓBα)]. From those equations, ADα(max) > ABα(max) 

can be obtained by q > 3. In general, when the absorption properties of coupled plasmonic systems are 

investigated, the total absorption of the system corresponding to Atotα is considered. Thus, the plasmonic 

EIA has been recognized as the absorption spectral shape of Atotα that can be seen in Figure 6.3b for q = 4 

and 5. In this case, q plays a key role for EIA and, the condition for EIA may be found as q > 3. However, 

no matter how large q is, ADα maximizes when the critical coupling condition is satisfied. Therefore, since 

EIA and the absorption of the dark oscillator are linked via Φα, the EIA has to be optimized based on Φα, 

not on q. 
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Figure 6.3. (a) Color maps of EBα and ADα normalized by F0
2/(2ΓBα). ω0 = ωB = ωD = 3.27 × 1014 rad/s, ΓBα = 3.76 × 

1013 rad/s, and γD = 5.3 × 1012 rad/s were used. q is not considered. The white dashed line indicates Φα = 1. The cyan 

dashed line indicates ω0. (b) The black, blue, red, orange, and wine-red solid lines are EBα, SBα, ABα, ADα, and Atotα 

normalized by F0
2/(2ΓBα). Those were calculated for different q = τBω0

2/γB and for Φα = 1 of Figure 6.3a. Since ΓBα is 

fixed, EBα and ADα are nearly identical for all q. The dark-yellow dashed lines are ABα without coupling between the 

bright and the dark oscillators (κ = 0). 

 

6.3.  Dipolar-quadrupolar antenna 

6.3.1. Design of the DQA and calculation method 

Next, we turn our focus to EIA occurring in the DQA composed of Au (Figure 6.4a). To excite EIA, the 

incident field should propagate along – z direction with x-polarization (parallel to the long axis of the dipolar 

antenna). In this configuration of the incident field, only the dipolar antenna can strongly couple with the 

incident field and the quadrupolar antenna interacts with the dipolar antenna through the near-field created 

by the dipolar antenna. In the DQA, the near-field coupling is maximized when the dipolar antenna is close 

to the tip of the quadrupolar antenna. As mentioned earlier, it was suggested that EIA of this fully plasmonic 

system is induced by the phase retardation in the coupling between the dipolar and the quadrupolar antennas. 

This phase retardation is attributed to the fact that there is a distance between the dipolar and the quadrupolar 

antennas in the z-direction [18, 19].  

To elucidate the mechanism of EIA of the DQA in more detail, we investigated the absorption 

properties of the DQA using the FEM simulation. The size of the DQA used in our investigation is based 

on the works of Taubert et. al. (L1 = 375 nm, W1 = 60 nm, H1 = 40 nm, L2 = 420 nm, W2 = 120 nm, H2 = 60 

nm, g = 220 nm, and the periodicity in the x and y directions is 700 nm) [18, 19]. The dielectric function of 

Au was taken from Rakic et. al. [54]. The surrounding was set as air. Since the periodic structure was 

considered, the Bloch-Floquet periodic boundary conditions were applied in the x and y directions. PMLs 

were applied on the top and bottom of the simulation model in the z-axis. Absorptance was calculated by 

taking a volume integral of dissipated energy density over the structures and dividing the dissipated energy 

by the energy of the incident wave per area of the unit cell. 
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6.3.2. Absorption properties of the DQA 

Figure 6.4b shows absorption spectra of the dipolar antenna, quadrupolar antenna, and the DQA for different 

dz. dy is fixed as 120 nm. The absorption of the dipolar antenna shows mode splitting for all dz. Even though 

the quadrupolar antenna is considered as the dark oscillator, it possesses strong absorption. This is because 

the LSP of the quadrupolar antenna is excited by an indirect path through near-field coupling: incident wave 

→ dipolar oscillator → quadrupolar oscillator. During this indirect excitation process, the incident wave´s 

energy concentrated on the dipolar oscillator is transferred to the quadrupolar oscillator. Part of the 

transferred energy is absorbed by the LSP of the quadrupolar oscillator. This absorption process is the same 

as the PMMA shell of the PPA. In contrast to the dipolar antenna, the absorption spectral shape of the 

quadrupolar antenna dramatically changes with a decrease in dz: the absorption has one sharp peak for large 

dz, it is maximized at a certain dz, and its splits into two peaks for small dz. The absorption of the quadrupolar 

antenna is stronger than that of the dipolar antenna. Therefore, the total absorption of the DQA shows the 

EIA-like or the EIT-like spectral shapes depending on dz. These absorption properties of the DQA are similar 

to those of the PPA discussed earlier. 

 

 

Figure 6.4. (a) Schematic illustrations of the DQA. The structural parameters are L1 = 375 nm, W1 = 60 nm, H1 = 40 

nm, L2 = 420 nm, W2 = 120 nm, H2 = 60 nm, and g = 220 nm. The periodicity in the x- and y-directions is 700 nm. (b) 

Absorption spectra of the dipolar and the quadrupolar antennas in the DQA, and total absorption spectra of the DQA. 

dy is fixed as 120 nm. dz is varied in a range of 10 – 120 nm. 

 

To gain a deeper insight into the absorption mechanism of the DQA, we again use the GCO model. In 

the GCO model, the dipolar and the quadrupolar antennas correspond to the bright and the dark oscillators, 

respectively. In general, the radiative damping of the quadrupolar antenna is ignored because it is expected 

that the scattering of the quadrupolar antenna is negligible [7, 49]. However, for an accurate quantitative 

analysis, we introduce the radiative damping of the quadrupolar antenna in the GCO model by adding τD on 

the dark oscillator. Therefore, the equations of motion of the GCO model for the DQA are 
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The subscript β is to distinguish the GCO model of the DQA from that of the PPA. Using Equations 6.3, 

6.9, and 6.10, the time-averaged dissipated power per mass of the whole system is 

𝑃β =
1
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(𝛾B𝜔

2|𝑥Bβ|
2
+ 𝜏B𝜔

4|𝑥Bβ|
2
+ 𝛾D𝜔

2|𝑥Dβ|
2
+ 𝜏D𝜔

4|𝑥Dβ|
2
) 

= 𝐸totβ = 𝐴Bβ + 𝑆Bβ + 𝐴Dβ + 𝑆Dβ 
6.11 

where the absolute square of xBβ and xDβ are 

|𝑥Bβ|
2
=

(𝛺D
2 + 𝛤D

2𝜔2)𝐹0
2

[𝛺B𝛺D − 𝛤B𝛤D𝜔
2 − 𝜅4]2 +𝜔2[𝛤B𝛺D + 𝛤D𝛺B]

2
 6.12 

|𝑥Dβ|
2
=

𝜅4𝐹0
2

[𝛺B𝛺D − 𝛤B𝛤D𝜔
2 − 𝜅4]2 +𝜔2[𝛤B𝛺D + 𝛤D𝛺B]

2
 6.13 

Compared to Equation 6.4, Equation 6.11 has an additional term SDβ, which corresponds to the scattering of 

the dark oscillator. Therefore, EDβ = ADβ + SDβ and Stotβ = SBβ + SDβ can be considered as the extinction of 

dark oscillator and scattering of the whole system, respectively. To figure out whether the GCO model can 

describe the absorption properties of the DQA, ABβ, ADβ, and Atotβ were fitted to the absorption spectra of the 

dipolar antenna, the quadrupolar antenna, and the DQA, respectively. Before fitting the GCO model, F0, ωB, 

γB, and τB of the dipolar antenna without quadrupolar antenna were extracted by using the single oscillator 

model, resulting in ωB = 1.55 × 1015 rad/s (1.22 µm in wavelength), γB = 5.23 × 1013 rad/s, and τBωB
2 = 4.47 

× 1014 rad/s (Section 6.6.4, Supporting Information). In contrast to the case of the PPA, the GCO model was 

fitted using all variables as fitting parameters. This fitting was made by referring the extracted F0, ωB, γB, 

and τB. Figure 6.5a shows examples of the fitted ABβ, ADβ, and Atotβ. For all dz, the GCO model shows good 

agreement not only for the total absorption of the DQA but also for the absorption of the dipolar and the 

quadrupolar antennas. This result proves that the GCO model is an appropriate quantitative model to 

describe the absorption properties of the DQA. Note that this nearly perfect fitting cannot be achieved if τD 

= 0 (Section 6.6.5, Supporting Information). From the fitting, we find that the coupling rate increases, and 

the resonance wavelength of the quadrupolar antenna (λD = 2πc/ωD, where c is the speed of light in vacuum) 

redshifts with decreasing dz (Figure 6.5b). The resonance wavelength of the dipolar antenna also slightly 

redshifts in a range of 1.22 – 1.25 µm with decreasing dz (Figure 6.13b, Supporting Information). 

In a similar manner to the case of the PPA, the condition for the maximum absorption of the 

quadrupolar antenna is found using the CO model. Since the absorption of the quadrupolar antenna is 

enhanced at ωD as can be seen in Figure 6.4b, Equation 6.11 should be solved at ω = ωD. However, for the 

case of the DQA, ωB and ωD are not aligned. Therefore, it is considered that ωB is shifted from ωD by an 

amount of δ. Using ωB = ωD + δ, EBβ and EDβ at ωD can be written as 

𝐸Bβ(𝜔D) =
1

𝛤Bβ

1

(1 + 𝛷β)
2
+ 𝛥

𝐹0
2

2
 6.14 

𝐸Dβ(𝜔D) =
1

𝛤Bβ

𝛷β

(1 + 𝛷β)
2
+ 𝛥

𝐹0
2

2
 6.15 



110 

 

where Φβ = κ4/(ΓBβΓDβωD
2), Γnβ = γn + τnωD

2, and Δ = δ2[(2ωD + δ)/(ΓBβωD)]2. For Δ ≠ 0, the condition of 

maximum EDβ(ωD) is that Φβ becomes equal to Φcc = (1 + Δ)1/2, which is the critical coupling condition when 

ωB ≠ ωD. This critical coupling condition can be applied to ADβ because ADβ at ωD can be written as 

(γDa/ΓDβ)×EDβ(ωD). To calculate Φβ and Φcc of the DQA, the damping rates at ωD have to be known (Figure 

6.5c). Compared to the intrinsic damping rates, the radiative damping rates dramatically change with a 

decrease in dz for both the dipolar and the quadrupolar antennas, resulting in the total damping rate of the 

quadrupolar antenna exceeding that of the dipolar antenna at dz = 10 nm. However, when the absorption 

properties of a single particle of the DQA are considered, these dramatic changes in the radiative damping 

rates are not observed (Section 6.6.5, Supporting Information). Since the absorption properties of the 

periodic structure are considered in Figure 6.4b, near-field interactions occur in lateral directions, which 

may influence on the radiative damping rates. Φβ and Φcc calculated using the values in Figures 6.5b and c 

are shown in Figure 6.5d as a function of dz. When dz = 60 nm, the critical coupling Φβ = Φcc is nearly 

satisfied. In Figure 6.4b, it can be found that the absorption of the quadrupolar antenna is maximized at dz 

= 60 nm. Therefore, these findings prove that Φβ and Φcc can be indicators to achieve the maximum 

absorption of the quadrupolar antenna. Furthermore, from Φβ and Φcc, we can understand the coupling 

regime of the DQA. In the case of the PPA, the coupling is classified into the weak or the strong coupling 

regimes by checking whether Φα is smaller or larger than 1. However, for the case of DQA, Φβ has to be 

compared with Φcc. The absorption of the quadrupolar antenna shown in Figure 6.4b has a sharp peak for 

Φβ < Φcc, but it shows mode splitting for Φβ > Φcc. Therefore, we can consider that Φβ < Φcc gives the weak 

coupling regime and Φβ > Φcc gives the strong coupling regime. Since the GCO models used for the PPA 

and the DQA are almost the same, it is intuitively understood that the absorption properties of the DQA are 

nearly identical to those of the PPA. 

 

 

Figure 6.5. (a) ABβ, ADβ, and Atotβ fitted to the absorption spectra of the dipolar antenna, the quadrupolar antenna, and 

the DQA, respectively. the absorption spectra of the dipolar antenna, the quadrupolar antenna, and the DQA are taken 

from Figure 6.4b. ABβ, ADβ, and Atotβ were calculated using Equation 6.11. (b) The black and blue marks are fitting 

values of the coupling rate and the resonance wavelength of the quadrupolar antenna, respectively. (c) The red and 

blue marks are fitting values of damping rates of the dipolar and the quadrupolar antennas, respectively. The triangle, 

square, and circle marks are intrinsic, radiative, and total damping rates, respectively. The total damping rates were 

calculated by Γnβ = γn + τnωD
2. (d) The black and gray marks show Φβ and Φcc, respectively. Those were calculated 

using values in (b) and (c). 
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 The dy dependence of the absorption properties of the DQA was also investigated in a similar manner 

to the dz dependency (Section 6.6.6, Supporting Information). ABβ, ADβ, and Atotβ in Equation 6.11 are also 

in good agreement with the FEM simulation for dy dependency. Comparing the coupling rate for dy and dz 

dependencies, it was found that two different sets of (dy, dz) can have a similar coupling rate. The DQA with 

those sets of (dy, dz) has almost the same absorption spectra. Therefore, we conclude that the absorption 

properties of the DQA are determined by the coupling rate, which can be controlled by changing the position 

of the dipolar antenna in the y-z plane. 

If the distance between the dipolar and quadrupolar antennas is comparable to the wavelength, their 

coupling occurs through their far-field. In this case, the coupling may contain distance-dependent retardation 

effects, which has been suggested by our previous work based on the coupled-dipole method [17]. In case 

the gap distance of the DQA is much smaller than the wavelength (e.g., [18, 19]) we expect that the near-

field coupling of the oscillators occurs in-phase. This indicates that retardation effects play a subordinate 

role in near-field coupled systems. Considering the facts discussed above, we conclude that the EIA in the 

DQA is not attributed to the phase retardation, but its EIA originates from the absorption enhancement in 

the quadrupolar antenna. Note that our results just indicate that a phase-retarded coupling may not be an 

appropriate interpretation to explain the absorption properties of the DQA, but EIA by a phase-retarded 

coupling may be observed in other plasmonic systems (Section 6.6.7, Supporting Information) [17, 24]. 

 

6.4. Conclusion 

We theoretically investigated the absorption properties of the PPA and the DQA, which are widely known 

for plasmonic EIA. We find that in those coupled plasmonic systems, the absorption of the bright oscillator 

always splits into two peaks, and the absorption of the dark oscillator is enhanced at the resonance of the 

dark oscillator by near-field coupling. To gain a deeper understanding of the absorption enhancement in the 

dark oscillator, we introduced a GCO model including radiative damping originated from the Abraham-

Lorentz force. We demonstrated that our GCO model can quantitatively describe the absorption properties 

of those systems. Using the GCO model, we found two essential parameters to maximize the absorption of 

the dark oscillator. One is the degree of coupling Φ. Φ is determined solely by the ratio between the coupling 

rate and the total damping rate of the whole system. Another parameter is the critical coupling state Φcc, 

which is equal to 1 when the resonances of the bright and the dark oscillators are aligned. When Φ is equal 

to Φcc, the critical coupling occurs, resulting in a maximum absorption of the dark oscillator. Our GCO 

model predicted that the absorption of the dark oscillator can be enhanced up to 25% of the maximum 

extinction of the bright oscillator without coupling. 

Maximizing the absorption of the dark resonator, however, is not sufficient to observe EIA-like spectra. 

In addition, the bright oscillator should have a radiative damping sufficiently larger than its intrinsic one so 

that the absorption of the bright oscillator can be smaller than that of the dark oscillator. By doing this, the 

sharp absorption peak of the dark oscillator can be visible in a total absorption spectrum of a whole system, 

resulting in an EIA-like spectral profile. Notably, the absorption of the dark oscillator is independent of the 

ratio between intrinsic and radiative damping of the bright oscillator. Therefore, if plasmonic EIA is 

dominated by the maximization of the dark oscillator´s absorption, plasmonic EIA is determined just by Φ 

and Φcc. This interpretation of plasmonic EIA can be applied to many plasmonic systems similar to the PPA 

and the DQA. 

Using our GCO model, we developed a new interpretation of plasmonic EIA, which is essential to 

advance EIA-based plasmonic systems. In addition, our GCO model may be able to provide details about 

Rabi splitting and energy transfer, which play a crucial role in plasmon-exciton coupled systems [41, 55, 

56] and surface-enhanced infrared absorption spectroscopies [57]. Therefore, we expect that this work can 
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be beneficial for a wide range of applications and may outline an approach to develop a new type of 

plasmonic system. 
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6.6. Supporting Information 

6.6.1. Optical properties of PMMA 

The permittivity of PMMA taken from Zhang et al. [1]. is shown in Figure 6.6a. The strong molecular 

vibration of the C=O stretch can be found at around 6 µm. Figure 6.6b shows the permittivity of PMMA at 

around the C=O stretch. Since the spectral resolution is not high enough and we have to extract the resonance 

frequency and damping rate of the C=O stretch, the Lorentz model was fitted to the permittivity. The Lorentz 

model is 

𝜀C=O = 𝜀bg +
𝑓𝜔C=O

2

𝜔C=O
2 −𝜔2 − 𝑖𝛾C=O𝜔

 6.16 

where εbg is the dielectric constant at high frequency, f is the oscillator strength, ωC=O is the resonant 

frequency, and γC=O is the intrinsic damping rate. 

 

 

Figure 6.6. (a) The permittivity of PMMA in the infrared range. The blue and red solid lines are the real and imaginary 

parts of the permittivity, respectively. (a) The permittivity of PMMA at around the C=O stretch. The blue and red 

dashed lines are the real and the imaginary parts of the permittivity calculated using Equation 6.16, respectively. 

 

6.6.2. Optical properties of the PPA 

Figure 6.7 shows the extinction and scattering properties of the PPA. The extinction and scattering spectra 

show mode splitting for all t. Figure 6.8 shows the absorption properties of the PMMA shell with and 

without the Au antenna. The inside of the bare PMMA shell is filled with the material with the refractive 

index of 1.46, which is the same as the refractive index of the surrounding. The absorption of the bare 

PMMA shell increase with an increase in t. This intrinsic absorption appears in the absorption of the PMMA 

shell of the PPA.  

Before fitting Equation 6.4 to the optical cross-sections of the PPA, F0, ωB, γB, and τB were extracted 

by fitting a single oscillator model (SO) model to the optical cross-sections of the bare Au antenna. The SO 

model can be written as 

d2𝑥0
d𝑡2

+ 𝛾B
d𝑥0
d𝑡

+ 𝜔B
2𝑥B0 = 𝐹(𝑡) + 𝜏B

d3𝑥0
d𝑡3

 6.17 

The time-averaged dissipated power of the SO model can be obtained using Equation 6.3 
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𝑃0 =
1

2
(𝛾B𝜔

2|𝑥0|
2 + 𝜏B𝜔

4|𝑥0|
2) = 𝐸0 = 𝐴0 + 𝑆0 6.18 

where the absolute square of x0 is  

|𝑥0|
2 =

𝐹0
2

(𝜔B
2 −𝜔2)2 + (𝛾B + 𝜏B𝜔

2)𝜔2
  

In Equation 6.18, E0, A0, and S0 correspond to extinction, absorption, and scattering, respectively. In Figure 

6.9 the SO model fitted to the optical cross-sections of the bare Au antenna is shown. For all sizes of the Au 

antenna, the SO model shows nearly perfect agreement with the spectra obtained from the FEM simulation. 

Figure 6.10 shows the optical cross-section spectra calculated using the FEM simulation and the CO 

model for two different sizes of the PPA. The CO model is in good agreement with the FEM simulation for 

any combination of the structural parameters. 

Figure 6.11 shows the electromagnetic field distribution maps of the smallest, medium, and largest 

bare Au antennas. Those maps are taken at the wavelength of 5.78 µm. With decrease in the size of the Au 

antenna, the electric field around the antenna become stronger. This results in stronger coupling in the PPA 

for smaller Au antenna. 

 

 

Figure 6.7. The black and blue solid lines are extinction and scattering spectra of the bare Au antenna, respectively. 

The dashed lines are extinction and scattering spectra of the PPA with different t. 

 

 

Figure 6.8. The solid lines are absorption spectra of the PMMA shell of the PPA. The dashed lines are absorption 

spectra of the bare PMMA shell. The inside of the bare PMMA shell is filled with the same material as the surrounding. 
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Figure 6.9. The blue, red, and black solid lines are scattering, absorption, and extinction spectra of the bare Au antenna 

calculated using the FEM simulation. The cyan, wine-red, and gray dashed lines are scattering, absorption, and 

extinction spectra calculated using Equation 6.18. 

 

 

Figure 6.10. Optical cross-section spectra of the PPAs. The black and blue solid lines are the extinction and scattering 

spectra of the whole system, respectively. The red and orange solid lines are absorption spectra of the Au antenna and 

the PMMA shell, respectively. The dashed lines are calculated using Equation 6.4 and fitted to the solid lines. 

 

 

Figure 6.11. Normalized absolute electric field distribution maps of the bare Au antennas at the wavelength of 5.78 

µm. 
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6.6.3. Weak, intermediate, and strong coupling regimes 

In this work, we classified the coupling regime just by comparing whether Φα is larger than 1 or not. 

However, in other studies, such as energy transfer [2, 3] or exciton-plasmon coupling,[4-6] the strong 

coupling is considered as that the coupling rate is high enough so that the absorption of the dark oscillator 

splits into two peaks [7]. To provide deeper insight into the coupling regime for those studies, we find how 

large Φα should be to induce mode splitting in the dark oscillator. Figure 6.12 shows the color maps taken 

from Figure 6.3a. From the systematical analysis made in Figure 6.12, it can be found that the absorption of 

the dark oscillator starts by weakly splitting into two peaks when Φα becomes larger than about 3.5. 

Therefore, the CO model suggests that the coupling can be classified in the weak (Φα < 1), intermediate (1 

< Φα < 3.5), and strong coupling regimes (3.5 < Φα). 

 

 

Figure 6.12. The color maps taken from Figure 6.3a and the spectra of the normalized ADα at around Φα = 3.5.  

 

6.6.4. Optical properties of the DQA 

Equation 6.11 was fitted to the absorption spectra of the DQA by extracting F0, ωB, γB, and τB. Those values 

were obtained by fitting the SO model to the absorption spectrum of the dipolar antenna without the 

quadrupolar antenna. Figure 6.13a shows the SO model fitted to the absorption of the dipolar antenna 

obtained from the FEM simulation. The SO model shows good agreement with the FEM simulation. 

 Figure 6.13b shows the resonance wavelength of the dipolar and quadrupolar antennas of the DQA. 

Those values were obtained from the fitting. With a decrease in dz, their resonance wavelengths redshift. In 

Figure 6.5c, the radiative damping rates of the dipolar and the quadrupolar antennas are plotted. Their 

radiative damping rates change depending on dz. These changes are not attributed only to the resonance 

wavelength but also to the radiative damping coefficient. The radiative damping coefficients of the dipolar 

and the quadrupolar antennas are shown in Figure 6.13c. τB keeps decreasing with a decrease in dz. In 

contrast, τD exponentially increases with a decrease in dz. 
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Figure 6.13. (a) The red solid line is the absorption spectrum of the dipolar antenna without the quadrupolar antenna 

calculated using the FEM simulation. The black dashed line is the spectrum calculated using Equation 6.18. (b) The 

fitting values of the resonance wavelength of the dipolar and the quadrupolar antennas of the DQA. The red and blue 

marks are for the dipolar and the quadrupolar antennas, respectively. (c) The red and blue marks are the fitting values 

of the radiative damping coefficients of the dipolar and the quadrupolar antennas, respectively. 

 

6.6.5. Optical properties of a single particle of the DQA 

In the main text, the absorption properties of the DQA in the periodic system are considered. To understand 

the optical properties of the DQA in more detail, a single particle of the DQA was modeled and its optical 

cross-sections were calculated using the FEM simulation. The size and shape of the single particle of the 

DQA are the same as the one shown in Figure 6.4a. The calculation method is the same as that for the PPA. 

Figure 6.14 shows the absorption spectra of the DQA. As with the spectra of the periodic model shown in 

Figure 6.4b, the absorption of the dipolar antenna shows mode splitting for all dz. The absorption of the 

quadrupolar antenna is enhanced and starts splitting with an increase in dz. The total absorption of the DQA 

shows a similar trend to the quadrupolar antenna. 

 

 

Figure 6.14. Absorption spectra of the dipolar and the quadrupolar antennas of the single particle of the DQA, and 

total absorption spectra of the single particle of the DQA. dy is fixed as 120 nm. dz is varied in a range of 20 – 100 nm. 

 

Figure 6.15 shows extinction, scattering, and absorption cross-sections of the dipolar antenna without 

the quadrupolar antenna. The scattering is stronger compared to the absorption. To extract the intrinsic and 

radiative damping of the dipolar antenna, the SO model was fitted to the spectra obtained from the FEM 

simulation. The fitting resulted in ωB = 1.4 × 1015 rad/s (1.35 µm in wavelength), γB = 4.5 × 1013 rad/s, and 

τBωB
2 = 4.05 × 1014 rad/s. Based on those obtained values, the CO model described by Equation 6.11 was 

fitted to the extinction, scattering, and absorption spectra of the DQA (Figure 6.16). The CO model shows 

good agreement with the FEM simulation not only for the absorption but also the extinction and scattering, 
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which proves the CO model is an appropriate model to describe the overall optical properties of the DQA. 

Using the CO model, the total scattering of the DQA can be divided into contributions from the dipolar and 

the quadrupolar antennas. The scattering spectra show a similar spectral shape to the absorption spectra. 

 

 

Figure 6.15. The optical properties of the single particle of dipolar antenna. The red, blue, and black solid lines are 

absorption, scattering, and extinction spectra calculated using the FEM simulation, respectively. The wine-red, navy, 

and grey dashed lines are absorption, scattering, and extinction spectra calculated using Equation 6.18, respectively. 

 

 

Figure 6.16. The solid lines are optical cross-sections obtained using the FEM simulation, which are taken from Figure 

6.14. The dashed lines are calculated using Equation 6.11. (Top panel) ABβ, ADβ, Atotβ, and Etotβ fitted to the absorption 

of the dipolar antenna, the absorption of the quadrupolar antenna, the total scattering of the DQA, and total extinction 

of the DQA, respectively. (Bottom panel) The blue solid and dashed lines are taken from the top panel. The cyan and 

magenta dashed lines are scattering spectra of the dipolar and quadrupolar antennas obtained from the CO model 

(Equation 6.11). 
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The fitting values are summarized in Figures 6.17a-d. The resonance wavelengths and the coupling 

rates show a similar trend to those of the periodic model shown in Figure 6.13b. However, in contrast to the 

periodic model, the damping rates of the single model do not dramatically change with varying dz. The 

radiative damping rates of the dipolar and the quadrupolar antennas slightly increase with an increase in dz. 

This increase is mainly attributed to the blueshift of the resonances, not to an increase in the radiative 

damping coefficients. The radiative damping coefficients are almost constant for all dz. This result indicates 

that the dramatic change in the damping rates of the periodic model originates from lateral near-field 

interactions occurring between the DQA particles.  

 Φβ and Φcc are shown in Figure 6.17e. Φcc is almost constant because the damping rates do not change 

significantly depending on dz. When dz = 80 nm, the critical coupling is nearly satisfied (Φβ = Φcc). The 

absorption of the quadrupolar antenna (Figure 6.14) shows mode splitting for dz with Φβ > Φcc. The 

difference between the periodic and the single particle models is that the quadrupolar antenna of the single 

particle model does not have a maximum absorption at the critical coupling, but its absorption keeps 

increasing with an increase in Φβ. This may be because the quadrupolar antenna can also make strong near-

field through the coupling with the dipolar antenna, which is not the case for the PPA. It requires more 

investigations to fully understand this absorption increase, which is out of the scope of this study. 

 

 

Figure 6.17. The fitting values of (a) the resonance wavelength, (b) the coupling rate, (c) the intrinsic, radiative, and 

total damping rates, and (d) the radiative damping coefficient. (e) The black and gray marks show Φβ and Φcc as a 

function of dz, respectively. 

 

 The DQA with vertically placed antennas and with in-plane antennas have been widely used to 

investigate near-field coupling in plasmonic systems. In general, it was considered that the radiative 

damping of the quadrupolar antenna can be ignored in those studies. However, we included the radiative 

damping of the quadrupolar antenna in our CO model because the CO model without its radiative damping 

cannot explain the optical properties of the DQA properly. To prove this, Figure 6.18 shows the optical 

cross-sections calculated using the CO model without the radiative damping of the quadrupolar antenna 

(Equation 6.4). When Etotα is used to fit the total extinction of the DQA, ADα and SBα do not show good 

agreement with the FEM simulation (Figure 6.18a). When ADα is tried to fit the absorption of the quadrupolar 

antenna, ABα, SBα, and Etotα do not fit to the spectra obtained from the FEM simulation (Figure 6.18b). 
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Therefore, to describe the optical properties of the DQA, the radiative damping of the quadrupolar antenna 

must be taken into account. 

 

 

Figure 6.18. Extinction, scattering, and absorption spectra of the DQA with dy = 60 nm and dz =120 nm. The solid and 

dashed lines are calculated using the FEM simulation and the CO model (Equation 6.4), respectively. (a) The fitting 

parameters are ωB = 1.4 × 1015 rad/s, γB = 4.4 × 1013 rad/s, and τBωB
2 = 3.9 × 1014 rad/s, ωD = 1.33 × 1015 rad/s, γB = 

1.06 × 1014 rad/s, and κ = 6 × 1014 rad/s. (b) The fitting parameters are ωB = 1.4 × 1015 rad/s, γB = 4.4 × 1013 rad/s, and 

τBωB
2 = 3.9 × 1014 rad/s, ωD = 1.33 × 1015 rad/s, γB = 4 × 1013 rad/s, and κ = 6.1 × 1014 rad/s. 

 

6.6.6. dy dependency of the DQA 

Here, we again turn our focus to the absorption properties of the DQA with the periodic model. Figure 6.19 

shows the absorption properties of the DQA with different dy. dz is fixed as 60 nm. With an increase in dy, 

the absorption of the dipolar antenna shows stronger mode splitting, and the absorption of the quadrupolar 

antenna becomes stronger. The total absorption of the DQA shows the EIA-like spectral profile for all dy.  

Figure 6.20 shows absorption spectra calculated using the CO model described by Equation 6.11 in the 

main text. The CO model is in good agreement with the FEM simulation for any dy, which is the same as 

the dz dependency shown in Figure 6.5a. The fitting values used for the fitting made in Figure 6.20 are 

shown in Figure 6.21. In contrast to the dz dependency, the resonance wavelength of the dipolar antenna 

slightly blueshifts with an increase in dy (Figure 6.21a). The coupling rate keeps increasing with an increase 

in dy because the near-field coupling is maximized when the tips of the dipolar and quadrupolar antennas 

are close to each other (Figure 6.21b). With an increase in the coupling rate, the radiative damping rate of 

the dipolar antenna decreases, and that of the quadrupolar antenna increases, which is a similar trend to the 

dz dependency (Figure 6.21c). This change in the radiative damping rates is not attributed only to the shift 

in the resonance wavelengths but also to the change in the radiative damping coefficients (Figure 6.21d). 

From the fitting values, Φβ and Φcc are calculated (Figure 6.21e). Φβ exceeds Φcc only for dy = 120 nm, but 

the difference between them is small. Therefore, mode splitting cannot be observed in the absorption of the 

quadrupolar antenna for all dy (Figure 6.19).  

 The coupling rates for the dy and dz dependencies are plotted in Figure 6.22a. By comparing those two 

plots, we can find that the different sets of (dy, dz) can have a similar coupling rate. For example, in the case 

of Figure 6.22a, the DQAs with (dy, dz) = (120 nm, 100 nm) and (60 nm, 60 nm) have a coupling rate of 

about 4.6 × 1014 rad/s. The comparison of the absorption spectra of those DQAs is shown in Figure 6.22b. 

They have almost the same absorption spectra, therefore, we can understand that the absorption properties 

of the DQA are determined by the coupling rate that can be controlled by changing the position of the dipolar 

antenna in the y-z plane. 
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Figure 6.19. Absorption spectra of the dipolar antenna, the quadrupolar antenna, and the DQA. dy changes in a range 

of 15 – 120 nm. dz is fixed as 60 nm. 

 

 

Figure 6.20. The solid and dashed lines are absorption spectra calculated using the FEM simulation and the CO model 

(Equation 6.11), respectively. The solid lines are taken from Figure 6.19. 

 

 

Figure 6.21. The fitting values of (a) the resonance wavelength, (b) the coupling rate, (c) the intrinsic, radiative, and 

total damping rates, and (d) the radiative damping coefficient. (e) The black and gray marks show Φβ and Φcc as a 

function of dy, respectively.  
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Figure 6.22. (a) The red and blue marks are the coupling rates for the dy and dz dependencies, respectively. Those plots 

are taken from Figure S16b and Figure 5a in the main text. (b) The solid and dashed lines are absorption spectra of the 

DQAs with (dy, dz) = (120 nm, 100 nm) and (60 nm, 60 nm), respectively. 

 

6.6.7. Interactions between a LSP and a waveguide mode 

Floess et al. have observed a large Faraday rotation in a thin plasmonic system composed of a grating of Au 

wires embedded in a EuS film (Figure 6.23a) [8]. In this system, the authors described that EIA can be 

induced by phase retarded interaction between a LSP of the Au wires and a waveguide mode occurring in 

the EuS film. The phase retardation can be controlled by changing the distance between the Au wires and 

the glass substrate.  

Here, the absorption properties of the grating system are briefly discussed using the FEM simulation. 

All structural parameters and materials of the system are based on Floess et al. [8]. The authors explained 

that the EIA is not attributed to the magneto-optic response of EuS. Therefore, in this investigation, the 

diagonal elements of permittivity of EuS is only considered. Figure 6.23b shows the total absorption of the 

system with different g. When g is around 30 nm, the absorption is dramatically enhanced at the resonance 

of the waveguide mode. Figure 6.23c shows the absorption spectra of each component of the system. In 

contrast to the PPA and DQA, the absorption of the plasmonic wire is enhanced, which cannot be described 

by our GCO model. 

 

 

Figure 6.23. (a) Schematic illustration of the Au wire deposited in the EuS film. p = 490 nm, t = 33 nm, w = 85 nm, 

and h = 139 nm. (b) The absorption spectra of the grating system with different g. (c) The red and blue solid lines are 

the absorption spectra of the Au wire and the EuS film, respectively. The black dashed line is total absorption of the 

system. 
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Abstract: Electromagnetically induced absorption (EIA) by a phase-retarded coupling is theoretically 

investigated using a dimer composed of a plasmonic and a dielectric particle. This phase-retarded coupling 

originates from the particles interacting with each other through their scattered intermediate fields (in 

between near and far fields). Our analysis based on the coupled-dipole method and an extended coupled-

oscillator model indicates that EIA by the phase-retarded coupling occurs due to constructive interference 

in the scattered fields of the particles. By employing the finite element method, we demonstrate that the 

absorption of the plasmonic particle is dramatically enhanced by tuning the interparticle distance and 

achieving constructive interference. In contrast to EIA by near-field coupling, which has been intensively 

researched using coupled plasmonic systems, EIA by a phase-retarded coupling enables us to strengthen the 

absorption of plasmonic systems more significantly. This significant absorption enhancement can be 

beneficial to advancing various applications, such as energy harvesting and radiative cooling. 

 

7.1. Introduction 

Light absorption is of fundamental importance for various applications. The field of plasmonics has attracted 

considerable attention since localized surface plasmons (LSPs) can confine electromagnetic fields beyond 

the optical diffraction limit and enhance light absorption. Strong light absorption is induced at the resonance 

of the LSPs, which can be controlled by designing the composition, shape and size of a plasmonic structure. 

Given the high tunability of the LSPs, plasmonic structures have been designed in different wavelength 

ranges to advance emerging applications such as energy harvesting [1], solar-thermophotovoltaics [2, 3], 

radiative cooling [4], sensing [5-7], IR camouflage [8], and optical heating [9-11]. To enhance light 

absorption of materials, different absorption mechanisms have been utilized, such as impedance matching 

[12-15], Kerker effect [16-18], and rainbow trapping [19-21]. 

In addition to those optical phenomena, electromagnetically induced absorption (EIA) can be a 

potential approach to strengthening the absorption of plasmonic systems. EIA was first observed in atomic 

systems as substantial absorption enhancement of the system by constructive quantum interference [22, 23]. 

In contrast, destructive quantum interference results in electromagnetically induced transparency (EIT), 

which creates a transparency window in absorption spectra [24]. Since interference phenomena in quantum 

and classical systems are analogous, EIA-like effects have been realized in plasmonic systems. One of the 

most commonly used plasmonic system for EIA is a coupled system composed of bright and dark oscillators 

[25-29]. The bright oscillator possesses a high total (Ohmic + radiative) damping and can be excited by the 

external incident wave. On the other hand, the dark oscillator exhibits a low total damping and is excited 
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only by coupling to the electromagnetic near-field of the bright oscillator. EIA has been extensively 

investigated and applied to perfect light absorbers [30], optical modulators [31, 32], and nonlinear effects 

[33]. However, mechanistic interpretations of EIA have contained ambiguity so far. 

In our previous work, we developed the unified interpretation of EIA by investigating the absorption 

properties of coupled plasmonic systems known for EIA: plasmonic-polymer composite and dipolar-

quadrupolar antennas [34]. We concluded that their EIA is attributed to the absorption enhancement of the 

dark oscillator by near-field coupling, enabling the total absorption of the entire system to possess an EIA-

like spectral profile (see Figure 7.1a). However, the absorption of the bright oscillator always has an EIT-

like profile, meaning that the near-field coupling occurs in phase with the resonances of the bright and dark 

oscillators. This coupling process is equivalent to destructive interference and contradicts EIA observed in 

the atomic systems. Moreover, we found that EIA can enhance the dark oscillator´s absorption up to 1/4 of 

the maximum extinction of the isolated bright oscillator (without coupling to the dark oscillator). This 

finding indicates that the total absorption of the entire system cannot exceed the upper absorption bound of 

the isolated bright oscillator, which is given by Cabs = 3λ0
2/8π for a dipolar antenna (Cabs is the absorption 

cross-section, and λ0 is the resonance wavelength) [35-38]. 

Mimicking EIA of the atomic systems in plasmonic systems and searching for means to overcome Cabs 

= 3λ0
2/8π by constructive interference is of great interest not only for the applications mentioned earlier but 

also for the physics of plasmonics [39-42]. One of the approaches to achieving constructive interference in 

plasmonic systems may be utilizing a phase-retarded coupling. The phase-retarded coupling has been 

investigated by using, for example, waveguides [43, 44] and dimers made of two scattering particles [45-

52]. In the case of the dimers, interactions between particles can be characterized by two dipole moments, 

and the phase-retarded coupling occurs by far-field interactions. It has been observed that scattering and 

absorption of the dimers are strengthened and weakened by controlling their interparticle distance, which 

may correspond to constructive and destructive interference, respectively [49-51]. However, a rigorous 

understanding of the phase-retarded coupling has not been given. Also, EIA-like effects have not yet been 

confirmed in the dimers. 

In this work, we theoretically investigate EIA excited by the phase-retarded coupling using a dimer 

consisting of plasmonic and dielectric particles. A LSP of the plasmonic particle and a Mie resonance of the 

dielectric particle exhibit dipolar resonances with high and low damping, respectively. Considering this 

damping contrast and that both dipolar resonances can be excited directly by the incident wave, the 

plasmonic and the dielectric particles are characterized as bright and quasi-dark oscillators, respectively. 

With an optimal interparticle distance of this dimer, we demonstrate that constructive scattered field 

interference excites EIA, enhancing the absorption of the plasmonic particle beyond Cabs = 3λ0
2/8π at a 

resonance condition (see Figure 7.1b). To the best of our knowledge, this type of EIA has been observed 

only in the interactions between a LSP and a waveguide mode [34, 53]. 

This paper is organized as follows. To interpret the phase-retarded coupling, we first discuss the 

scattering properties of isolated plasmonic and dielectric particles by considering their dipole moments. 

Next, we investigate a dipole-dipole coupling of the dimer using the coupled-dipole method (CDM). To 

give an intuitive picture of the coupling, an extended coupled-oscillator (ECO) model is designed. The ECO 

model suggests that three forces are working on each particle with different phases, and those phases can be 

controlled by changing the interparticle distance of the dimer. Consequently, the interparticle distance 

determines whether the coupling in the dimer becomes constructive or destructive interferences, resulting 

in EIA or EIT, respectively. These effects of the phase-retarded coupling on the absorption properties of the 

dimer are demonstrated by performing the finite element method (FEM) simulation. Finally, we present 

how an intrinsic loss (non-zero extinction coefficient) of the dielectric particle influences the EIA properties 

of the dimer. 
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Figure 7.1. Schematic illustrations of plasmonic EIA excited by (a) in-phase and (b) phase-retarded coupling. 

 

7.2.  Scattered fields of electric and magnetic dipole moments 

Plasmonic and dielectric particles with subwavelength scales can be approximated as a dipolar antenna. The 

optical properties of the dipolar antenna are described by its electric dipole (ED) moment pj and magnetic 

dipole (MD) moment mj. The ED and MD moments at rj in free space are [54]  

𝐩j = 𝜀0𝛼j𝐄in(𝐫j) 7.1 

𝐦j = 𝜒j𝐇in(𝐫j) 7.2 

where ε0 is the electric permittivity in a vacuum, αj is the electric polarizability, and χj is the magnetic 

polarizability. 𝐄in(𝐫j) = 𝐄0𝑒
𝑖𝐤⋅𝐫j  and 𝐇in(𝐫j) = 𝐇0𝑒

𝑖𝐤⋅𝐫j  are the incident electric and magnetic fields, 

respectively. k is the wave vector (|k| = 2π/λ0). Scattered electric and magnetic fields at ri created by the ED 

moment are expressed as 

𝐄spj(𝐫i) =
1

𝜀0
𝐆E(𝐫i − 𝐫j) ⋅ 𝐩j 7.3 

𝐇spj(𝐫i) =
1

𝜀0𝑍0
 𝐆M(𝐫i − 𝐫j) ⋅ 𝐩j 7.4 

Similarly, scattered fields of the MD moment are 

𝐄smj(𝐫i) = −𝑍0𝐆M(𝐫i − 𝐫j) ⋅ 𝐦j 7.5 

𝐇smj(𝐫i) =  𝐆E(𝐫i − 𝐫j) ⋅ 𝐦j 7.6 

where Z0 is the vacuum impedance. GE and GM are the dyadic Green´s functions, which are expressed using 

ri – rj = Dur (D and ur are the distance and the unit vector of ri – rj, respectively) 

𝐆E(𝐫i − 𝐫j) ⋅ 𝐮 = 𝑔A𝐮 + 𝑔B(𝐮r ⋅ 𝐮)𝐮r 7.7 

𝐆M(𝐫i − 𝐫j) ⋅ 𝐮 = 𝑔C(𝐮r × 𝐮) 7.8 

where u is the arbitrary unit vector. Equations 7.7 and 7.8 have the relationship of GE(ri – rj) = GE(rj – ri) 

and GM(ri – rj) = – GM (rj – ri), respectively. The terms gA, gB, and gC in Equations 7.7 and 7.8 are 
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𝑔A =
𝑒𝑖𝑘𝐷

4𝜋𝐷
(𝑘2 +

𝑖𝑘

𝐷
−
1

𝐷2
) 7.9 

𝑔B =
𝑒𝑖𝑘𝐷

4𝜋𝐷
(−𝑘2 −

3𝑖𝑘

𝐷
+
3

𝐷2
) 7.10 

𝑔C =
𝑒𝑖𝑘𝐷

4𝜋𝐷
(𝑘2 +

𝑖𝑘

𝐷
) 7.11 

Equations 7.9-7.11 describe the amplitude and phase of the scattered fields. The scattered field of dipole 

moments can be categorized into three regions by comparing D with λ0: the near (static) field for D << λ0, 

the intermediate (induction) field for D ≈ λ0, and the far (radiation) field for D >> λ0 (see Figure 7.2a). 

Considering Maxwell´s equations and the wave equation, each field has a time derivation in different orders: 

0-th, 1-th, and 2nd order derivation for the static, induction, and radiation fields, respectively. We consider 

the time-harmonic system; therefore, by setting the static field as a reference, the induction and radiation 

fields are π/2, and π phase shifted, respectively. Equations 7.9-7.11 can be modified as 

𝑔A =
1

4𝜋𝐷
 √(𝑘2 −

1

𝐷2
)
2

+ (
𝑘

𝐷
)
2

 𝑒
𝑖[𝑘𝐷+arg(𝑘2+

𝑖𝑘
𝐷
−
1
𝐷2
)]
= |𝑔A|𝑒

𝑖𝜙A  7.12 

𝑔B =
1

4𝜋𝐷
 √(−𝑘2 +

3

𝐷2
)
2

+ (
3𝑘

𝐷
)
2

 𝑒
𝑖[𝑘𝐷+arg(−𝑘2−

3𝑖𝑘
𝐷
+
3
𝐷2
)]
= |𝑔B|𝑒

𝑖𝜙B  7.13 

𝑔C =
1

4𝜋𝐷
 √𝑘4 + (

𝑘

𝐷
)
2

 𝑒
𝑖[𝑘𝐷+arg(𝑘2+

𝑖𝑘
𝐷
)]
= |𝑔C|𝑒

𝑖𝜙C 7.14 

where |gA|, |gB|, and |gC| are the scattered field amplitude, and arg() is the argument of a complex function. 

Note that the CDM cannot express the near field property since the scattered field amplitudes diverge with 

D → 0. The net phases denoted as ϕA, ϕB, and ϕC can be divided into two terms 

𝜙A = 𝑘𝐷 + arg (𝑘
2 +

𝑖𝑘

𝐷
−
1

𝐷2
) = 𝑘𝐷 + 𝜙a 7.15 

𝜙B = 𝑘𝐷 + arg (−𝑘
2 −

3𝑖𝑘

𝐷
+
3

𝐷2
) = 𝑘𝐷 + 𝜙b 7.16 

𝜙C = 𝑘𝐷 + arg (𝑘
2 +

𝑖𝑘

𝐷
) = 𝑘𝐷 + 𝜙c 7.17 

In Equations 7.15-7.17, kD can be considered a background phase. ϕa, ϕb, and ϕc express influences from 

the near and intermediate fields. Equations 7.15-7.17 are shown in Figure 7.2b. The contributions from the 

near and intermediate fields are substantial at a small D. This contribution decreases and becomes negligible 

for a large D; therefore, the net phases are dominated by kD in the far field. From Equations 7.15-7.17, we 

can understand that the scattered fields have different phases depending on the direction and distance from 

the dipole moments. 

We consider two dipole moments interacting with each other in the different fields defined in Figure 

7.2a. For a near-field interaction occurring through the hot spots, the interaction is expected to occur in 

phase with the oscillations of the dipole moments. This type of interaction has been extensively researched 

since an electromagnetic field can be strongly confined between the dipoles [55-60]. When the distance 
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between the dipole moments is in a region of D > λ0, a far-field interaction has to be considered. In that far-

field case, each dipole moment is oscillated by the scattered field of another dipole moment with phase 

delay determined by Equations 7.15-7.17. This phase-retarded coupling may provide additional control for 

light-matter interactions and allow achieving EIA. In the far field, the phase can be controlled in a wide 

range by tuning D. However, Equations 7.12-7.14 indicate that the scattered field amplitudes are weakened 

with an increase in D. Since a strong interaction requires a strong electromagnetic field, it is challenging to 

achieve a strong interaction in the far field. However, the intermediate field can possess moderately strong 

field amplitude and phase control simultaneously. By considering these advantages of the intermediate field, 

we will outline how the phase-retarded coupling results in EIA. 

 

 

Figure 7.2. (a) Schematic illustration of a scattered electric field created by a plasmonic particle. The scattered field 

can be categorized into three fields: the near field (D << λ0), the intermediate field (D ≈ λ0), and the far field (D >> λ0). 

There is no clear boundary between those fields, and the illustration just gives an intuitive picture of those boundaries. 

(b) The phases given by Equations 7.15-7.17 are plotted as a function of kD. The red, blue, and green solid lines are 

the net phases of ϕA, ϕB, and ϕC, respectively. The red, blue, and green dashed lines are ϕa, ϕb, and ϕc, respectively. The 

yellow shaded area indicates the near field determined by kD < 1. Since kD = 2πD/λ0 ≈ 6D/λ0 and the intermediate field 

is D ≈ λ0, the plot is for the near and intermediate fields. 

 

7.3. Phase-retarded coupling 

The phase-retarded coupling is investigated by considering that a plasmonic particle interacts with a 

dielectric particle. In general, any particles possess ED and MD moments; therefore, a four-dipole (FD) 

model has to be considered for a complete analysis of the optical properties of a dimer (Figure 7.3a). 

However, a plasmonic particle has a strong ED moment by a localized surface plasmon (LSP) and its MD 

moment is negligibly weak. A dielectric particle possesses both ED and MD moments by Mie resonances. 

ED and MD of a dielectric particle with a low refractive index usually spectrally overlap each other. With 

a high refractive index, a dielectric particle can resolve its ED and MD. Therefore, a dimer composed of 

plasmonic and high index dielectric particles allows us to reduce the FD model to two-dipole (TD) models 

(see Figure 7.3b) [59].  

Using the TD models and the CDM [58, 59, 61, 62], we observe how excitation states of the LSP and 

Mie resonances change by the intermediate-field coupling. The incident wave propagates along the z-

direction with 𝐄in(𝐫j) = 𝐸0�̂�x𝑒
𝑖𝐤⋅𝐫j and 𝐇in(𝐫j) = 𝐻0�̂�y𝑒

𝑖𝐤⋅𝐫j, where �̂� is the unit vector in the Cartesian 

coordinate system. The plasmonic and dielectric particles locate at r1 = (0, 0, – D/2) and r2 = (0, 0, D/2), 

respectively. Under this condition, we first consider a p1-m2 coupling of the dimer based on our previous 

work [63]. The ED of the plasmonic particle ppm1 and the MD of the dielectric particle mpm2 are given using 

Equations 7.1-7.6 
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𝐩pm1 = 𝜀0𝛼1[𝐄in(𝐫𝟏) + 𝐄sm2(𝐫1)] = 𝜀0𝛼1 [𝐸0�̂�x𝑒
−𝑖
𝑘𝐷
2 − 𝑍0𝐆M(𝐫1 − 𝐫2) ⋅ 𝐦pm2] 7.18 

𝐦pm2 = 𝜒2[𝐇in(𝐫𝟐) + 𝐇sp1(𝐫2)] = 𝜒2 [𝐻0�̂�y𝑒
𝑖
𝑘𝐷
2 +

1

𝜀0𝑍0
 𝐆M(𝐫2 − 𝐫1) ⋅ 𝐩pm1] 7.19 

For spherical particles, the electric and magnetic polarizabilities can be given as α = (6πi/k3)a1 and χ = 

(6πi/k3)b1, where a1 and b1 are Mie coefficients for first-order electric and magnetic modes, respectively [61, 

64]. These polarizabilities may be approximated using the Lorentz oscillator [37] 

𝛼j =
𝑓pj

𝜔pj
2 −𝜔2 − 𝑖𝛤pj𝜔

=
𝑓pj

𝛺pj
 7.20 

𝜒j =
𝑓mj

𝜔mj
2 −𝜔2 − 𝑖𝛤mj𝜔

=
𝑓mj

𝛺mj
 7.21 

where fpj and  fmj are the oscillator strength, ωpj and ωmj are the angular resonance frequency, and Γpj and Γmj 

are the damping rate. ω is the angular frequency in free space. Using Equations 7.18-7.21, self-consistent 

forms of ppm1 and mpm2 are (Section 7.10.1, Supporting Information) 

𝐩pm1 = 𝑝pm1x�̂�x =
𝛺p1𝛺m2 −𝛺p1𝑓m2|𝑔C|𝑒

𝑖(𝜙C+𝑘𝐷)

𝛺p1𝛺m2 + 𝑓p1𝑓m2|𝑔C|
2𝑒𝑖2𝜙C

𝐩1 7.22 

𝐦pm2 = 𝑚pm2y�̂�y =
𝛺p1𝛺m2 + 𝛺m2𝑓p1|𝑔C|𝑒

𝑖(𝜙C−𝑘𝐷)

𝛺p1𝛺m2 + 𝑓p1𝑓m2|𝑔C|
2𝑒𝑖2𝜙C

𝐦2 7.23 

where p1 and m2 are the ED moment of an isolated plasmonic particle and the MD moment of an isolated 

dielectric particle, respectively (see Equations 7.1 and 7.2). Equations 7.22 and 7.23 show that the dipole 

moments of the dimer result from the dipole moments of isolated particles modulated by interactions through 

their scattered field. In a similar manner to the p1-m2 coupling, we investigate a p1-p2 coupling by 

considering that the dielectric particle only has the ED at the resonance of the LSP of the plasmonic particle. 

In this case, the ED of the plasmonic particle ppp1 and the ED of the dielectric particle ppp2 can be expressed 

as (Section 7.10.1, Supporting Information) 

𝐩pp1 = 𝑝pp1x�̂�x =
𝛺p1𝛺p2 + 𝛺p1𝑓p2|𝑔A|𝑒

𝑖(𝜙A+𝑘𝐷)

𝛺p1𝛺p2 − 𝑓p1𝑓p2|𝑔A|
2𝑒𝑖2𝜙A

𝐩1 7.24 

𝐩pp2 = 𝑝pp2x�̂�x =
𝛺p1𝛺p2 + 𝛺p2𝑓p1|𝑔A|𝑒

𝑖(𝜙A−𝑘𝐷)

𝛺p1𝛺p2 − 𝑓p1𝑓p2|𝑔A|
2𝑒𝑖2𝜙A

𝐩2 7.25 

In Equations 7.22-7.25, we can find that those interacting dipole moments contain the phase terms 

originating from the scattered fields. These results suggest that the dipole moments can be controlled by 

phase retardation, and the amplitude of the dipole moments can be enhanced if the dipole moments can 

couple constructively.  
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Figure 7.3. Schematic illustrations of the dimer composed of plasmonic and dielectric particles. (a) The FD model 

considers all dipole moments of the dimer. (b) TD models involve only two dipole moments. 

 

We provide an intuitive understanding of the phase-retarded coupling by designing an ECO model. 

Our ECO model shown in Figure 7.4a comprises two mechanical harmonic oscillators: Oscillator1 and 

Oscillator2 correspond to the plasmonic and dielectric particles in Figure 7.3a, respectively. Therefore, 

Oscillator1 has a higher damping rate than Oscillator2, meaning Γ1 > Γ2. Those oscillators have angular 

resonant frequency ωj. F1(t)e–iδ/2 and F2(t)e
iδ/2 are the external forces per mass working on Oscillator1 and 

Oscillator2, respectively. Those forces include the phase term determined by δ to consider that the LSP of 

the plasmonic particle and the Mie resonance of the dielectric particle are oscillated with different phases 

by the incident wave. This is because the dimer axis of Figure 7.3a is parallel to the propagation direction 

of the incident field. The external forces are time-harmonic; therefore, Fj(t) = fjF0(t) where F0(t) = F0e–iωt. 

F0 is the amplitude of the external force, and fj describes the coupling rate of the oscillator to the external 

force. fj is normalized by the mass of the oscillator mj. fj corresponds to the oscillator strength of the 

polarizabilities given by Equations 7.20 and 7.21. Next, we consider the coupling between Oscillator1 and 

Oscillator2. From the CDM, we know that the LSP of the plasmonic particle couples with the Mie resonance 

of the dielectric sphere through their scattered fields. We translate this coupling process into our ECO model. 

The scattered field amplitude is represented as |g| in the ECO model. Each oscillator couples to the scattered 

field of another oscillator with the coupling rate of fj. Therefore, the coupling strength of each oscillator is 

given by fj|g|. As explained earlier, the scattered field involves the phase delay ϕ, resulting in a phase-

retarded coupling of fj|g|eiϕ. Therefore, the equations of motion are written as 

d2𝑥1
d𝑡2

+ 𝛤1
d𝑥1
d𝑡

+ 𝜔1
2𝑥1 − 𝑓1|𝑔|𝑒

𝑖𝜙𝑥2 = 𝑓1𝐹0(𝑡)𝑒
−
𝑖𝛿
2  7.26 

d2𝑥2
d𝑡2

+ 𝛤2
d𝑥2
d𝑡

+ 𝜔2
2𝑥2 − 𝑓2|𝑔|𝑒

𝑖𝜙𝑥1 = 𝑓2𝐹0(𝑡)𝑒
𝑖𝛿
2   7.27 

In our previous work, we demonstrated that the damping of plasmonic systems needs to be distinguished 

into intrinsic and radiative damping to fully characterize their optical properties [34]. However, in this work, 

we are interested in the phenomenological analysis to understand the oscillation state of the plasmonic-

dielectric dimer. Therefore, for simplicity, we only consider the total damping (intrinsic + radiative) of the 

particles. A modification of Equations 7.26 and 7.27 gives 

𝑥1 =
1

𝛺1
 [𝑓1𝐹0(𝑡)𝑒

−
𝑖𝛿
2 + 𝑓1|𝑔|𝑒

𝑖𝜙𝑥2] 7.28 
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𝑥2 =
1

𝛺2
 [𝑓2𝐹0(𝑡)𝑒

𝑖𝛿
2 + 𝑓2|𝑔|𝑒

𝑖𝜙𝑥1]  7.29 

where Ωj = ωj
2 – ω2 – iΓjω. In Equation 7.28, the first term is the direct influence of the external force on 

Oscillator1 (see Figure 7.4b). The second term means that the oscillation of Oscillator2 works on Oscillator1 

through the phase-retarded coupling. The same interpretation can be applied to Equation 7.29. Substituting 

Equation 7.29 into Equation 7.28 gives 

𝑥1 =
1

𝛺1
 {𝑓1𝐹0(𝑡)𝑒

−
𝑖𝛿
2 +

1

𝛺2
 [𝑓1𝑓2|𝑔|𝐹0(𝑡)𝑒

𝑖(𝜙+
𝛿
2
)
+ 𝑓1𝑓2|𝑔|

2𝑒𝑖2𝜙𝑥1]}  7.30 

The second term of Equation 7.30 describes the effect of the external force F2(t)e
iδ/2 working on Oscillator1 

(see Figure 7.4c). The third term shows a round-trip coupling process of x1 → x2 → x1 (see Figure 7.4d), 

which is described in two steps: A) the oscillation of Oscillator1 works on Oscillator2 through the coupling 

of f2|g|eiϕ. B) This coupling oscillates Oscillator2, and the oscillation of Oscillator2 works back on 

Oscillator1 through the coupling of f1|g|eiϕ. Therefore, the round-trip coupling involves a total phase delay 

of 2ϕ [49]. A self-consistent form of Equation 7.30 is  

𝑥1 =
𝛺1𝛺2 + 𝛺1𝑓2|𝑔|𝑒

𝑖(𝜙+𝛿)

𝛺1𝛺2 − 𝑓1𝑓2|𝑔|
2𝑒𝑖2𝜙

[
𝑓1
𝛺1
𝐹0(𝑡)𝑒

−
𝑖𝛿
2 ]  7.31 

Equation 7.31 coincides with ppp1 given by Equation 7.24. The p1-m2 coupling can also be described by the 

same coupling processes shown in Figure 7.4. Considering the coupling processes described in Figure 7.4, 

it can be found that three forces are working on Oscillator1, and those forces have different phases. 

Therefore, if those phases allow the forces to work on Oscillator1 constructively, the displacement 

amplitude of Oscillator1 can be enhanced. From the CDM, the phase of the coupling is a function of the 

interparticle distance D, meaning that the coupling may occur constructively by controlling D. By 

comparing the ECO model and the CDM, we can find that the coupling strength in the CDM is expressed 

by a combination of the oscillator strength of the polarizabilities (fpj and fmj), and the scattered field 

amplitudes (|gA| and |gC|). As can be seen in Equations 7.12 and 7.14, the scattered field amplitudes 

dramatically decrease with an increase in D even in the intermediate field. Therefore, fpj and  fmj must be 

sufficiently large to achieve strong coupling between distant particles. 

 

 

Figure 7.4. (a) Schematic illustration of the ECO model. (b – d) Schematic illustrations of (b) the first, (c) second, 

and (d) third term of Equation 7.30. 
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7.4. Constructive and destructive interference in the dimer 

We figure out a condition of EIA originating from the phase-retarded coupling. As explained in the 

introduction, there are two types of EIA: EIA induced by near-field or phase-retarded coupling. EIA by a 

near-field coupling is dominated by the absorption enhancement in the dark oscillator. In contrast, for EIA 

by a phase-retarded coupling, it is expected that an absorption enhancement occurs in the bright oscillator. 

In the plasmonic-dielectric dimer, the plasmonic particle corresponds to the bright oscillator. Therefore, the 

dimer may possess an EIA-like spectral profile even though the dielectric particle, which corresponds to the 

quasi-dark oscillator, has no absorption. Based on this, to simplify our investigation, we consider that the 

dielectric particle is lossless (no intrinsic damping), and the plasmonic particle solely determines the 

absorption properties of the dimer. The optical properties of the plasmonic particle are dominated by the ED 

of the LSP. Extinction, scattering, and absorption cross-sections of the ED are given as (Section 7.10.2, 

Supporting Information) [62] 

𝐶extEDj =
𝑘

𝜀0|𝐄0|
2
Im[𝐩nj ⋅ 𝐄in

∗ (𝐫j)] 7.32 

𝐶scaEDj =
𝑘

𝜀0|𝐄0|
2
Im [(

𝑖𝑘3

6𝜋𝜀0
+

1

𝜀0𝛼j
) |𝐩nj|

2
− 𝐩nj

∗ ⋅ 𝐄in(𝐫j)] 7.33 

𝐶absEDj = 𝐶extEDj − 𝐶scaEDj =
𝑘

𝜀0|𝐄0|
2
Im [−(

𝑖𝑘3

6𝜋𝜀0
+

1

𝜀0𝛼j
)] |𝐩nj|

2
 7.34 

The subscript n represents n ∈ (pm, pp). In Equations 7.32-7.34, an isotropic electric polarizability is 

considered. From Equation 7.34, the absorption of the plasmonic particle is proportional to the absolute 

square of its ED moment. When the resonances of the particles of the dimer are aligned, meaning that ωp1 

= ωm2 for the p1-m2 coupling and ωp1 = ωp2 for the p1-p2 coupling, |pn1|2 is given as (ωp1 = ωm2 = ωp2 = ω0) 

(Section 7.10.3, Supporting Information) 

|𝐩pm1|
2
=
 1 + 𝛷pm2

2 + 2𝛷pm2 sin(𝜙C + 𝑘𝐷)

1 + 𝛷pm
2 + 2𝛷pm cos(2𝜙C + 𝜋)

|𝐩1|
2 = 𝑃pm|𝐩1|

2 7.35 

|𝐩pp1|
2
=
1 + 𝛷pp2

2 + 2𝛷pp2 sin(−𝜙A − 𝑘𝐷)

1 + 𝛷pp
2 + 2𝛷pp cos(2𝜙A)

|𝐩1|
2 = 𝑃pp|𝐩1|

2 7.36 

where 

𝛷pm =
𝑓p1𝑓m2|𝑔C|

2

𝛤p1𝛤m2𝜔0
2 =

𝑓p1|𝑔C|

𝛤p1𝜔0

𝑓m2|𝑔C|

𝛤m2𝜔0
= 𝛷pm1𝛷pm2 7.37 

𝛷pp =
𝑓p1𝑓p2|𝑔A|

2

𝛤p1𝛤p2𝜔0
2 =

𝑓p1|𝑔A|

𝛤p1𝜔0

𝑓p2|𝑔A|

𝛤p2𝜔0
= 𝛷pp1𝛷pp2 7.38 

Φn is the ratio of the coupling strength to the total damping of the dimer. These ratios describe how strongly 

the particles couple with each other [34]. Φnj is the ratios of the coupling strength to the damping of each 

particle. When there is no coupling (Φnj = 0), Equation 7.35 and 7.36 coincide with |p1|2. The sine and cosine 

functions of Equations 7.35 and 7.36 describe the influence of phase retardation in the coupling. Depending 

on those functions, it is determined whether |pn1|2 can be amplified. Therefore, we can understand that the 

function Pn ( in Equations 7.35 and 7.36) describes the phase-retarded coupling, and EIA is induced when 

Pn > 1. 
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For a fundamental understanding of Pn, we employ a systematic analysis using a simplified form of Pn 

𝑃 =
1 + 𝛷2

2 + 2𝛷2 sin𝜃s
1 + 𝛷2 + 2𝛷 cos𝜃c

, 𝛷 = 𝛷1𝛷2 7.39 

where θS and θC are angles for the sine and cosine functions, respectively. Φ and Φj are dimensionless and 

unitless values. Comparing P and Pn, it is understood that Φ and Φj correspond to Φn and Φnj, respectively. 

P is the most amplified when sinθS = 1 and cosθC = – 1 occur simultaneously. This is a condition for EIA 

excited by complete constructive interference. We first consider how Φ1 and Φ2 influence on P under 

complete constructive interference. In Figure 7.5a, we can find that P is significantly enhanced at Φ = 1. 

This is because P diverges at Φ = 1. Considering Equations 7.37 and 7.38, Φ = 1 means that the damping 

of the entire system takes balance with the energy transferred between two dipole moments. This situation 

can be recognized as a critical coupling. When a set of (Φ1, Φ2) makes Φ larger or smaller than 1, P decreases 

no matter which is larger Φ1 or Φ2. Next, we investigate the influences of (θC, θS) on P. Figure 7.5b shows 

P as functions of θS and θC. (Φ1, Φ2) = (0.5, 2) is used for this color map. As expected from Equation 7.39, 

P increases for (θC, θS) → (π, π/2) and decreases for (θC, θS) → (0 or 2 π, 3π/2). It is found that P > 1 can be 

obtained even though complete constructive interference is not achieved. Therefore, partially constructive 

interference ((θC, θS) ≠ (π, π/2) but P > 1) can also contribute to EIA. The grey shaded areas of Figure 7.5b 

indicate P < 1, meaning that the coupling is destructive and EIA cannot be observed. The same properties 

of P shown in Figure 7.5b can be applied to P with different (Φ1, Φ2). However, if Φ becomes larger or 

smaller than 1, the area of P < 1 increases, and the overall intensity of P decreases (Section 7.10.4, 

Supporting Information).  

 

 

Figure 7.5. (a) The color map of Equation 7.39 as functions of Φ1 and Φ2. (θC, θS) = (π, π/2) is used. (b) the color map 

of Equation 7.39 as functions of θC and θS. (Φ1, Φ2) = (0.5, 2) is used. 

 

Our systematic analysis using P suggests that Φ = 1 and complete constructive interference must occur 

simultaneously to maximize EIA. However, Hugonin et. al. have indicated that upper bounds for absorption 

of any dimers may be determined independently of their material properties [51]. Therefore, this extreme 

condition may not be achieved since Φ is connected to material properties. Our analysis also suggests that 

the condition for EIA is not confined to the extreme condition and demonstrates that EIA may be induced 

under partially constructive interference.  

Since satisfying the extreme condition is not straightforward, we focus on partially constructive 

interference in this work. From Equations 7.35 and 7.36, (Φ1, Φ2) is determined by the polarizabilities of 

the particles and the scattered field amplitude. (θC, θS) is solely determined by the phase of the scattered 

fields. If the design and materials of the particles are determined, the polarizabilities are immediately given. 
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In this case, P can be expressed as a function only of D. Therefore, we may be able to find an optimal D for 

EIA just by calculating P and finding its maximum. 

 

7.5. Design and optical properties of the dimer 

Plasmonic and dielectric particles of the dimer are designed to theoretically demonstrate EIA as discussed 

earlier. We use a concentric core-shell geometry for the plasmonic particle (see Figure 7.6a). The plasmonic 

core-shell particle consists of a dielectric core with radius rCS being fully covered with a plasmonic shell 

with a thickness of tCS. The core-shell structure has been widely used in plasmonics, and it is known that its 

LSP can be controlled by tuning the aspect ratio of the outer to inner radii. In addition, its scattering and 

absorption properties can also be controlled by changing the aspect ratio [35, 38, 39, 65]. For a dielectric 

particle, a sphere with a radius of rS is used. Compared to the LSP, a Mie resonance of a dielectric sphere is 

relatively easily controlled by tuning rS since the Mie resonance is not confined by the Fröhlich condition 

[66].  

Next, proper materials for the plasmonic core-shell particle and the dielectric sphere have to be chosen. 

We first consider the material for the dielectric sphere. To realize the p1-m2 and p1-p2 coupling, a refractive 

index of the dielectric sphere has to be sufficiently large to spectrally separate its ED and MD resonances. 

Silicon, which has been intensively used for nanophotonics [67], possesses a high refractive index of about 

3.5 [68], but the ED and MD resonances are close to each other with a refractive index of this value. A 

refractive index higher than that of silicon can be accessible from infrared (IR) dielectric materials, such as 

PbTe [69] and Bi2Te3 [70]. Based on those considerations, a complex refractive index of the dielectric sphere 

NS = nS + iκS has to be determined. We chose nS = 5.6 by referring to the refractive index of PbTe. As 

mentioned earlier, we simplify the system by considering a lossless dielectric sphere, meaning κS = 0; 

therefore, NS = nS (later, we will consider the case of κS ≠ 0). Since the material we consider for the dielectric 

sphere is for the IR region, materials of the plasmonic core-shell particle also have to be for that wavelength 

range. Metal oxides, such as AZO, are representative plasmonic materials in the IR region [68]. Therefore, 

we use an AZO shell for the plasmonic core-shell particle. We assume that the dielectric core has a constant 

refractive index of NCS = 1.55, which can be obtained by polymers, such as PS [71]. 

The absorption properties of the isolated plasmonic core-shell particle are shown in Figure 7.6b. The 

absorption of the ED, MD, electric quadrupole (EQ), and magnetic quadruple (MQ) are calculated using 

Mie theory [64]. The refractive index of AZO is taken from Ref. [68]. rCS and tCS are determined so that the 

ED absorption is roughly maximized by satisfying Cabs ≈ Csca (Section 7.10.5, Supporting Information) [36]. 

This is because we are interested in observing that EIA enhances the absorption of the plasmonic core-shell 

particle beyond the upper absorption limit of an isolated particle Cabs = 3λ0
2/8π. The absorption of the 

plasmonic core-shell particle is dominated by the ED. The MD has a nearly constant absorption over the 

wavelength range. The EQ and MQ contribute to the total absorption at short wavelengths. 

Scattering spectra of the dielectric spheres with different radii are shown in Figure 7.6c and 7.6d. As 

mentioned earlier, since the dielectric spheres are lossless, they do not possess any absorption. For both 

spheres, ED and MD resonances are well resolved. The dielectric spheres with rS = 500 nm and 690 nm 

have the MD and ED at the absorption peak of the plasmonic core-shell particle, respectively. Therefore, 

the p1-m2 and p1-p2 coupling can be investigated using the plasmonic core-shell particle and those dielectric 

spheres. The dielectric sphere with rS = 690 nm possesses a strong MQ resonance right next to the ED 

resonance. This MQ resonance may disturb observing the p1-p2 coupling. 
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Figure 7.6. (a) Schematic illustrations of the plasmonic core-shell particle and dielectric sphere. The core-shell particle 

is composed of the AZO shell and the dielectric inner core with the refractive index of NCS = 1.55. The shell thickness 

and inner core radius are tCS and rCS, respectively. The dielectric sphere with the radius of rS has the complex refractive 

index of NS = nS + iκS. (b) The absorption properties of the plasmonic core-shell particle are shown. The red, blue, and 

grey solid lines are for the ED, MD, and total absorption of the dipolar resonances, respectively. The red, blue, and 

grey dashed lines are for the EQ, MQ, and total absorption of the quadrupolar resonances. (c and d) The scattering 

properties of the dielectric spheres with rS = 500 nm and 690 nm. The red and blue solid lines are for the ED and MD, 

respectively. The red and blue dashed lines are for the EQ and MQ, respectively. The grey dashed line is the absorption 

spectrum of the ED of the plasmonic core-shell particle, which is taken from Figure 7.6b. 

 

7.6. Calculation method of optical properties of the dimer 

Cabs and Csca (scattering cross-section) were obtained using COMSOL Multiphysics, which is a commercial 

software package based on the FEM. The orientations of the dimer and the incident plane wave are shown 

in Figure 7.3a. The plasmonic core-shell particle and dielectric sphere designed in Figure 7.6 were used. 

The surrounding of the dimer was air, and a perfectly matched layer (PML) was applied around the 

calculation domain. Cabs was calculated by taking the volume integral of energy dissipation density over the 

dimer. Csca was calculated by taking the surface integral of the Poynting vector of the scattered field over 

the integration sphere, which was defined between the dimer and the PML.  

 The optical cross-sections of the dimer were also calculated using the CDM. So far, we have only 

discussed interactions between two dipole moments. This can be valid for phenomenological analysis. 

However, as seen in Figure 7.6b-d, there are small contributions from other dipole moments of the plasmonic 

core-shell particle and dielectric sphere (for example, the MD of the plasmonic core-shell particle), which 

must be considered for a complete analysis. Therefore, we calculated the optical properties of the dimer by 

using the FD model shown in Figure 7.3a (Sections 7.10.1 and 7.10.2, Supporting Information). In this 

calculation, the polarizabilities were not approximated by the Lorentz functions, but those given by Mie 

coefficients for accurate analysis. The CDM cannot consider quadrupole moments, but the plasmonic core-

shell particle has an EQ and MQ in a short wavelength range. Therefore, the contributions from the 

quadrupole moments were taken into account in the total absorption of the dimer by adding EQ + MQ of 

the plasmonic core-shell particle, which is given by Mie theory (Figure 7.13, Supporting Information). 

 

7.7. EIA properties of the dimer 

The absorption properties of the dimer are presented in Figure 7.7. We first focus on the p1-m2 coupling 

shown in the top panel of Figure 7.7. The dielectric sphere with rS = 500 nm is used in the dimer. Figure 
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7.7a shows absorption spectra of the dimer with different face-to-face distances d, which are obtained using 

the FEM. Since the dielectric sphere is lossless, the absorption properties of the dimer are dominated by the 

plasmonic core-shell particle. The grey dashed lines are the reference spectra given by the total absorption 

of the isolated plasmonic core-shell particle (from Figure 7.6b). When d is small, the absorption spectra 

have an absorption dip at around the MD resonance of the dielectric sphere (the blue vertical line of Figure 

7.7a). This spectral profile can be recognized as EIT. In contrast, the absorption is strongly enhanced with 

increasing d, and a sharp absorption peak appears at the MD resonance of the dielectric sphere when d is 

around 2 µm. This absorption enhancement is attributed to EIA. With a further increase in d, the absorption 

spectra again show the EIT-like spectral profile. 

In Figure 7.7b, the absorption of the dimer with d = 2 µm is calculated using the CDM. The black solid 

line is the total absorption of the plasmonic core-shell particle. The orange dashed line is the absorption 

taken from Figure 7.7a. Comparing the black solid and orange dashed lines, we find that the CDM is in 

good agreement with the FEM simulation, which proves that the CDM is a proper method to investigate the 

absorption properties of the dimer. This agreement can be confirmed for different d and the scattering 

properties of the dimer (Section 7.10.6, Supporting Information). The red and blue solid lines are the ED 

and MD absorptions of the plasmonic core-shell particle, respectively. It can be found that the ED absorption 

possesses a pronounced peak over a broad absorption, characterizing EIA by the phase retarded coupling. 

Interestingly, this absorption enhancement enables the plasmonic core-shell particle to exceed the upper 

absorption limit of Cabs = 3λ0
2/8π ≈ 3.9 µm2 at λ0 ≈ 5.7 µm, which cannot be achieved by EIA induced by 

near-field coupling [34]. 

We investigate the EIA of the dimer using Ppm (Equation 7.35). Ppm contains sin(ϕC + kD) and cos(2ϕC 

+ π), which are functions of D. D is the center-to-center distance of the dimer; therefore, D = d + (rCS + tCS) 

+ rS. Figure 7.7c shows sin(ϕC + kD) and cos(2ϕC + π) as a function of d. It can be found that complete 

constructive interference cannot be achieved by the p1-m2 coupling. To better understand the EIA of the 

dimer, Ppm has to be calculated using the variables of the polarizabilities. The variables can be extracted by 

fitting the Lorentz functions to the polarizabilities given by Mie coefficients (Section 7.10.5, Supporting 

Information). The fitting results are summarized in Table 7.1. In Figure 7.7d, Ppm with ω0 = ωm2 is plotted 

using these extracted values and the sine and cosine functions in Figure 7.7c. Depending on d, Ppm can be 

smaller or larger than 1. When Ppm < 1 (blue shaded area of Figure 7.7d), the absorption of the plasmonic 

core-shell particle is decreased by destructive interference, resulting in the EIT-like spectral profile. In 

contrast, Ppm > 1 (yellow shaded area of Figure 7.7d) means that constructive interference enhances the 

absorption of the plasmonic core-shell particle, enabling us to observe the EIA-like spectral profile. Ppm is 

maximized at around d = 2 µm, which can be the optimum d for EIA. These results from Ppm coincide with 

the FEM simulation shown in Figure 7.7a, proving that Ppm is an applicable function for investigating the 

EIA of the dimer. At  d = 2 µm, the scattered field amplitude is |gC| = 2.98 × 1016 m–3, which gives (Φpm1, 

Φpm2, Φpm) = (0.17, 0.43, 0.07). Φpm is much smaller than 1, suggesting that the critical coupling cannot be 

achieved in this p1-m2 coupling. 

We turn our focus to the p1-p2 coupling shown in the bottom panel of Figure 7.7. In this case, the 

dielectric sphere with rS = 690 nm is used. Figure 7.7e shows d dependency of the absorption of the dimer. 

There are sharp absorption dips and peaks at around the wavelengths of 4.2 µm and 5.5 µm, which are 

attributed to the influence of the EQ and MQ of the dielectric sphere, respectively (see Figure 7.6d). At 

around the ED resonance of the dielectric sphere (the red vertical line of Figure 7.7e), we can see that the 

absorption spectra change from EIA → EIT → EIA-like profile with an increase in d. The dimer system 

with d = 0.01 µm has the strongest absorption, which is examined using the CDM in Figure 7.7f. The CDM 

(black solid line) and the FEM simulation (orange dashed line) are in good agreement, but the discrepancy 

between them is slightly larger than that for the p1-m2 coupling. This is because the CDM cannot take the 
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influence of the EQ and MQ of the dielectric sphere into account. Furthermore, the discrepancy originates 

from the fact that the CDM cannot fully describe the near-field effect. d = 0.01 µm means that the particles 

of the dimer are nearly touching each other. In this situation, the near-field effect may be expected to 

dominate the p1-p2 coupling. However, considering the orientations of the dimer and the incident wave, the 

electromagnetic hot spots of the particles weakly influence on the p1-p2 coupling. This is because the hot 

spots are concentrated in the x-direction so that the ED moments of the particles cannot directly interact 

with each other. Therefore, there is a near-field effect in the p1-p2 coupling, but the intermediate-field effect 

dominates the p1-p2 coupling. Figure 7.7f shows that the ED absorption of the plasmonic core-shell particle 

is strongly enhanced by the p1-p2 coupling. Compared to the case of the p1-m2 coupling, the absorption 

enhancement for the p1-p2 coupling is more significant. To understand this absorption enhancement, we use 

Ppp (Equation 7.36). Figure 7.7g shows sin(– ϕA – kD) and cos(2ϕA) of Ppp, indicating that complete 

constructive interference cannot be achieved by the p1-p2 coupling. Using Figure 7.7g and the extracted 

electric polarizability of the dielectric sphere (see Table 7.1), Ppp is calculated at ω0 = ωp2 and plotted in 

Figure 7h. Ppp suggests that the p1-p2 coupling becomes constructive → destructive → constructive with an 

increase in d, which coincide with the spectral change shown in Figure 7.7e. From the agreement between 

the results in Figures 7.7e and h, we can find that the optimum d for EIA is 0.01 µm. d = 0.01 µm gives the 

scattered field amplitude |gA| = 5.69 × 1016 m–3. Using this value, we get (Φpp1, Φpp2, Φpp) = (0.31, 0.77, 

0.24). This Φpp is larger than Φpm = 0.07, resulting in stronger EIA for the p1-p2 coupling than for the p1-m2 

coupling. 

 

 

Figure 7.7. (Top panel) p1-m2 coupling of the dimer composed of the dielectric sphere with rS = 500 nm. (Bottom 

panel) p1-p2 coupling of the dimer composed of the dielectric sphere with rS = 690 nm. (a and e) d dependencies of the 

absorption of the dimer. d is the face-to-face distance between the particles. The absorption spectra are calculated using 

the FEM simulation. The grey dashed lines are the reference spectra given by the total absorption of the isolated 

plasmonic core-shell particle (Figure 7.6b). The blue and red solid vertical lines show the resonance wavelength of the 

MD and ED of the dielectric spheres, respectively. (b and f) The solid lines are the absorption spectra of the dimer, 

which are calculated using the CDM. The red and blue solid lines are for the ED and MD of the plasmonic core-shell 

particle. The black line is the total absorption of the plasmonic core-shell particle (Figure 7.13, Supporting Information). 

The orange dashed lines are taken from Figures 7.7a and 7e. (c and g) The sine and cosine functions of Ppm (Equation 

7.35) and Ppp (Equation 7.36) are plotted as a function of d on the left vertical axis. The phases of φC and φA are shown 

as the black dashed line on the right vertical axis. (d and h) Ppm and Ppp are calculated at ω0 = ωm2 = 3.29 × 1014 rad/s 

and ω0 = ωp2 = 3.33 × 1014 rad/s, respectively. 
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Here we briefly summarize the finding from Figure 7.7. The dimer involves the phase-retarded 

coupling, and its EIA is attributed to partially constructive interference. An optimum d for EIA can be found 

relatively easily by calculating Ppm and Ppp for the p1-m2 and p1-p2 coupling, respectively. It must be 

mentioned that the dimer possesses different absorption properties if the positions of the plasmonic core-

shell particle and dielectric sphere are swapped. By doing this, an EIA-like spectral profile cannot be 

observed in the absorption of the plasmonic core-shell particle (Section 7.10.7, Supporting Information). 

We have only discussed the absorption properties of the dimer oriented parallel to the propagation direction 

of the incident wave. In Sections 7.10.8 and 7.10.9, Supporting Information, we investigate the absorption 

properties of the dimer oriented perpendicular to the propagation direction of the incident wave. Our 

investigation reveals that EIA can be excited in the dimer with different orientations. Furthermore, we also 

investigate the nS dependency of the absorption properties of the dimer (Section 7.10.10, Supporting 

Information). Even though nS is smaller than 5.6, EIA can be observed. 

 

Table 7.1. The oscillator strengths, resonance frequencies, and damping rates of the polarizabilities. (These values are 

obtained by fitting the Lorentz oscillator to the polarizabilities given by Mie coefficients. The details can be found in 

Section 7.10.4, Supporting Information.) 

Lorentz 

oscillator 

Core-shell particle 

Electric polarizability 

Sphere (rS = 500 nm) 

Magnetic polarizability 

Sphere (rS = 690 nm) 

Electric polarizability 

fpj or mj  

[m3∙(rad/s)2] 
4.35 × 1011 4.3 × 1010 7.83 × 1010 

ωpj or mj 

[rad/s] 
3.31 × 1014 3.29 × 1014 3.33 × 1014 

Γpj or mj 

[rad/s] 
2.38 × 1014 9.11 × 1012 1.72 × 1013 

 

For an insight into constructive and destructive interference of the dimer, we observe electric field 

distribution maps obtained using the FEM simulation. Figure 7.8a is a reference electric field map of the 

isolated plasmonic core-shell particle at its ED resonance (λ0 = 5.72 µm). Figure 7.8b shows the p1-m2 

coupling of the dimer. From Figure 7.7d, it is known that the absorption of the plasmonic core-shell particle 

in the dimer with d = 0.5 µm and 2 µm possesses the EIT- and EIA-like spectral profile, respectively. The 

field maps of Figure 7.8b are taken at around the absorption dip (λ0 = 5.73 µm) for d = 0.5 µm and the 

absorption peak (λ0 = 5.74 µm) for d = 2 µm. The electric field around the plasmonic core-shell particle is 

much stronger for d = 2 µm than for d = 0.5 µm. In general, it might be expected that the electric field 

enhancement is stronger for the dimer with a smaller d because the electric fields of each particle are strong 

at a point close to the particles, and strong near-field coupling can occur if the particles are close to each 

other. However, as explained earlier, the coupling involves phase retardation, which can make the coupling 

destructive or constructive depending on d. Therefore, the electric field of the plasmonic core-shell particle 

can be strengthened even though d is large. This field enhancement occurs through the scattered intermediate 

field without relying on the electric field hot spots. In Figure 7.8c, the field maps for the p1-p2 coupling are 

presented. The dimers with d = 0.01 µm, 2 µm, and 3 µm are considered for those field maps. Those 

interparticle distances are chosen based on the findings in Figures 7.7e and h: with increasing d, the 

absorption of the plasmonic core-shell particle changes EIA → EIT → EIA-like profile. Therefore, the 

electric field around the plasmonic core-shell particle is weak for d = 2 µm (at λ0 = 5.67 µm), and it becomes 

strong for d = 0.01 µm (at λ0 = 5.7 µm) and d = 3 µm (at λ0 = 5.64 µm). The dimer with d = 0.01 µm 

possesses the strongest electric field of the plasmonic core-shell particle because constructive interference 

occurs with a small d, meaning that the coupling is significantly strong. 
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Figure 7.8. The absolute value of the electric fields are normalized by the electric field amplitude of the incident wave. 

(a) The field map for the isolated plasmonic core-shell particle at its ED resonance. (b) The field maps of the dimer 

with rS = 500 nm. d = 0.5 µm and 2 µm are chosen to observe the destructive and constructive coupling, respectively. 

(c) The field maps of the dimer with rS = 690 nm. d = 0.01 µm, 2 µm, and 3 µm are used to show the transition of 

constructive → destructive → constructive interference. 

 

We have considered a dimer with a lossless dielectric sphere. However, real dielectric materials are 

usually not lossless. Here, we investigate the influences of an intrinsic loss κS of the dielectric sphere on the 

EIA properties of the dimer. For this investigation, a p1-m2 coupling is considered, and the dimer with rS = 

500 nm and d = 2 µm is used. Figure 7.9a shows how the absorption properties of an isolated dielectric 

sphere with rS = 500 nm and nS = 5.6 change with an increase in κS. Those spectra are calculated using Mie 

theory. The absorption becomes pronounced with increasing κS up to about 0.1. With a further increase in 

κS, the absorption decreases and becomes broad.  

Suppose there is no coupling effect in the dimer. In this case, the total absorption of the dimer is given 

by a superposition of the absorptions of the isolated plasmonic core-shell particle and dielectric sphere. The 

dielectric sphere with a moderately high κS possesses a strong absorption. Therefore, the total absorption of 

the dimer with the lossy dielectric sphere can be strong even though EIA does not exist. In other words, the 

total absorption of the dimer can be improved further if EIA of the plasmonic core-shell particle coincides 

with the strong absorption of the dielectric sphere. To figure out whether the phase-retarded coupling can 

positively affect the absorption properties of the dimer with κS ≠ 0, the total absorption spectra of the dimer 

without and with coupling are plotted in Figures 7.9b and 7.9c as functions of κS and λ. The absorption of 

the dimer without coupling is given by a sum of the absorptions of the isolated plasmonic core-shell particle 

and dielectric sphere in Figure 7.9a. The absorption of the dimer with coupling is calculated using the CDM. 

Comparing Figures 7.9c to 7.9b, the absorption properties with-coupling are similar to those without-

coupling. A strong absorption peak is found around the MD resonance of the dielectric sphere. This 

pronounced peak is broadened with an increase in κS.  
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In Figure 7.9d, the maxima of the absorption spectra in Figures 7.9b and 7.9c are plotted as a function 

of κS. The maximum absorption for with-coupling is higher than without-coupling for any κS. The peak of 

the maximum absorption for with-coupling appears at κS ≈ 0.052. Figure 7.9e shows the absorption spectra 

of the dimer with κS = 0.052. Those spectra are calculated using Mie theory and the CDM for without- and 

with-coupling, respectively. The absorption spectra of the plasmonic core-shell particle and dielectric sphere 

are separately obtained by taking their ED + MD (the EQ + MQ is considered only for the plasmonic core-

shell particle). The results from the CDM are in good agreement with the FEM simulation even though the 

lossy dielectric sphere is considered (Figure 7.25, Supporting Information). For with-coupling (the CDM), 

the absorption spectral profile of the plasmonic core-shell particle is similar to what we observed in Figure 

7.7b, which is the case of κS = 0. This result indicates that the EIA properties of the plasmonic core-shell 

particle discussed earlier are preserved even though κS ≠ 0. The absorption of the dielectric sphere is slightly 

enhanced by the coupling. But its spectral shape is almost the same as the spectrum from Mie theory, 

meaning that the absorption properties of the dielectric sphere are not significantly influenced by the phase-

retarded coupling. From the results in Figure 7.9e, it is understood that the dimer with coupling can possess 

EIA of the plasmonic core-shell particle and the strong absorption of the dielectric sphere simultaneously. 

When the plasmonic core-shell particle does not couple with the dielectric sphere, EIA obviously has no 

contribution to the total absorption of the dimer. Thus, the phase-retarded coupling can have a positive effect 

on improving the total absorption of the dimers with any κS. 

Comparing with- and without-coupling in Figure 7.9d, their peaks locate at different κS. The peak for 

without-coupling appears at κS = 0.082. When there is no coupling effect between the plasmonic core-shell 

particle and dielectric sphere, the maximum absorption of the dimer is determined by the absorption of the 

dielectric sphere. The absorption of an isolated particle is maximized when Cabs ≈ Csca is satisfied. For the 

dielectric sphere with nS = 5.6 and rS = 500 nm, this condition is satisfied with κS ≈ 0.082 (Figure 7.26, 

Supporting Information). Therefore, the peak for without-coupling appears at κS ≈ 0.082. However, as 

mentioned earlier, the peak for with-coupling is found at κS = 0.052. When the plasmonic core-shell particle 

couples with the dielectric sphere, the maximum absorption of the dimer is determined not only by the 

absorption of the dielectric sphere but also by EIA of the plasmonic core-shell particle. From Figure 7.7, it 

is known that EIA occurs on the ED of the plasmonic core-shell particle. Figure 7.9f shows how the ED 

absorption of the plasmonic core-shell particle changes depending on κS. Those spectra are calculated using 

the CDM, and the dimer with d = 2 µm is considered. With an increase in κS, EIA becomes weak, which 

can be described using Φpm. For the dimer investigated in Figure 7.9, fp1, Γp1, ω0, and |gC| are constant. fm2 is 

also nearly constant for different κS, but only Γm2 increases with increasing κS because κS directly connects 

to the intrinsic damping of the dielectric sphere (Section 7.10.10, Supporting Information). Therefore, Φpm 

decreases with increasing κS, resulting in weak coupling. In consequence, EIA of the plasmonic core-shell 

particle attenuates. Based on understanding how EIA is weakened by κS, we can find why the peaks for 

with- and without-coupling in Figure 7.9d appear at different κS. The absorption of the dielectric sphere 

increases with increasing κS up to 0.082; however, the EIA of the plasmonic core-shell particle keeps 

decreasing with increasing κS. Therefore, the peak for with-coupling locates at κS slightly lower than that 

for without-coupling. 

In summary, constructive interference can occur between the plasmonic core-shell particle and the 

dielectric sphere even though the dielectric sphere contains κS ≠ 0. This constructive interference can 

enhance the total absorption of the dimer with any κS. As seen in Figure 7.9d, κS is an essential parameter 

to maximize the total absorption of the dimer. Since κS is determined by material properties, controlling κS 

is not straightforward. But if it is possible to control κS, an optimal κS may be found at around κS satisfying 

the critical coupling (Cabs ≈ Csca) of the isolated dielectric sphere. However, an increase in κS weakens the 

coupling effect because κS increases the damping of the entire system, resulting in weak EIA. Therefore, if 
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it is required to maximize the absorption of the plasmonic core-shell particle, the dielectric sphere must be 

lossless. 

 

 

Figure 7.9. (a) Absorption properties of the dielectric sphere with NS = 5.6 + iκS and rS = 500 nm. The solid and dashed 

lines are for the MD and ED, respectively. The black solid line is the total absorption of the plasmonic core-shell 

particle, taken from Figure 7.6b. (b and c) The color maps of the total absorption of the dimer with rS = 500 nm and d 

= 2 µm are calculated using Mie theory and CDM for without- and with-coupling, respectively. (d) The maximum 

absorptions of Figures 7.9b and c are plotted as a function of κS. (e) The absorption properties of the plasmonic core-

shell particle and the dielectric sphere with κS = 0.052 in the dimer with d = 2 µm. The solid and dashed lines are 

calculated using the CDM and Mie theory, respectively. (f) The influence of κS on the ED absorption of the plasmonic 

core-shell particle. 

 

7.8. Conclusion 

We investigated the mechanism of a phase-retarded coupling between plasmonic and dielectric particles. 

We formulated the phase-retarded coupling using the CDM, enabling us to find optimum interparticle 

distances of the dimer to achieve EIA for p1-m2 and p1-p2 couplings (Ppm: Equation 7.35 and Ppp: Equation 

7.36). This formulation also suggests that EIA can be strengthened by balancing the coupling strength and 

the total damping of the dimer (Φpm: Equation 7.37 and Φpp: Equation 7.38). To demonstrate EIA by the 

phase-retarded coupling, we obtained the absorption spectra of the dimer using the FEM simulation. Its 

absorption spectra were also calculated using the CDM. The CDM agreed with the FEM simulation for any 

interparticle distances. Our numerical analysis suggested that EIA by the phase-retarded coupling allows 

the plasmonic particle to overcome the upper absorption bound of an isolated particle. EIA excited by the 

near-field coupling in coupled plasmonic systems cannot achieve this significant absorption enhancement. 

EIA properties of the dimer can be preserved even though the dielectric particle contains a lossy material; 

however, EIA becomes weak with an increase in the dielectric particle´s extinction coefficient. In this work, 

we only presented a dimer composed of two spherical particles. However, our interpretation of EIA can be 

applied to many systems consisting of two dipolar optical elements, providing a route to engineer the optical 

properties of heterostructured materials. 
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7.10.  Supporting Information 

7.10.1. Coupled-dipole method (CDM) for the dimer parallel to the incident wave propagation 

We first consider the FD model composed of two ED moments and two MD moments (see Figure 7.3a). 

Then, we reduce it to the TD models to investigate p1-m2 and p1-p2 couplings. For the FD model, ED and 

MD moments can be written as [1-4] 

𝐩FDj = 𝜀0𝛼j[𝐄in(𝐫j) + 𝐄spi(𝐫j) + 𝐄smi(𝐫j)] 

= 𝜀0𝛼j [𝐄in(𝐫j) +
1

𝜀0
𝐆E(𝐫j − 𝐫i) ⋅ 𝐩FDi − 𝑍0𝐆M(𝐫j − 𝐫i) ⋅ 𝐦FDi] 

7.40 

𝐦FDj = 𝜒j[𝐇in(𝐫j) + 𝐇spi(𝐫j) + 𝐇smi(𝐫j)] 

= 𝜒j [𝐇in(𝐫j) +
1

𝜀0𝑍0
 𝐆M(𝐫j − 𝐫i) ⋅ 𝐩FDi + 𝐆E(𝐫j − 𝐫i) ⋅ 𝐦FDi] 

7.41 

The subscripts i and j are 1 or 2 (i ≠ j). pFDi and mFDi are unknown 

𝐩FDi = 𝑝FDix�̂�x + 𝑝FDiy�̂�y + 𝑝FDiz�̂�z 7.42 

𝐦FDi = 𝑚FDix�̂�x +𝑚FDiy�̂�y +𝑚FDiz�̂�z 7.43 

Using the unit vector of r1 – r2, which is ur = – ez, Equations 7.7 and 7.8 become 

{

𝐆E(𝐫1 − 𝐫2) ⋅ �̂�x = 𝑔A�̂�x
𝐆E(𝐫1 − 𝐫2) ⋅ �̂�y = 𝑔A�̂�y

𝐆E(𝐫1 − 𝐫2) ⋅ �̂�z = (𝑔A + 𝑔B)�̂�z = 𝑔AB�̂�z

 7.44 

{

𝐆M(𝐫1 − 𝐫2) ⋅ �̂�x = −𝑔c�̂�y
𝐆M(𝐫1 − 𝐫2) ⋅ �̂�y = 𝑔c�̂�x
𝐆M(𝐫1 − 𝐫2) ⋅ �̂�z = 0

 7.45 

Equations 7.44 and 7.45 have the relationship of GE(r1 – r2) = GE(r2 – r1) and GM(r1 – r2) = – GM (r2 – r1), 

respectively. Using Equations 7.40-7.45, the dipole moments of the FD model are given as 



150 

 

𝐩FD1 =

{
 
 

 
 𝑝FD1x = 𝜀0𝛼1 [𝐸0𝑒

−𝑖
𝑘𝐷
2 +

1

𝜀0
𝑔A𝑝FD2x − 𝑍0𝑔C𝑚FD2y]

𝑝FD1y = 𝜀0𝛼1 [
1

𝜀0
𝑔A𝑝FD2y + 𝑍0𝑔C𝑚𝐹𝐷2x]

𝑝FD1z = 𝜀0𝛼1𝑔AB𝑝FD2z

 7.46 

𝐦FD1 =

{
 
 

 
 𝑚FD1x = 𝜒1 [

1

𝜀0𝑍0
𝑔C𝑝FD2y + 𝑔A𝑚FD2x]

𝑚FD1y = 𝜒1 [𝐻0𝑒
−𝑖
𝑘𝐷
2 −

1

𝜀0𝑍0
𝑔C𝑝FD2x + 𝑔A𝑚FD2𝑦]

𝑚FD1z = 𝜒1𝑔AB𝑚FD2z

 7.47 

𝐩FD2 =

{
 
 

 
 𝑝FD2x = 𝜀0𝛼2 [𝐸0𝑒

𝑖
𝑘𝐷
2 +

1

𝜀0
𝑔A𝑝FD1x + 𝑍0𝑔C𝑚FD1y]

𝑝FD2y = 𝜀0𝛼2 [
1

𝜀0
𝑔A𝑝FD1y − 𝑍0𝑔C𝑚FD1x]

𝑝FD1z = 𝜀0𝛼2𝑔AB𝑝FD1z

 7.48 

𝐦FD2 =

{
 
 

 
 𝑚FD2x = 𝜒2 [−

1

𝜀0𝑍0
𝑔C𝑝FD1y + 𝑔A𝑚FD1x]

𝑚FD2y = 𝜒2 [𝐻0𝑒
𝑖
𝑘𝐷
2 +

1

𝜀0𝑍0
𝑔C𝑝FD1x + 𝑔A𝑚FD1𝑦]

𝑚FD2z = 𝜒2𝑔AB𝑚FD1z

 7.49 

By solving Equations 7.46-7.49, we get nontrivial solutions only for pFD1x, mFD1y, pFD2x, and mFD2y. 

Substituting pFD2x and mFD2y into pFD1x, we get 

𝑝FD1x = 𝜀0𝛼1

[𝑒
−𝑖
𝑘𝐷
2 + 𝛼2𝑔A𝑒

𝑖
𝑘𝐷
2 − 𝜒2𝑔C𝑒

𝑖
𝑘𝐷
2 ] 𝐸0 + 𝑍0(𝛼2 − 𝜒2)𝑔A𝑔C𝑚FD1y

1 − 𝛼1[𝛼2𝑔A
2 − 𝜒2𝑔C

2]
 

7.50 

Similarly, mFD1y, pFD2x, and mFD2y are 

𝑚FD1y = 𝜒1

[𝑒
−𝑖
𝑘𝐷
2 − 𝛼2𝑔C𝑒

𝑖
𝑘𝐷
2 + 𝜒2𝑔A𝑒

𝑖
𝑘𝐷
2 ]𝐻0 +

1
𝜀0𝑍0

(𝜒2 − 𝛼2)𝑔A𝑔C𝑝FD1x

1 − 𝜒1[𝜒2𝑔A
2 − 𝛼2𝑔C

2]
 

7.51 

𝑝FD2x = 𝜀0𝛼2

[𝑒𝑖
𝑘𝐷
2 + 𝛼1𝑔A𝑒

−𝑖
𝑘𝐷
2 + 𝜒1𝑔C𝑒

−𝑖
𝑘𝐷
2 ] 𝐸0 + 𝑍0(𝜒1 − 𝛼1)𝑔A𝑔C𝑚FD2y

1 − 𝛼2[𝛼1𝑔A
2 − 𝜒1𝑔C

2]
 

7.52 

𝑚FD2y = 𝜒2

[𝑒𝑖
𝑘𝐷
2 + 𝛼1𝑔C𝑒

−𝑖
𝑘𝐷
2 + 𝜒1𝑔A𝑒

−𝑖
𝑘𝐷
2 ]𝐻0 +

1
𝜀0𝑍0

(𝛼1 − 𝜒1)𝑔A𝑔C𝑝FD2x

1 − 𝛼1[𝛼2𝑔A
2 − 𝜒2𝑔C

2]
 

7.53 

We derive the TD model for the p1-m2 coupling by substituting χ1 = α2 = 0 into Equations 7.50-7.53 

𝑝pm1x =
1 − 𝜒2𝑔C𝑒

𝑖𝑘𝐷

1 + 𝛼1𝜒2𝑔C
2 (𝜀0𝛼1𝐸0𝑒

−𝑖
𝑘𝐷
2 ) =

1 − 𝜒2|𝑔C|𝑒
𝑖(𝜙C+𝑘𝐷)

1 + 𝛼1𝜒2|𝑔C|
2𝑒𝑖2𝜙C

𝑝1 7.54 

𝑚pm2y =
1 + 𝛼1𝑔C𝑒

−𝑖𝑘𝐷

1 + 𝛼1𝜒2𝑔C
2 (𝜒2𝐻0𝑒

𝑖
𝑘𝐷
2 ) =

1 + 𝛼1|𝑔C|𝑒
𝑖(𝜙C−𝑘𝐷)

1 + 𝛼1𝜒2|𝑔C|
2𝑒𝑖2𝜙C

𝑚2 7.55 
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Comparing Equations 7.50-7.53 and Equations 7.54-7.55, we change their subscripts FD → pm to 

distinguish the FD and TD models. In Equations S15-S16, p1 and m2 are ED and MD moments of the isolated 

particles, respectively. p1 and m2 are given by Equations 1 and 2 of the main text. Equations 7.22 and 7.23 

can be given by using Equations 7.54 and 7.55, respectively. In a similar manner, the TD model for the p1-

p2 coupling (χ1 = χ 2 = 0) is give as 

𝑝pp1x =
1 + 𝛼2𝑔A𝑒

𝑖𝑘𝐷

1 − 𝛼1𝛼2𝑔A
2 (𝜀0𝛼1𝐸0𝑒

−𝑖
𝑘𝐷
2 ) =

1 + 𝛼2|𝑔A|𝑒
𝑖(𝜙A+𝑘𝐷)

1 − 𝛼1𝛼2|𝑔A|
2𝑒𝑖2𝜙A

𝑝1 7.56 

𝑝pp2x =
1 + 𝛼1𝑔A𝑒

−𝑖𝑘𝐷

1 − 𝛼1𝛼2𝑔A
2 (𝜀0𝛼2𝐸0𝑒

𝑖
𝑘𝐷
2 ) =

1 + 𝛼1|𝑔A|𝑒
𝑖(𝜙A−𝑘𝐷)

1 − 𝛼1𝛼2|𝑔A|
2𝑒𝑖2𝜙A

𝑝2 7.57 

Equations 7.24 and 7.25 can be given using Equations 7.56 and 7.57, respectively. 

 

7.10.2. Optical cross-sections of a dimer 

Extinction, scattering, and absorption cross-sections of an ED are shown in the main text. Extinction, 

scattering, and absorption cross-sections of an MD are [4] 

𝐶extMDj =
𝜇0𝑘

𝜀0|𝐄0|
2
Im[𝐦nj ⋅ 𝐇in

∗ (𝐫j)] 7.58  

𝐶scaMDj =
𝜇0𝑘

𝜀0|𝐄0|
2
Im [(

𝑖𝑘3

6𝜋
+
1

𝜒j
) |𝐦nj|

2
−𝐦nj

∗ ⋅ 𝐇in(𝐫j)] 7.59  

𝐶absMDj = 𝐶extEDj − 𝐶scaEDj =
𝜇0𝑘

𝜀0|𝐄0|
2
Im [−(

𝑖𝑘3

6𝜋
+
1

𝜒j
)] |𝐦nj|

2
 7.60 

where µ0 is the magnetic permeability in vacuum. The subscript n indicates pm, pp, or FD. Total optical 

cross-sections of a dimer are 

𝐶ext = ∑[𝐶extEDj + 𝐶extMDj]

j=1,2

 7.61 

𝐶sca = ∑ [𝐶scaEDj + 𝐶scaMDj]

j=1,2

 7.62 

𝐶abs = ∑[𝐶absEDj + 𝐶absMDj]

j=1,2

 7.63 

The scattering cross-sections can alternatively be expressed as 

𝐶scaEDj =
𝑘

𝜀0|𝐄0|
2
Im{

𝑖𝑘3

6𝜋𝜀0
|𝐩nj|

2
+ 𝐩nj

∗ ⋅ [𝐄spi(𝐫j) + 𝐄smi(𝐫j)]} 7.64 

𝐶scaMDj =
𝜇0𝑘

𝜀0|𝐄0|
2
Im{

𝑖𝑘3

6𝜋
|𝐦nj|

2
+𝐦nj

∗ ⋅ [𝐇spi(𝐫j) + 𝐇smi(𝐫j)]} 7.65 
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By substituting Equations 7.40 and 7.41 into Equations 7.64 and 7.65, Equation 7.33 and Equation 7.59 can 

be obtained. 

 

7.10.3. The absolute square of the dipole moments at the resonance 

The ED moment given by Equation 22 of the main text can be written at the resonance (ωα1 = ωχ2 = ω0) as 

𝐩pm1 =
−𝛤p1𝛤m2𝜔0

2 + 𝑖(𝛤p1𝜔0)(𝑓m2|𝑔C|)𝑒
𝑖(𝜙C+𝑘𝐷)

−𝛤p1𝛤m2𝜔0
2 + 𝑓p1𝑓m2|𝑔C|

2𝑒𝑖2𝜙C
𝐩1 7.66 

The absolute square of Equation 7.66 is  

|𝐩pm1|
2

=
(𝛤p1𝛤m2𝜔0

2)
2
+ (𝛤p1𝜔0)

2
(𝐹m2|𝑔C|)

2 − 𝑖(𝛤p1𝛤m2𝜔0
2)(𝛤p1𝜔0)(𝑓m2|𝑔C|)(𝑒

𝑖(𝜙C+𝑘𝐷) − 𝑒−𝑖(𝜙C+𝑘𝐷))

(𝛤p1𝛤m2𝜔0
2)
2
+ (𝑓p1𝑓m2|𝑔C|

2)
2
− (𝛤p1𝛤m2𝜔0

2)(𝑓p1𝑓m2|𝑔C|
2)(𝑒𝑖2𝜙C + 𝑒−𝑖2𝜙C)

|𝐩1|
2

=
(𝛤p1𝛤m2𝜔0

2)
2
+ (𝛤p1𝜔0)

2
(𝑓m2|𝑔C|)

2 + 2(𝛤p1𝛤m2𝜔0
2)(𝛤p1𝜔0)(𝑓m2|𝑔C|) sin(𝜙C + 𝑘𝐷)

(𝛤p1𝛤m2𝜔0
2)
2
+ (𝑓p1𝑓m2|𝑔C|

2)
2
− 2(𝛤p1𝛤m2𝜔0

2)(𝑓p1𝑓m2|𝑔C|
2) cos(2𝜙C)

|𝐩1|
2

=
(𝛤p1𝛤m2𝜔0

2)
2
+ (𝛤p1𝜔0)

2
(𝑓m2|𝑔C|)

2 + 2(𝛤p1𝛤m2𝜔0
2)(𝛤p1𝜔0)(𝑓m2|𝑔C|) sin(𝜙C + 𝑘𝐷)

(𝛤p1𝛤m2𝜔0
2)
2
+ (𝑓p1𝑓m2|𝑔C|

2)
2
+ 2(𝛤p1𝛤m2𝜔0

2)(𝑓p1𝑓m2|𝑔C|
2) cos(2𝜙C + 𝜋)

|𝐩1|
2 

7.67 

To make all signs positive, the cosine function is modified using – cos(φ) = cos(φ + π). In our previous work, 

it was found that the coupling of coupled plasmonic systems can be characterized by a ratio of a coupling 

strength to a total damping of an entire system [5]. From our ECO model shown in Figure 7.4a, the coupling 

strength and the total damping of the dimer are given as fp1fm2|gC|2 and Γp1Γm2ω0
2, respectively. Thus, the 

coupling of the dimer system may be explained by fp1fm2|gC|2/Γp1Γm2ω0
2. Based on this, Equation 7.67 is 

modified as 

|𝐩pm1|
2
=

1 +
(𝛤p1𝜔0)

2
(𝑓m2|𝑔C|)

2

(𝛤p1𝛤m2𝜔0
2)
2 + 2

(𝛤p1𝜔0)(𝑓m2|𝑔C|)

𝛤p1𝛤m2𝜔0
2 sin(𝜙𝐶 + 𝑘𝐷)

1 +
(𝑓p1𝑓m2|𝑔C|

2)
2

(𝛤p1𝛤m2𝜔0
2)
2 + 2

𝑓p1𝑓m2|𝑔C|
2

𝛤p1𝛤m2𝜔0
2 cos(2𝜙𝐶 + 𝜋)

|𝐩1|
2 7.68 

Using Equation 7.37 and Equation 7.68, Equation 7.35 is given. The same procedure of Equations 7.66-7.68 

is applied to obtain the absolute square of other ED moments. 

 

7.10.4. (θC, θS) dependencies of P for different (Φ1, Φ2) 

Figure 7.10 shows the color maps of Equation 7.39 with different (Φ1, Φ2). Figure 7.5b considers (Φ1, Φ2) 

that can satisfy the critical coupling Φ = 1. Figure 7.10 considers (Φ1, Φ2) = (0.25, 1) and (1, 4) whose Φ 

become 0.25 and 4, respectively. Since the critical coupling cannot be satisfied with those Φ, an extremely 

strong P is not found at θC = π. In addition, the area of P < 1 increases with increasing or decreasing Φ from 

1. This is because P with any (θC, θS) decreases when Φ becomes far from 1 (see Figure 7.5a). However, 

the properties of P as a function of (θC, θS) are almost the same for any combination of (Φ1, Φ2): P is 

maximized at (θC, θS) = (π, π/2) and minimized at (θC, θS) = (0 or 2 π, 3π/2). 
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Figure 7.10. The color maps of Equation 7.39 as functions of θC and θS. (Φ1, Φ2) = (0.25, 1) and (1, 4) are used. 

 

7.10.5. Optical properties of the plasmonic core-shell particle and dielectric sphere 

It is known that the absorption of an isolated particle is maximized by satisfying Csca = Cabs. We designed 

the plasmonic core-shell particle to satisfy this condition. Figure 7.11 shows scattering and absorption 

spectra of the plasmonic core-shell particle with rCS = 695 nm and tCS = 120 nm. With this design, the 

plasmonic core-shell particle nearly satisfies Csca = Cabs for its ED resonance at around the wavelength of 

5.7 µm.  

Figure 7.12 shows the electric polarizability of the plasmonic core-shell particle and the magnetic and 

electric polarizabilities of the dielectric sphere, which are calculated using Mie coefficients. Those values 

are fitted using the Lorentz oscillators given by Equations 7.20 and 7.21. The results of the fitting are 

summarized in Table 7.1. For all polarizabilities, the Lorentz oscillators show a good agreement with Mie 

coefficients. 

 

 

Figure 7.11. The scattering and absorption cross-sections of the plasmonic core-shell particle with rCS = 695 nm and 

tCS = 120 nm. The red and blue dashed lines are scattering cross-sections of the ED and MD, respectively. The red and 

blue dashed lines are absorption cross-sections of the ED and MD, respectively. 
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Figure 7.12. For (a-c), the blue and red solid lines are the real and imaginary parts of the polarizability given by Mie 

coefficient, respectively. The cyan and wine-red dashed lines are the real and imaginary parts of the polarizability 

given by the Lorentz oscillators (Equations 7.19 or 7.20), respectively. (a) The electric polarizability of the plasmonic 

core-shell particle. (b) The magnetic polarizability of the dielectric sphere with rS = 500 nm. (c) The electric 

polarizability of the dielectric sphere with rS = 690 nm. 

 

7.10.6. Absorption and scattering properties of the dimer 

The absorption spectra of the dimer with d = 2 µm and rS = 500 nm are shown in Figure 7.13. Those spectra 

are calculated using the CDM. Since the dielectric sphere is lossless, its absorption is zero (the magenta and 

cyan solid lines). As explained in the main text, the CDM cannot consider the influence of the plasmonic 

core-shell particle´s EQ + MQ. Therefore, if the ED + MD of the plasmonic core-shell particle is only 

considered as a total absorption of the dimer, we get the grey dashed line and have a large discrepancy 

between the CDM and FEM simulation. To minimize this discrepancy, the green dashed line, which is the 

plasmonic core-shell particle´s EQ + MQ given by Mie theory, is added to the grey dashed line. This gives 

the total absorption of the dimer, shown as the black solid line. The black solid line is in good agreement 

with the FEM simulation. 

The absorption spectra of the dimer with different d are shown in Figure 7.14. The CDM is in good 

agreement with the FEM simulation for any d. These results prove the robustness of the CDM to investigate 

the absorption properties of the dimer. For a small d, the discrepancy between the CDM and the FEM 

simulation is slightly large. This is because the CDM cannot fully consider the near-field effects, as 

described in the main text. 

Figure 7.15 shows the scattering properties of the dimer. Since the lossless dielectric sphere is 

considered, the dielectric sphere does not contribute to the absorption of the dimer but contributes to the 

scattering of the dimer. The black solid and orange dashed lines are the total scattering of the dimer 

calculated using the CDM and FEM simulation, respectively. Those calculation methods are in good 

agreement, meaning that the CDM can properly describe the scattering properties of the dimer. Comparing 

Figure 7.14 with Figure 7.15,  it can be found that the absorption and scattering spectral profiles of the 

plasmonic core-shell particle are different. This difference can be understood from Equations 7.64 and 7.65. 

The absorption of the dimer is determined solely by the absolute square of the dipole moments. In contrast, 

the scattering of the dimer is determined by the absolute square of the dipole moments and the energy 

exchanging terms. Comparing the equations of the extinction and Equations 7.64 and 7.65, we may 

understand that these energy exchanging terms are the extinction of pj against the scattered fields of other 

dipole moments. The energy exchanging terms can be negative; therefore, some scattering spectra become 

negative [6]. 
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Figure 7.13. The absorption of the dimer is calculated using the CDM. The dimer with rS = 500 nm and d = 2 µm is 

considered. The red and blue solid lines are the absorption spectra of the ED and MD of the plasmonic core-shell 

particle, respectively. The grey dashed line is the absorption of ED + MD of the plasmonic core-shell particle. The 

magenta and cyan solid lines are the absorption of the ED and MD of the dielectric sphere. Since the dielectric sphere 

is lossless, their absorptions are zero. The green dashed line is the absorption of EQ + MQ of the plasmonic core-shell 

particle, calculated using Mie theory. The black line is the total absorption of the dimer, given by a sum of the grey 

and green dashed lines. The orange dashed line is the absorption of the dimer calculated using the FEM simulation. 

 

 

Figure 7.14. The absorption spectra of the dimer with different d. The dielectric spheres with rS = 500 nm and 690 nm 

are used for the p1-m2 and p1-p2 coupling, respectively. The solid lines are calculated using the CDM. The red and 

blue solid lines are the ED and MD absorptions of the plasmonic core-shell particle, respectively. The black solid line 

is the total absorption of the plasmonic core-shell particle. The orange dashed lines are the absorption spectra obtained 

from the FEM simulation. 

 



156 

 

 

Figure 7.15. The scattering spectra of the dimer with different d and rS. The black solid and orange dashed lines are 

the total scattering of the dimer, which are calculated using the CDM and FEM simulation, respectively. The red and 

blue solid lines are the scattering spectra of the ED and MD of the plasmonic core-shell particle, respectively. The red 

and blue dashed lines are the scattering spectra of the ED and MD of the dielectric sphere, respectively. 

 

7.10.7. Absorption properties of the dimer rotated at 180° in the x-z plane 

We consider that the plasmonic core-shell particle and dielectric sphere locate at r2 = (0, 0, D/2) and r1 = 

(0, 0, – D/2), respectively. Figure 7.16 shows the FD model for the dimer with this orientation. This FD 

model will be reduced to the TD models to investigate m1-p2 and p1-p2 coupling. For a m1-p2 coupling, the 

ED of the plasmonic core-shell particle pmp2 can be given using Equation 7.52 with pFD1 = mFD2 = 0 and the 

Lorentz oscillators shown in Equations 7.20 and 7.21 

𝐩mp2 =
𝛺m1𝛺p2 + 𝛺p2𝑓m1|𝑔C|𝑒

𝑖(𝜙C−𝑘𝐷)

𝛺m1𝛺p2 + 𝑓m1𝑓p2|𝑔C|
2𝑒𝑖2𝜙C

𝐩2 7.69 

where p2 is the ED moment of the isolated plasmonic core-shell particle, which is given by Equation 7.1. 

For a p1-p2 coupling, the ED of the plasmonic core-shell particle ppp2 can be found from Equation 7.25. 

Based on Section 7.10.3, the absolute square of pmp2 and ppp2 at the resonance are 

|𝐩mp2|
2

=
(𝛤m1𝛤p2𝜔0

2)
2
+ (𝛤p2𝜔0)

2
(𝑓m1|𝑔C|)

2 + 2(𝛤m1𝛤p2𝜔0
2)(𝛤p2𝜔0)(𝑓m1|𝑔C|) sin(−𝜙C + 𝑘𝐷)

(𝛤m1𝛤p2𝜔0
2)
2
+ (𝑓m1𝑓p2|𝑔C|

2)
2
+ 2(𝛤m1𝛤p2𝜔0

2)(𝑓m1𝑓p2|𝑔C|
2) cos(2𝜙C + 𝜋)

|𝐩2|
2 

=
 1 + 𝛷mp1

2 + 2𝛷mp1 sin(−𝜙C + 𝑘𝐷)

1 + 𝛷mp
2 + 2𝛷mp cos(2𝜙C + 𝜋)

|𝐩2|
2 = 𝑃mp´|𝐩2|

2  

7.70 
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|𝐩pp2|
2

=
(𝛤p1𝛤p2𝜔0

2)
2
+ (𝛤p2𝜔0)

2
(𝑓p1|𝑔A|)

2
+ 2(𝛤p1𝛤p2𝜔0

2)(𝛤p2𝜔0)(𝑓p1|𝑔A|) sin(−𝜙A + 𝑘𝐷)

(𝛤p1𝛤p2𝜔0
2)
2
+ (𝑓p1𝑓p2|𝑔A|

2)
2
+ 2(𝛤p1𝛤p2𝜔0

2)(𝑓p1𝑓p2|𝑔A|
2) cos(2𝜙A)

|𝐩2|
2 

=
1 + 𝛷pp1

2 + 2𝛷pp1 sin(−𝜙A + 𝑘𝐷)

1 + 𝛷pp
2 (𝑔A) + 2𝛷pp(𝑔A) cos(2𝜙A)

|𝐩2|
2 = 𝑃pp´|𝐩2|

2 

7.71 

In Figure 7.17, the same analysis made in Figure 7.7 is employed for the rotated dimer. Figure 7.17a 

shows d dependencies of the absorption of the rotated dimer. In contrast to the dimer investigated in the 

main text, the absorption of the rotated dimer possesses an EIT-like spectral profile for any d. In Figure 

7.17b, the CDM and FEM simulation are compared, and it can be found that the CDM reproduces the spectra 

from the FEM simulation. For both the m1-p2 and p1-p2 coupling, the ED of the plasmonic core-shell particle 

possesses an absorption dip at the Mie resonance of the dielectric sphere, which is attributed to the EIT-like 

spectral profile. 

In Figure 7.17c, the sine and cosine functions of Ppm´ are shown. The cosine function of Pmp´ is the 

same as that of Ppm, but their sine functions are different. The sine function of Ppm´ is nearly constant. Using 

Equation 7.17, the sine function of Ppm´ can be written as sin(– ϕC + kD) = sin(– ϕc). ϕc does not dynamically 

change with an increase in d (see Figure 7.2b); therefore, the sine function of Ppm´ is nearly constant. sin(– 

ϕC + kD) is always negative, meaning that the m1-p2 coupling cannot achieve strong constructive 

interference. The same interpretation regarding the sine and cosine functions can be applied to the p1-p2 

coupling. 

Figure 7.17c also shows Pmp´ and Ppp´ calculated using the sine and cosine functions. For the m1-p2 

coupling, Pmp´ can be smaller and larger than 1, indicating that constructive and destructive interference 

occurs depending on d. On the other hand, Ppp´ is smaller than 1 for any d; therefore, destructive interference 

only occurs for the p1-p2 coupling. 

 

 

Figure 7.16. Schematic illustration of the dimer rotated at 180° in the x-z plane. 
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Figure 7.17. (Top panel) the m1-p2 coupling of the dimer composed of the dielectric sphere with rS = 500 nm. (Bottom 

panel) the p1-p2 coupling of the dimer composed of the dielectric sphere with rS = 690 nm. (a) d dependencies of the 

absorption of the dimer of Figure 7.16. The absorption spectra are calculated using the FEM simulation. The grey 

dashed lines are the reference spectra given by the total absorption of the isolated plasmonic core-shell particle. The 

blue and red solid vertical lines show the resonance wavelength of the MD and ED of the dielectric sphere, respectively. 

(b) The solid lines are the absorption spectra of the dimer, calculated using the CDM. The red and blue lines are for 

the ED and MD of the plasmonic core-shell particle. The black line is the total absorption of the plasmonic core-shell 

particle. The orange dashed lines are taken from Figure 7.17a. (c) The sine and cosine functions in Ppm´ (Equation 

7.70) and Ppp´ (Equation 7.71) are plotted as a function of d on the left vertical axis. The phases of ϕC and ϕA are shown 

as the black dashed line on the right vertical axis. Ppm´ and Ppp´ are calculated at ω0 = 3.29 × 1014 rad/s and ω0 = 3.33 

× 1014 rad/s, respectively. 

 

7.10.8. Absorption properties of the dimer aligned parallel to the electric field of the incident wave 

The orientations of the dimer and the incident wave are shown in Figure 7.18. The incident wave propagates 

along the z-direction with 𝐄in(𝐫j) = 𝐸0�̂�y𝑒
𝑖𝐤⋅𝐫j  and 𝐇in(𝐫j) = −𝐻0�̂�x𝑒

𝑖𝐤⋅𝐫j . The plasmonic core-shell 

particle and  dielectric sphere locate at r1 = (0, – D/2, 0) and r2 = (0, D/2, 0), respectively. Since k∙rj = 0, 

the incident wave becomes 𝐄in(𝐫j) = 𝐸0�̂�y and 𝐇in(𝐫j) = −𝐻0�̂�x. The unit vector of r1 – r2 is ur = – ey. 

Therefore, the dyadic Green´s functions (Equations 7.7 and 7.8) are 

{

𝐆E(𝐫1 − 𝐫2) ⋅ �̂�x = 𝑔A�̂�x
𝐆E(𝐫1 − 𝐫2) ⋅ �̂�y = 𝑔AB�̂�y
𝐆E(𝐫1 − 𝐫2) ⋅ �̂�z = 𝑔A�̂�z

 7.72 

{

𝐆M(𝐫1 − 𝐫2) ⋅ �̂�x = 𝑔c�̂�z
𝐆M(𝐫1 − 𝐫2) ⋅ �̂�y = 0

𝐆M(𝐫1 − 𝐫2) ⋅ �̂�z = −𝑔c�̂�x

 7.73 

Using Equations 7.40-7.43, Equations 7.72-7.73,  GE(r1 – r2) = GE(r2 – r1), and GM(r1 – r2) = – GM (r2 – 

r1), the dipole moments of the dimer of Figure 7.18 are 
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𝐩FD1
α =

{
  
 

  
 𝑝FD1x

α = 𝜀0𝛼1 [
1

𝜀0
𝑔A𝑝FD2x

α + 𝑍0𝑔C𝑚FD2𝑧
α ]

𝑝FD1y
α = 𝜀0𝛼1 [𝐸0 +

1

𝜀0
𝑔AB𝑝FD2y

α ]

𝑝FD1z
α = 𝜀0𝛼1 [

1

𝜀0
𝑔A𝑝FD2z

α − 𝑍0𝑔C𝑚FD2x
α ]

 7.74 

𝐦FD1
α =

{
 
 

 
 𝑚FD1x

α = 𝜒1 [−𝐻0 −
1

𝜀0𝑍0
𝑔C𝑝FD2z

α + 𝑔A𝑚FD2x
α ]

𝑚FD1y
α = 𝜒1𝑔AB(𝐷)𝑚FD2y

α

𝑚FD1z
α = 𝜒1 [

1

𝜀0𝑍0
𝑔C𝑝FD2x

α + 𝑔A𝑚FD2z
α ]

 7.75 

𝐩FD2
α =

{
  
 

  
 𝑝FD2x

α = 𝜀0𝛼2 [
1

𝜀0
𝑔A𝑝FD1x

α − 𝑍0𝑔C𝑚FD1z
α ]

𝑝FD2y
α = 𝜀0𝛼2 [𝐸0 +

1

𝜀0
𝑔AB𝑝FD1y

α ]

𝑝FD2z
α = 𝜀0𝛼2 [

1

𝜀0
𝑔A𝑝FD1z

α + 𝑍0𝑔C𝑚FD1x
α ]

 7.76 

𝐦FD2
α =

{
 
 

 
 𝑚FD2x

α = 𝜒2 [−𝐻0 +
1

𝜀0𝑍0
𝑔C𝑝FD1z

α + 𝑔A𝑚FD1x
α ]

𝑚FD2y
α = 𝜒2𝑔AB𝑚FD1y

α

𝑚FD2z
α = 𝜒2 [−

1

𝜀0𝑍0
𝑔C𝑝FD1x

α + 𝑔A𝑚FD1z
α ]

 7.77 

The superscript α is to distinguish the FD model shown in Figure 7.18 from other FD models for the dimer 

with different orientations. By solving Equations 7.74-7.77, we get nontrivial solutions only for 𝑝FD1y
α , 

𝑝FD1z
α , 𝑚FD1x

α , 𝑝FD2y
α , 𝑝FD2z

α , and 𝑚FD2x
α . The self-consistent form of 𝑝FD1y

α  and 𝑝FD2y
α  are 

𝑝FD1y
α =

1 + 𝛼2𝑔AB

1 − 𝛼1𝛼2𝑔AB
2
(𝜀0𝛼1𝐸0) =

1 + 𝛼2𝑔AB

1 − 𝛼1𝛼2𝑔AB
2 𝑝1 7.78 

𝑝FD2y
α =

1 + 𝛼1𝑔AB

1 − 𝛼1𝛼2𝑔AB
2
(𝜀0𝛼2𝐸0) =

1 + 𝛼1𝑔AB

1 − 𝛼1𝛼2𝑔AB
2 𝑝2 7.79 

where gAB can be written as 

𝑔AB =
𝑒𝑖𝑘𝐷

4𝜋𝐷
(
2

𝐷2
− 𝑖

2𝑘

𝐷
) =

1

4𝜋𝐷
 √(

2

𝐷2
)
2

+ (
2𝑘

𝐷
)
2

 𝑒𝑖[𝑘𝐷+tan
−1(−𝑘𝐷)] = |𝑔AB|𝑒

𝑖𝜙AB 7.80 

Substituting 𝑝FD2z
α  and 𝑚FD2x

α  into 𝑝FD1z
α , we get 

𝑝FD1z
α = 𝜀0𝛼1

𝜒2𝑔𝐶𝑍0𝐻0 + 𝑍0(𝛼2 − 𝜒2)𝑔A𝑔C𝑚FD1x
α

1 − 𝛼1[𝛼2𝑔A
2 − 𝜒2𝑔C

2]
 7.81 

In a similar manner, 𝑚FD1x
α , 𝑝FD2z

α , and 𝑚FD2x
α  are 
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𝑚FD1x
α = 𝜒1

−[1 + 𝜒2𝑔A]𝐻0 +
1
𝜀0𝑍0

(𝜒2 − 𝛼2)𝑔A𝑔C𝑝FD1z
α

1 − 𝜒1[𝜒2𝑔A
2 − 𝛼2𝑔C

2]
 7.82 

𝑝FD2z
α = 𝜀0𝛼2

−𝜒2𝑔C𝑍0𝐻0 + 𝑍0(𝜒1 − 𝛼1)𝑔A𝑔C𝑚FD2x
α

1 − 𝛼2[𝛼1𝑔A
2 − 𝜒1𝑔C

2]
 7.83 

𝑚FD2x
α = 𝜒2

−[1 + 𝜒1𝑔A]𝐻0 +
1
𝜀0𝑍0

(𝛼1 − 𝜒1)𝑔A𝑔C𝑝FD2z
α

1 − 𝜒2[𝜒1𝑔A
2 − 𝛼1𝑔C

2]
 7.84 

To investigate a p1-m2 coupling, we reduce the FD model to the TD model by substituting χ1 = α2 = 0 in 

Equations 7.78-7.79 and Equations 7.81-7.84 

𝑝pm1y
α = 𝜀0𝛼1𝐸0 = 𝑝1 7.85 

𝑝pm1z
α =

𝜒2𝑔C

1 + 𝛼1𝜒2𝑔C
2
(𝜀0𝛼1𝐸0) =

𝜒2|𝑔C|𝑒
𝑖𝜙C

1 + 𝛼1𝜒2|𝑔C|
2𝑒𝑖2𝜙C

𝑝1 7.86 

𝑚pm2x
α =

1

1 + 𝛼1𝜒2𝑔C
2
(−𝜒2𝐻0) =

1

1 + 𝛼1𝜒2|𝑔C|
2𝑒𝑖2𝜙C

𝑚2 7.87 

In Equations 7.85-7.87, we change their subscripts FD → pm to distinguish the FD and TD models. From 

Equations 7.85-7.87, it is found that the ED of the plasmonic core-shell particle has two components in the 

y- and z-directions. 𝑝pm1y
α  is induced directly by the incident field, but 𝑝pm1z

α  is indirectly induced by the 

scattered field of 𝑚pm2x
α  of the dielectric sphere (see Equation 7.74). Therefore, 𝑝pm1z

α  and 𝑚pm2x
α  can be 

considered as the dark and bright oscillators, respectively. Figure 7.19a shows the absorption spectra of the 

dimer for the p1-m2 coupling. Those spectra are calculated using the FEM simulation. The lossless dielectric 

sphere is considered; therefore, the absorption of the dimer is dominated by the absorption of the plasmonic 

core-shell particle. The absorption spectra possess an EIA-like spectral profile for all d. In Figure 7.19d, the 

absorption of the plasmonic core-shell particle is calculated using the CDM. The absorption of the ED of 

the plasmonic core-shell particle can be divided into EDy and EDz, which originate from 𝑝pm1y
α  and 𝑝pm1z

α , 

respectively. The spectral profile of the EDy is almost the same as that of the ED of the isolated plasmonic 

core-shell particle. The EDz possesses a sharp absorption spectrum. There are no interactions between the 

EDy and EDz. Thus, the absorptions of the EDy and EDz can be superposed. Therefore, the total absorption 

of the ED possesses the sharp absorption of the EDz over the broad absorption of the EDy, resulting in an 

EIA-like spectral profile. This EIA is different from what we observed in the main text, but it corresponds 

to EIA originating from the excitation of the dark oscillator [7]. 

 

 

Figure 7.18. Schematic illustrations of the FD and TD models for the dimer aligned parallel to the electric field of the 

incident wave. 
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For the p1-p2 coupling (χ1 = χ2 = 0), the dimer with rS = 690 nm is considered, and the dipole moments 

are given by Equations 7.78 and 7.79. Using the Lorentz oscillators, Equations 7.78 and 7.79 can be 

approximated as 

𝑝pp1y
α =

𝛺p1𝛺p2 + 𝛺p1𝑓p2|𝑔AB|𝑒
𝑖𝜙AB

𝛺p1𝛺p2 − 𝑓p1𝑓p2|𝑔AB|
2𝑒𝑖2𝜙AB

𝑝1 7.88 

𝑝pp2y
α =

𝛺p1𝛺p2 + 𝛺p2𝑓p1|𝑔AB|𝑒
𝑖𝜙A𝐁

𝛺p1𝛺p2 − 𝑓p1𝑓p2|𝑔AB|
2𝑒𝑖2𝜙A𝐁

𝑝2 7.89 

The same equation can be obtained from the ECO model proposed in the main text by substituting δ = 0. 

The absolute square of 𝑝pp1y
α  at the resonance is (see Section 7.10.3) 

|𝑝pp1y
α |

2

=
(𝛤p1𝛤p2𝜔0

2)
2
+ (𝛤p1𝜔0)

2
(𝑓p2|𝑔AB|)

2
+ 2(𝛤p1𝛤p2𝜔0

2)(𝛤p1𝜔0)(𝑓p2|𝑔AB|) sin(−𝜙AB)

(𝛤p1𝛤p2𝜔0
2)
2
+ (𝑓p1𝑓p2|𝑔AB|

2)
2
+ 2(𝛤p1𝛤p2𝜔0

2)(𝑓p1𝑓p2|𝑔AB|
2) cos(2𝜙AB)

|𝑝1|
2 

=
1 + (𝛷pp2

α )
2
+ 2𝛷pp2

α sin(−𝜙AB)

1 + (𝛷pp
α )

2
+ 2𝛷pp

α cos(2𝜙AB)
= 𝑃pp

α |𝑝1|
2, 𝛷pp

α =
𝑓p1|𝑔AB|

𝛤p1𝜔0

𝑓p2|𝑔AB|

𝛤p2𝜔0
= 𝛷pp1

α 𝛷pp2
α  

7.90 

In Figure 7.20, the p1-p2 coupling is investigated. Figure 7.20a shows the absorption spectra of the dimer 

with different d. The spectral profile of the absorption spectra changes from an EIT- to an EIA-like profile 

with an increase in d. For small d, the p1-p2 coupling of the dimer is dominated by the near-field effect 

because the electromagnetic hot spots are created along the y-direction. Figure 7.20b presents the absorption 

properties of the dimer with d = 3 µm, which possesses an EIA-like spectral profile. In contrast to the case 

of the p1-m2 coupling, the EDy absorption of the plasmonic core-shell particle is enhanced by the phase-

retarded coupling, which is attributed to EIA. 

In Figure 7.19c, the sine and cosine functions of 𝑃pp
α  are plotted. We focus on the sine function of 𝑃pp

α . 

Compared with sin(– ϕA – kD) of Ppp of the main text, sin(–ϕAB) of 𝑃pp
α  slowly changes with an increase in 

d. Using Equation 7.15, we can write –ϕA – kD = –2kD – ϕa. On the other hand, the phase ϕAB is given as 

ϕAB = kD + ϕab. Therefore, sin(–ϕAB) oscillates twice as slow as sin(– ϕA – kD) with increasing d. Figure 

7.20c also shows 𝑃pp
α , indicating that the absorption of the plasmonic core-shell particle possesses an EIT-

like profile in a range of d < 2.5 µm and becomes an EIA-like profile when d → 3 µm. This coincides with 

the spectral change shown in Figure 7.20a.  
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Figure 7.19. The p1-m2 coupling of the dimer composed of the dielectric sphere with rS = 500 nm. The orientation of 

the dimer is shown in Figure 7.18. (a) d dependency of the absorption of the dimer. The absorption spectra are 

calculated using the FEM simulation. The grey dashed lines are the reference spectra given by the total absorption of 

the plasmonic core-shell particle. The blue solid vertical line shows the resonance wavelength of the MD of the 

dielectric sphere. (b) The red and blue lines are for ED and MD of the plasmonic core-shell particle. The wine-red and 

magenta dashed lines are the absorption of EDy and EDz of the plasmonic core-shell particle. The black line is the total 

absorption of the dimer. Those spectra are calculated using the CDM. The orange dashed line is taken from Figure 

7.19a. 

 

 

Figure 7.20. The p1-p2 coupling of the dimer composed of the dielectric sphere with rS = 690 nm. The orientation of 

the dimer is shown in Figure 7.18. (a) d dependencies of the absorption of the dimer. The absorption spectra are 

calculated using the FEM simulation. The grey dashed lines are reference spectra given by the total absorption of the 

plasmonic core-shell particle. The red solid vertical line shows the resonance wavelength of the ED of the dielectric 

sphere. (b) The red and blue lines are for the ED and MD of the plasmonic core-shell particle. The wine-red and 

magenta dashed lines are the EDy and EDz absorptions of the plasmonic core-shell particle. The black line is the total 

absorption of the dimer. Those spectra are calculated using the CDM. The orange dashed line is taken from Figure 

7.20a. (c) The sine and cosine functions of 𝑃𝑝𝑝
𝛼  (Equation 7.86) are plotted as a function of d. On the right vertical axis, 

the phase of φAB is shown as the black dashed lines. 𝑃𝑝𝑝
𝛼  is calculated at ω0 = 3.33 × 1014 rad/s. 

 

7.10.9. Absorption properties of a dimer aligned parallel to the magnetic field of the incident wave 

Figure 7.21 shows the orientations of the incident wave and the dimer. The incident wave propagates along 

the z-direction with 𝐄in(𝐫j) = 𝐸0�̂�x𝑒
𝑖𝐤⋅𝐫j and 𝐇in(𝐫j) = 𝐻0�̂�y𝑒

𝑖𝐤⋅𝐫j. The plasmonic core-shell particle and 

the dielectric sphere locate at r1 = (0, – D/2, 0) and r2 = (0, D/2, 0), respectively. Therefore, the incident 

wave can be written as 𝐄in(𝐫j) = 𝐸0�̂�x and 𝐇in(𝐫j) = 𝐻0�̂�y. We can use the same dyadic Green´s functions 
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given by Equations 7.72 and 7.73. In a similar manner to Section 7.10.8, the FD model shown in Figure 

7.21 is given as 

𝐩FD1
σ =

{
 
 

 
 𝑝FD1x

σ = 𝜀0𝛼1 [𝐸0 +
1

𝜀0
𝑔A𝑝FD2x

σ + 𝑍0𝑔C𝑚FD2z
σ ]

𝑝FD1y
σ = 𝛼1𝑔AB𝑝FD2y

σ = 0

𝑝FD1z
σ = 𝜀0𝛼1 [

1

𝜀0
𝑔A𝑝FD2z

σ − 𝑍0𝑔C𝑚FD2x
σ ]

 7.91 

𝐦FD1
σ =

{
 
 

 
 𝑚FD1x

σ = 𝜒1 [−
1

𝜀0𝑍0
𝑔C𝑝FD2z

σ + 𝑔A𝑚FD2x
σ ]

𝑚FD1y
σ = 𝜒1[𝐻0 + 𝑔AB𝑚FD2y

σ ]

𝑚FD1z
σ = 𝜒1 [

1

𝜀0𝑍0
𝑔C𝑝FD2x

σ + 𝑔A𝑚FD2z
σ ]

 7.92 

𝐩FD2
σ =

{
 
 

 
 𝑝FD2x

σ = 𝜀0𝛼2 [𝐸0 +
1

𝜀0
𝑔A𝑝FD1x

σ − 𝑍0𝑔C𝑚FD1z
σ ]

𝑝FD2y
σ = 𝛼1𝑔AB𝑝FD1y

σ

𝑝FD2z
σ = 𝜀0𝛼2 [

1

𝜀0
𝑔A𝑝FD1z

σ + 𝑍0𝑔C𝑚FD1x
σ ]

 7.93 

𝐦FD2
σ =

{
 
 

 
 𝑚FD2x

σ = 𝜒2 [
1

𝜀0𝑍0
𝑔C𝑝FD1z

σ + 𝑔A𝑚FD1x
σ ]

𝑚FD2y
σ = 𝜒2[𝐻0 + 𝑔AB𝑚FD1y

σ ]

𝑚FD2z
σ = 𝜒2 [−

1

𝜀0𝑍0
𝑔C𝑝FD1x

σ + 𝑔A𝑚FD1z
σ ]

 7.94 

The superscript σ is to distinguish the FD model shown in Figure 7.21 from other FD models. By solving 

Equations 7.91-7.94, we get nontrivial solutions for 𝑝FD1x
σ , 𝑚FD1y

σ , 𝑚FD1z
σ , 𝑝FD2x

σ , 𝑚FD2y
σ , and 𝑚FD2z

σ . The 

self-consistent form of 𝑚FD1y
σ  and 𝑚FD2y

σ  are 

𝑚FD1y
σ = 𝜒1

1 + 𝜒2𝑔AB

1 − 𝜒1𝜒2𝑔AB
2 𝐻0 7.95 

𝑚FD2y
σ = 𝜒2

1 + 𝜒1𝑔AB

1 − 𝛼1𝜒2𝑔AB
2 𝐻0 7.96 

Substituting 𝑝FD2x
σ  and 𝑚FD2z

σ  into 𝑝FD1x
σ , we get 

𝑝FD1x
σ = 𝜀0𝛼1

[1 + 𝛼2𝑔A]𝐸0 + 𝑍0(𝜒2 − 𝛼2)𝑔A𝑔C𝑚FD1z
σ

1 − 𝛼1[𝛼2𝑔A
2 − 𝜒2𝑔C

2]
 7.97 

In a similar manner, 𝑚FD1z
σ , 𝑝FD2x

σ , and 𝑚FD2z
σ  are 

𝑚FD1z
σ = 𝜒1

𝛼2𝑔C𝐻0 +
1
𝜀0𝑍0

(𝛼2 − 𝜒2)𝑔A𝑔C𝑝FD1x
σ

1 − 𝜒1[𝜒2𝑔A
2 − 𝛼2𝑔C

2)]
 7.98 

𝑝FD2x
σ = 𝜀0𝛼2

[1 + 𝛼1𝑔A]𝐸0 + 𝑍0(𝛼1 − 𝜒1)𝑔A𝑔C𝑚FD2z
σ

1 − 𝛼2[𝛼1𝑔A
2 − 𝜒1𝑔C

2]
 7.99 
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𝑚FD2z
σ = 𝜒2

−𝛼1𝑔C𝐻0 +
1
𝜀0𝑍0

(𝜒1 − 𝛼1)𝑔A𝑔C𝑝FD2x
σ

1 − 𝜒2[𝜒1𝑔A
2 − 𝛼1𝑔C

2]
 7.100 

Using Equations 7.95-7.100, we derive the TD model for a p1-m2 coupling (χ1 = α2 = 0) 

𝑝pm1x
σ =

1

1 + 𝛼1𝜒2𝑔C
2
(𝜀0𝛼1𝐸0) =

1

1 + 𝛼1𝜒2|𝑔C|
2𝑒𝑖2𝜙C

𝑝1 7.101 

𝑚pm2z
σ = −

𝛼1𝑔C

1 + 𝛼1𝜒2𝑔C
2
(𝜒2𝐻0) = −

𝛼1|𝑔C|𝑒
𝑖𝜙C

1 + 𝛼1𝜒2|𝑔C|
2𝑒𝑖2𝜙C

𝑚2 7.102 

𝑚pm2y
σ = 𝜒2𝐻0 = 𝑚2 7.103 

From Equations 7.102 and 7.103, the MD of the dielectric sphere has two components in the z- and y-

directions. 𝑚pm2y
σ  does not interact with 𝑝pm1x

σ  and is excited directly by the incident wave. In contrast, 

𝑚pm2z
σ  is excited solely by 𝑝pm1x

σ  (see Equation 7.94); therefore, the coupling between 𝑝pm1x
σ  and 𝑚pm2z

σ  

can be considered based on a bright-dark oscillator interaction. Using the Lorentz oscillators, Equations 

7.101 and 7.103 can be written as 

𝑝pm1x
σ =

𝛺p1𝛺m2

𝛺p1𝛺m2 + 𝑓p1𝑓m2|𝑔C|
2𝑒𝑖2𝜙C

𝑝1 7.104 

𝑚pm2z
σ = −

𝛺m2𝑓p1|𝑔C|𝑒
𝑖𝜙C

𝛺p1𝛺m2 + 𝑓p1𝑓m2|𝑔C|
2𝑒𝑖2𝜙C

𝑚2 7.105 

A similar equation can be obtained from the ECO model proposed in the main text by substituting F2(t) = 0 

and δ = 0. The absolute square of 𝑝pm1x
σ  at the resonance is (see Section 7.10.3) 

|𝑝pm1x
σ |

2

=
(𝛤p1𝛤m2𝜔0

2)
2

(𝛤p1𝛤m2𝜔0
2)
2
+ (𝐹p1𝐹m2|𝑔C|

2)
2
+ 2(𝛤p1𝛤m2𝜔0

2)(𝑓p1𝑓m2|𝑔C|
2) cos(2𝜙C + 𝜋)

|𝑝1|
2 

=
 1

1 + 𝛷pm
2 + 2𝛷pm cos(2𝜙C + 𝜋)

= 𝑃pm
σ |𝑝1|

2 

7.106 

As seen in Equation 7.106, the phase-retarded coupling is solely determined by the cosine function of the 

denominator. Therefore, the condition for EIA can be found from cos(2φC + π) = – 1. The top panel of  

Figure 7.22 shows the absorption properties of the dimer with rS = 500 nm. Since we have proved the 

applicability of the P function to investigate EIA, we first consider 𝑃pm
σ  to find an optimum d for EIA, then 

the absorption properties of the dimer are investigated. Figure 7.22a shows the cosine function of 𝑃pm
σ . The 

cosine function becomes – 1 at around d ≈ 1.25 µm. However, 𝑃pm
σ  is not maximized at d ≈ 1.25 µm. The 

maximum appears at d slightly smaller than 1.25 µm. This is because the scattered field amplitude |gC| keeps 

decreasing with an increase in d; therefore, 𝑃pm
σ  also decreases. This is the reason why the maximum of 𝑃pm

σ  

occurs at d shifted from a point where cos(2φC + π) = – 1 is achieved. 𝑃pm
σ  indicates that the absorption of 

the dimer changes EIT → EIA → EIT-like spectral profile with an increase in d. Figure 7.22b shows the d 

dependency of the absorption properties of the dimer. Those spectra are calculated using the FEM simulation. 

The dimer with d = 0.01 µm and 2.5 µm possesses the EIT-like profile, and that with d = 1 µm possesses 

the EIA-like profile. This result coincides with what 𝑃pm
σ  predicted in Figure 7.22a. In Figure 7.22c, the 
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absorption properties of the dimer with d = 1 µm are presented. The ED absorption of the plasmonic core-

shell particle is enhanced by the phase retarded coupling. 

For a p1-p2 coupling (χ1 = χ2 = 0), the dimer with rS = 690 nm is considered, and the dipole moments 

are given by Equations 7.97 and 7.99. 

𝑝pp1x
σ =

1 + 𝛼2𝑔A

1 − 𝛼1𝛼2𝑔A
2
(𝜀0𝛼1𝐸0) =

1 + 𝛼2|𝑔A|𝑒
𝑖𝜙A

1 − 𝛼1𝛼2|𝑔A|
2𝑒𝑖2𝜙A

𝑝1 7.107 

𝑝pp2x
σ =

1 + 𝛼1𝑔A

1 − 𝛼1𝛼2𝑔A
2
(𝜀0𝛼2𝐸0) =

1 + 𝛼1|𝑔A|𝑒
𝑖𝜙A

1 − 𝛼1𝛼2|𝑔A|
2𝑒𝑖2𝜙A

𝑝2 7.108 

Using the Lorentz oscillators, Equations 7.107 and 7.108 can be written as 

𝑝pp1x
σ =

𝛺p1𝛺p2 + 𝛺p1𝑓p2|𝑔A|𝑒
𝑖𝜙A

𝛺p1𝛺p2 − 𝑓p1𝑓p2|𝑔A|
2𝑒𝑖2𝜙A

𝑝1 7.109 

𝑝pp2x
σ =

𝛺p1𝛺p2 + 𝛺p2𝑓p1|𝑔A|𝑒
𝑖𝜙A

𝛺p1𝛺p2 − 𝑓p1𝑓p2|𝑔A|
2𝑒𝑖2𝜙A

𝑝2 7.110 

The same equation can be obtained from the ECO model proposed in the main text by substituting δ = 0. 

The absolute square of 𝑝pp
σ  at the resonance is (see Section 7.10.3) 

|𝑝pp1x
σ |

2

=
(𝛤p1𝛤p2𝜔0

2)
2
+ (𝛤p1𝜔0)

2
(𝑓p2|𝑔A|)

2
+ 2(𝛤p1𝛤p2𝜔0

2)(𝛤p1𝜔0)(𝑓p2|𝑔A|) sin(−𝜙A)

(𝛤p1𝛤p2𝜔0
2)
2
+ (𝑓p1𝑓p2|𝑔A|

2)
2
+ 2(𝛤p1𝛤p2𝜔0

2)(𝑓p1𝑓p2|𝑔A|
2) cos(2𝜙A)

|𝑝1|
2 

=
1 + 𝛷pp2

2 + 2𝛷pp2 sin(−𝜙A)

1 + 𝛷pp
2 + 2𝛷pp cos(2𝜙A)

= 𝑃pp
σ |𝑝1|

2 

7.111 

The sine and cosine functions of 𝑃pp
σ  are plotted in Figure 7.22d. It can be found that sin(– φA) = 1 and 

cos(2φA) = – 1 can occur simultaneously at around d = 2.5 µm; therefore, complete constructive interference 

can be achieved. 𝑃pp
σ  is also plotted in Figure 7.22d. The maximum of 𝑃pp

σ  can be found at around d = 2.5 

µm. The peak position is slightly shifted to a smaller d from 2.5 µm because of the same reason described 

earlier. 𝑃pp
σ  indicates that the absorption of the dimer changes from an EIT- to an EIA-like profile with an 

increase in d. The absorption spectra of the dimer calculated using the FEM simulation are shown in Figure 

7.22e. For a small d, a dip and a sharp peak can be found at around the ED resonance of the dielectric sphere. 

The dip is attributed to destructive interference. The sharp peak originates from a coupling between the ED 

of the plasmonic core-shell particle and the MQ of the dielectric sphere. The dimer with d = 2.5 µm possesses 

the EIA-like profile. Figure 7.22f shows the absorption properties of the dimer with d = 2.5 µm. The ED 

absorption of the plasmonic core-shell particle is enhanced by complete constructive interference, resulting 

in the EIA-like profile. 
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Figure 7.21. Schematic illustrations of the FD and TD models for the dimer oriented parallel to the magnetic field of 

the incident wave. 

 

 

Figure 7.22. (Top panel) The p1-m2 coupling of the dimer composed of the dielectric sphere with rS = 500 nm. (Bottom 

panel) The p1-p2 coupling of the dimer composed of the dielectric sphere with rS = 690 nm. (a and d) The sine and 

cosine functions in 𝑃𝑝𝑚
𝜎  (Equation 7.102) and 𝑃𝑝𝑝

𝜎  (Equation 7.107) are plotted as a function of d. On the right vertical 

axis, the phases of ϕC and ϕA are shown as black dashed lines. 𝑃𝑝𝑚
𝜎  and 𝑃𝑝𝑝

𝜎  are calculated at ω0 = 3.29 × 1014 rad/s and 

ω0 = 3.33 × 1014 rad/s, respectively. (b and e) d dependencies of the absorption of the dimer of Figure 7.21. The 

absorption spectra are calculated using the FEM simulation. The grey dashed lines are the reference spectra given by 

the total absorption of the isolated plasmonic core-shell particle. The blue and red solid vertical lines show the 

resonance wavelength of MD and ED of the dielectric spheres, respectively. (c and f) The red and blue lines are for 

ED and MD of the plasmonic core-shell particle. The black line is the total absorption of the dimer. The orange dashed 

lines are the absorption spectra given by the FEM simulation.  
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7.10.10. NS dependency of the absorption properties of the dimer 

In the main text, we only investigate the dimer comprising the dielectric sphere with NS = nS = 5.6. Here we 

discuss how the absorption properties of the dimer change if nS changes. For this investigation, we use the 

dimer shown in Figure 7.3, and a p1-m2 coupling is only considered. Figure 7.23 shows scattering properties 

and magnetic polarizability of the dielectric sphere with different NS. rS is determined so that its MD 

resonance occurs at around the ED resonance of the plasmonic core-shell particle. The scattering spectra 

and magnetic polarizability are calculated using Mie theory. As mentioned in the main text, the dimer with 

low nS has ED and MD resonances close to each other. The Lorentz oscillator is fitted to the polarizability 

given by Mie coefficient. The fitting results are summarized in Table 7.2.  

 In Figure 7.24, the same analysis made in Figure 7.7 is employed using the dielectric sphere 

characterized in Figure 7.23. For this analysis, we only use the CDM. A pronounced EIA peak can be found 

even though nS is small. However, an EIA peak becomes broad with a decrease in nS. In addition, the MD 

and ED of the dielectric sphere cannot be resolved for a small nS; therefore, the influence of the ED of the 

dielectric sphere cannot be ignored. For large nS, a strong and sharp EIA peak can be observed. 

 

 

Figure 7.23. The optical properties of the dielectric sphere with different NS and rS. rS is determined so that the MD 

resonance of the dielectric sphere occurs at the ED resonance of the plasmonic core-shell particle. The top panel shows 

the scattering properties, and the bottom panel shows the magnetic polarizabilities.  

 

Table 7.2. Fitting values used in Figure 7.23 

Lorentz 
NS = 3, rS = 910 nm 

Magnetic polarizability 

NS = 4, rS = 690 nm 

Magnetic polarizability 

NS = 8, rS = 350 nm 

Magnetic polarizability 

fm2 

[m3∙(rad/s)2] 
1.81 × 1011 9.89 × 1010 1.64 × 1010 

ωm2 

[rad/s] 
3.29 × 1014 3.29 × 1014 3.32 × 1014 

Γm2 

[rad/s] 
3.89 × 1013 2.09 × 1013 3.55 × 1012 
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Figure 7.24. The p1-m2 coupling of the dimer composed of the dielectric sphere with (Top panel) NS = 3, (Middle 

panel) NS = 4, and (Bottom panel) NS = 8. the dimer shown in Figure 7.3 is considered. (a) d dependencies of the 

absorption of the dimer. The absorption spectra are calculated using the CDM. The grey dashed lines are the reference 

spectra given by the total absorption of the isolated plasmonic core-shell particle. The blue and red solid vertical lines 

show the resonance wavelength of the MD and ED of the dielectric spheres, respectively. (b) The solid lines are the 

absorption spectra of the dimer, which are calculated using the CDM. The red, blue, and black lines are for the ED, 

MD, and total absorption of the plasmonic core-shell particle, respectively. (c) The sine and cosine functions of Ppm 

(Equation 7.35) are plotted as a function of d. On the right vertical axis, the phase of ϕC is shown as the black dashed 

lines. Ppm is calculated at the MD resonance of the dielectric sphere shown in Table 7.2. 

 

7.10.11. κS dependency of the absorption properties of the dimer 

Figure 7.25 shows a comparison between the CDM and the FEM simulation. The absorption spectra given 

by the CDM are taken from Figure 7.9e. Even though κS ≠ 0, the CDM is in good agreement with the FEM 

simulation. In Figure 7.26, the optical properties of the dielectric sphere with κS = 0.082 are shown. Cabs and 

Csca of the MD are nearly equal, meaning that the absorption of the MD is maximized. The magnetic 

polarizabilities of the dielectric sphere with different κS are shown in Figure 7.26.  
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Figure 7.25. The absorption spectra of the dimer with the lossy dielectric sphere. The structural and material 

parameters are the same as in Figure 7.9e. The solid and dashed lines are calculated using the CDM and the FEM 

simulation, respectively. The total absorptions of the plasmonic core-shell particle, dielectric sphere, and the dimer are 

shown. 

 

 

Figure 7.26. The optical properties of the dielectric sphere with NS = 5.6 + i0.082 and rS = 500 nm. The spectra are 

calculated using Mie theory. 

 

 

Figure 7.27. The magnetic polarizabilities of the dielectric sphere with rS = 500 nm and different κS. The solid lines 

are calculated using Mie theory. The dashed lines are calculated using the Lorentz function with fitting values shown 

in Table 7.3. 
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Table 7.3. Fitting values used in Figure 7.27 

Lorentz 
NS = 5.6 + i0.01 

Magnetic polarizability 

NS = 5.6 + i0.052 

Magnetic polarizability 

NS = 5.6 + i0.1 

Magnetic polarizability 

fm2 

[m3∙(rad/s)2] 
4.30 × 1010 4.30 × 1010 4.29 × 1010 

ωm2 

[rad/s] 
3.29 × 1014 3.29 × 1014 3.29 × 1014 

Γm2 

[rad/s] 
1.02 × 1013 1.50 × 1013 2.03 × 1013 
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Abstract: Nano- and microstructures have been developed for asymmetric light transmission (ALT) filters 

operating in a wide wavelength range. One of the most straightforward structures with ALT properties is a 

dielectric corner reflector (DCR) comprising a one-dimensional grating of a triangular shape on one surface. 

The DCR possesses strong reflection only for one-way light illumination due to multiple total internal 

reflections (TIRs) inside the triangular grating. For triangular structures being much larger than the 

wavelength of light, the reflection properties are expected to be fully described by geometrical optics. 

However, geometrical optics do not account for the Goos−Hänchen (GH) shift, which is caused by the 

evanescent wave of the TIR. In this work, the reflection mechanism of DCRs is elucidated using the finite 

element method and a quantitative model built by considering the GH shift. The reduction in reflection of 

the DCR is dominated by diffraction of the evanescent wave at the corner of the triangular structure. Our 

model is based on simple mathematics and can optimize the DCR geometry for applications addressing a 

wide wavelength range such as radiative cooling. 

 

8.1. Introduction 

Asymmetric light transmission (ALT) is an optical phenomenon in which transmission differs for forward 

and backward illumination of a device. ALT has been mainly investigated for optical communications, but 

it may be applied to advance energy applications, such as radiative cooling. Radiative cooling can passively 

cool down an object below the ambient temperature by emitting thermal radiation in the mid-infrared range 

(MIR) to the cold outer space [1]. However, under high humidity, it is known that the cooling performance 

is severely degraded since the thermal emission to outer space is attenuated, and an additional heat transfer 

between the emitter and the atmosphere needs to be considered [2, 3]. Optical elements acting like ALT 

filters in the MIR range have recently been controversially discussed to counteract the cooling performance 

degradation under high humidity conditions. The fundamental idea of such a filter is to reflect the incoming 

atmospheric radiation while retaining the transmission of the outgoing thermal radiation [4, 5]. An 

experimental proof of the feasibility of such a filter has not been shown, and a complete theoretical analysis 

is also missing, especially with a full description of the mode-to-mode conversion [6, 7]. Further progress 

in this direction requires a thorough understanding of the optical properties of a suitable ALT filter, which, 

furthermore, should cover a broad wavelength range and work independently of the light polarization. 

Ultimately, for transitioning into a potential application, such an ALT filter needed to be simple and scalable 

to manufacture. 
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ALT can be achieved by optical non-reciprocity [8-11], planar chiral structures [12, 13], photonic 

crystals [14, 15], and hyperbolic metamaterials [16]. Those structures can show a high performance in ALT. 

However, they mainly operate only at a specific wavelength. Widening the operational wavelength of ALT 

has been achieved by designing grating structures [17-19]. ALT of grating structures is attributed to a 

difference in diffraction modes for the forward and backward illumination. In this case, the intensity of 

zeroth-order transmission is the same for both illuminations, limiting ALT performance. In addition, their 

structure requires precise control of the periodicity of the grating, which makes it challenging to produce a 

scalable device. A dielectric microsphere whose top is partially covered by a perfect light absorber has been 

proposed as an ALT structure with a more straightforward fabrication process [20]. The microsphere acts 

as a ball lens, which focuses the incoming light on one point. This focused light is absorbed by the perfect 

absorber, resulting in low transmission only for one way. The operational wavelength range of ALT can be 

controlled by adjusting the size of the microsphere. This ALT is not attributed to a diffraction mode at all. 

Therefore, the periodicity of the microspheres is not essential, providing a considerable fabrication tolerance. 

However, light absorption is not desirable for radiative cooling because light absorption increases the 

temperature of a system, which causes degradation in cooling performance. 

One alternative structure for broadband ALT is a dielectric corner reflector (DCR) [5, 21]. The DCR 

is a film with a one-dimensional grating of a triangular structure. The DCR is composed of a relatively 

simple microstructure that can be made of a low-cost polymer by a mechanical stamping [22], enabling the 

production of large-area devices. The DCR can have high reflectance only when the light propagates into 

the DCR from the flat side. This is because a round-trip reflection, in which the light is reflected multiple 

times and its propagation direction is redirected backward, is made inside the triangular structure. The 

round-trip reflection is attributed to total internal reflections (TIRs) occurring at the surfaces of the triangular 

structure. The ALT of the DCR does not rely on either diffraction modes of the grating or light absorption. 

Therefore, a high-performance ALT for radiative cooling can be achieved. From a geometrical optics point 

of view, it is expected that the DCR can possess nearly perfect reflection in the MIR region by designing a 

triangular structure much larger than the wavelength. This is because the surfaces of the triangular structure 

can act as a reflective surface by TIR comparable to metallic surfaces. However, the reflectance of the DCR 

linearly decreases with an increase in the wavelength. This decrease occurs even though the triangular 

structure is sufficiently larger than the wavelength. Braginsky and Vyatchanin and Tarabrin suggested that 

evanescent waves created by TIRs could be diffracted at the downward corner of the triangular structure 

[23, 24]. Therefore, the reflectance can decrease even within the geometrical optics regime. This diffraction 

loss was theoretically estimated; however, Braginsky and Vyatchanin and Tarabrin just considered the 

whole field around the surface of the triangular structure but did not consider the direction of energy flux 

(EF) of the evanescent wave around the downward corner. In addition, their mathematical approach was too 

simplified compared to the diffraction of the evanescent wave created by the surface plasmon polaritons [25, 

26]. Therefore, their simple analysis may lose a lot of important information describing the diffraction loss 

mechanisms. 

In this work, the reflection mechanism of a DCR was theoretically investigated by building a 

quantitative model to fundamentally understand the inherent reflection reduction. We built the model by 

considering the following: (1) part of the incident light is shifted outside of the DCR by the Goos-Hänchen 

(GH) shift and (2) the energy of the incident light shifted outside is lost by diffraction of the evanescent 

wave. Reflection spectra of the DCR estimated using our model were in good agreement with reflection 

spectra obtained using the finite element method (FEM). Electric field distribution maps obtained from the 

FEM simulation demonstrated that the diffraction of the evanescent wave occurs at the downward corner of 

the triangular structure. Our model suggests that this diffraction occurs no matter how large the DCR is 

relative to the wavelength. Our analysis is not confined to a specific wavelength range, which enables us to 
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contribute to high-performance DCRs not only for radiative cooling but also for other applications requiring 

an ALT, such as silicon solar cells [27] and luminescent solar concentrators [28]. 

 

8.2. Goos-Hänchen shift 

When the TIR reflects the light, the reflected light is laterally shifted from a point predicted by geometrical 

optics. This lateral shift is called the GH shift (Figure 8.1a). The amount of the shift was first formulated by 

Artmann [29]. He obtained the GH shift by mathematically treating the phase difference between the 

incident and reflected lights. His stationary-phase (SP) method gives the GH shift for TE and TM 

polarizations as 

𝑑GH(SP)
TE =

𝜆0
𝜋𝑛1

tan𝜃

√sin2 𝜃 − 𝑛2
 8.1 

𝑑GH(SP)
TM = 𝑑GH(SP)

TE 𝑛2(1 − 𝑛2)

𝑛4 cos2 𝜃 + sin2 𝜃 − 𝑛2
 8.2 

where λ0 is the wavelength in vacuum, θ is the incident angle, n is n2/n1, and n1 and n2 are refractive indices 

of an optically denser and less dense medium, respectively. Equations 8.1 and 8.2 are plotted in Figure 8.1b. 

After the SP method was proposed, Renard proposed an EF method [30]. This method is based on a 

consideration that the total EF of an evanescent wave created in an optically less dense medium (blue arrow 

in Figure 8.1a) must be conserved by the EF entering back into an optically denser medium (red arrow in 

Figure 8.1a). The EF method gives the GH shift as 

𝑑GH(EF)
TE =

𝜆0
𝜋𝑛1

sin𝜃 cos𝜃

(1 − 𝑛2)√sin2 𝜃 − 𝑛2
 8.3 

𝑑GH(EF)
TM = 𝑑GH(EF)

TE 𝑛2(1 − 𝑛2)

𝑛4 cos2 𝜃 + sin2 𝜃 − 𝑛2
 8.4 

Equations 8.3 and 8.4 are plotted in Figure 8.1b. It can be observed that there is a considerable discrepancy 

between the SP and EF methods at the incident angle far from the critical angle θc = sin-1(n2/n1). Yasumoto 

pointed out that this discrepancy occurs because the EF created by the interference between the incident and 

reflected light (yellow arrow in Figure 8.1a) is not considered in the EF method [31]. The GH shift calculated 

by considering both the evanescent wave and the interference coincides with the SP method [31, 32]. At the 

incident angle close to θc, the GH shift is dominated by the EF of the evanescent wave. In contrast, when 

the incident angle is far from θc, the GH shift is dominated by the EF of the interference. Based on an 

understanding of the GH shift, we will investigate the reflection properties of the DCR. 

 



174 

 

 

Figure 8.1. (a) Schematic illustration of the GH shift. The gray dashed lines show the reflected light path, predicted 

by geometrical optics. (b) GH shift calculated using the SP method and the EF method. The refractive indices of the 

optically denser and less dense medium are n1 = 1.6 and n2 = 1, respectively. The GH shift is normalized by the 

wavelength in vacuum. 

 

8.3. DCRs in geometrical optics and nano-optics 

8.3.1. Round-trip condition 

Figure 8.2a shows a schematic of the DCR. We considered that the grating and triangular structures are 

infinitely large in the x and z-direction, respectively. The forward incidence is that the light illuminates on 

the structured side. In this case, the DCR has high transmission. For the backward incidence, in which the 

light illuminates on the DCR from the flat side, the DCR can have a high reflectance by the round-trip 

reflection. Figure 8.2b shows the cross-section of one grating period, consisting of an isosceles triangular 

structure with a width W and a base angle θb. In Figure 8.2b, two light paths inside the triangular structure 

are shown for backward incidence at the incident angle θin. For Path1, the light is reflected at Interface1 and 

goes to Interface2. Then, the light is reflected again at Interface2 and goes back to the flat side of the DCR. 

Path2 is in the opposite direction to Path1. We first consider the case of normal incidence, where θin = 0°, 

to find the round-trip condition. In this case, Path1 and Path2 are now identical (θ11 = θ22 = θb), meaning 

that only Path1 needs to be considered. The round-trip condition can be found using Snell´s law and taking 

into account the incident angles at each interface, which are θ11 and θ12 (Section 8.8.1, Supporting 

Information). 

𝜃c < 𝜃b <
180° − 𝜃c

3
 8.5 

From the round-trip condition, a refractive index of the DCR n1 should be larger than 1.42 when the 

surrounding of the DCR is the air. The minimum of the condition is determined by θc. For our study, n1 = 

1.6 is considered, which conventional polymers, such as polystyrene, possess [33, 34]. In this case, θb can 

be in an angle range from 38.7° to 47.1° to satisfy the round-trip condition. (Figure 8.6b, Supporting 

Information).  
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When the light is incident on the DCR at an oblique angle, we have to find round-trip conditions for 

Path1 and Path2 separately. Figure 8.2c shows the round-trip condition for the oblique incidence. The yellow 

and blue shaded areas indicate the round-trip conditions for Path1 and Path2, respectively. The round-trip 

condition for oblique incidence can be satisfied in the area where those two areas overlap each other (Section 

8.8.1, Supporting Information). When θb is 45°, the round-trip reflection can occur at an incident angle up 

to about 6° for n1 = 1.6. In the experimental system, the refraction at the flat surface of the DCR has to be 

taken into account. In this case, the condition can be satisfied up to the incident angle of 10° (Figure 8.8b, 

Supporting Information). For simplicity, the flat surface of the DCR is ignored, and this refraction is not 

considered in further theoretical investigations. The propagation direction of the light after the round-trip 

reflection, denoted by θout in Figure 8.2b, can be found in Section 8.8.1, Supporting Information. θout is equal 

to θin when θb is 45°, meaning that the DCR can act as a retroreflector [35, 36]. 

 

 

Figure 8.2. (a) Illustration of the DCR. (b) Schematic illustration of the cross-section of the DCR. The red and blue 

lines indicate the light paths inside the triangular structure. (c) Round-trip condition at oblique incidence for n1 = 1.6. 

(d) Schematic illustration of the diffraction loss (DL) model. The red shaded area shows the light traveling along Path1 

in (b). The dark red, yellow, and orange arrows indicate that the incident light strikes on Interface1, the light reflected 

at Interface1 and traveling to Interface2, and the light reflected at Interface2, respectively. The gray shaded area shows 

an imaginary path of the reflected light indicated by the yellow arrows if Interface1 was infinitely long and if there 

was no reflection at Interface2. (e) DL model for oblique incidence. 

 

8.3.2. DL model 

By considering the GH shift and the geometry of the triangular structure, we investigate the reflection 

mechanism of the DCR in detail using Figure 8.2d. First, we only consider Path1 for normal incidence and 

assume that the plane wave strikes only one-half of the triangular structure (red arrows in Figure 8.2d). As 

mentioned earlier, the incident angle at Interface1 θ11 is equal to θb when θin = 0°. The center of the reflected 

light is laterally shifted on Interface1 by the GH shift dGH11. However, Interface1 is not infinite. Therefore, 

the amount of the reflected light´s energy, which is determined by the GH shift dGH11, cannot completely 

come back into the structure (blue arrows in Figure 8.2d). According to the physical mechanism of the GH 

shift mentioned earlier, this energy is related to the evanescent wave propagating in the optically less dense 
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medium. From the research on propagating surface plasmon, it has been known that a propagating 

evanescent wave can be diffracted at the corner of the metal film [25, 26]. A similar diffraction scenario is 

expected for the DCR because the evanescent wave still has an EF at the downward corner of the triangular 

structure. In addition, the EF created by the interference between the incident and reflected lights is also 

attributed to the GH shift. This amount of energy may also be diffracted at the downward corner. The rest 

of the incident light reaches Interface2 (yellow arrows in Figure 8.2d) and is reflected at Interface2 by the 

TIR (orange arrows in Figure 8.2d). The GH shift dGH12 occurs at Interface2, but the EF of either the 

evanescent wave or the interference is not toward the downward corner. Therefore, all the energy of the 

light reflected at Interface2 can go back into the triangular structure. Consequently, we expect a fraction of 

the incident energy to be lost by the diffraction governed by dGH11 during one cycle of the round-trip 

reflection. The same process happens for Path2. From this diffraction loss (DL) model, the reflectance of 

the DCR can be estimated by using the ratio of dGH11 to the side length of the triangular structure L. The DL 

model gives the reflectance of the DCR for normal incidence as 

𝑅n = 1 −
𝑑GH11
𝐿

 8.6 

For oblique incidence, a different amount of energy is lost during the round-trip reflection in Path1 and 

Path2 because the incident angles θ11 = θb + θin and θ22 = θb – θin are different, resulting in dGH11 ≠ dGH22. 

When light is normally incident on the DCR, the energy of the incident light on Interface1 is equal to that 

on Interface2. However, for oblique incidence, the energy of the incident light striking on Interface1 and 

Interface2 is different (Figure 8.2e). This has to be taken into account in the DL model by considering the 

cross-section of the incident light entering a single triangular structure. The cross-section of the incident 

light can be expressed as s = Wcosθin. The cross-section of the incident light that goes to Interface1 is s1 = 

Lcos(θb + θin), and the rest goes to Interface2. Therefore, the reflectance of the DCR for oblique incidence 

can be estimated by 

𝑅o = 𝑅o1 + 𝑅o2 =
𝑠1
𝑠
(1 −

𝑑GH11
𝐿

) +
𝑠2
𝑠
(1 −

𝑑GH22
𝐿

) 8.7 

where Ro1 and Ro2 are the reflectance for Path1 and Path2, respectively. Equation 8.7 coincides with Equation 

8.6 when θin = 0°. The DL model shows that a lossless reflection cannot be obtained because the GH shift 

cannot be zero even if the triangular structure was sufficiently larger than the wavelength. It has to be 

mentioned that, for Path2, part of the light reflected at Interface2 (R22) does not strike on Interface1. 

However, R22 points to the flat top surface of the DCR. Therefore, R22 is not lost and is counted in the total 

reflectance of the DCR (Section 8.8.1, Supporting Information). 

 

8.4. Results and discussion 

8.4.1. DL model with SP and EF methods 

We investigate the reflection properties of the DCR for backward incidence with TM polarization using the 

FEM (see Section 8.6, Method). In this investigation, reflection and refraction occurring at the flat top 

surface of the DCR are ignored. We also used the DL model to gain insight into reflection mechanism of 

the DCR. Reflection spectra are plotted as a function of the normalized unit of λ0/L. 

First, we compare the DL model (Equation 8.6) with the SP method (Equation 8.2) and that with the 

EF method (Equation 8.4) to understand which method can properly describe the reflection of the DCR. 

Figure 8.3a shows the reflection spectra of the DCR with n1 = 1.6 and θb = 45° at the incident angle of θin = 

0°. The dashed lines are spectra calculated by the FEM simulation. The black and red solid lines are 
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calculated using the DL model with the SP and EF methods, respectively. There is a difference in spectral 

shape between the FEM and the DL model because the FEM considers the grating effect [21], but the DL 

model does not. In terms of how reflectance decreases with an increase in the wavelength, it can be found 

that the DL model with the SP method is in good agreement with the FEM simulation. When the EF method 

is used in the DL model, the reflectance is slightly overestimated, indicating that the evanescent wave’s 

energy and the energy created by the interference are lost by diffraction. From this result, we use only the 

SP method for further investigations. 

 

8.4.2. λ0/L and n1 dependencies 

The reflectance of the FEM approximately linearly decreases with an increase in the wavelength for a fixed 

L (Figure 8.3a). Our DL model indicates that this linear decrease in reflectance is attributed to the GH shift 

being proportional to the wavelength. For a fixed wavelength, the reflectance can be higher for a large L 

since the reflection reduction of the DCR is inversely proportional to L (Equation 8.6). We are interested in 

the high reflectance of the DCR; therefore, we focus on a region of λ0/L in which the reflectance can exceed 

80 %. In Figure 8.3b, the n1 dependence of the reflection of the DCR is examined by changing n1 in a range 

where the round-trip condition is satisfied. For those spectra, other parameters are fixed as θb = 45° and θin 

= 0°. The DL model shows a good agreement with the FEM for all n1. Since the GH shift is small for large 

n1 and less energy is lost by the diffraction, the reflectance is higher when n1 is larger. From the λ0/L and n1 

dependencies, we conclude that a DCR with large L and large n1 can possess strong reflection. However, an 

increase in L increases the size of the structure, which is undesirable for some applications requiring a 

compact system. In addition, increasing n1 is not straightforward in experimental systems [37]. Therefore, 

it is required to find an optimum combination of L and n1 to achieve a high-performance DCR. 

 

8.4.3. θb dependence 

Figure 8.3c shows reflection spectra calculated for different θb with n1 = 1.6 and θin = 0°. For this calculation, 

L is fixed, and W is changed with the change in θb. The GH shift decreases with an increase in the incident 

angle (Figure 8.1b) so that the DCR with higher θb can possess a higher reflectance. However, the round-

trip condition can be satisfied in a smaller incident angle range for larger θb (Figure 8.2c); therefore, there 

is a trade-off between higher reflectance and the incident angle insensitivity. This trade-off can be 

compensated just by increasing L. When θb is larger, the DL model shows good agreement with the FEM. 

However, the DL model cannot reproduce the results from the FEM when θb is close to θc. This is because 

neither the SP nor the EF methods can explain the GH shift around θc. 

 

8.4.4. Influence of the GH shift around θc 

The GH shifts derived by Equations 8.1-8.4 diverge at θc (Figure 8.1b). However, when the incident light is 

a beam, such as a Gaussian beam, the GH shift has a maximum value at slightly greater than θc because of 

angular distribution in wave vector components of the incident beam. In the case of the DCR, we consider 

a plane wave as the incident light. In this case, diffraction occurs when the light strikes on the upward 

corners of the DCR (Figure 8.3d) [38]. Therefore, the incident light on the triangular structure’s surfaces is 

no longer a plane wave. The GH shift around θc was formulated using the Weber function [39, 40] or 

modified Bessel function [41] for the Gaussian beam. Using the modified Bessel function [41], the GH shift 

for TE and TM polarizations is 
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2
√|𝑥| [I

−
1
4

(𝑥2) − sgn(𝑥)I1
4

(𝑥2)] 

w0 is the beam waist of the Gaussian beam, k is the angular wavenumber expressed as 2π/λ0, and Iv(x) is the 

modified Bessel function of the first kind. Equations 8.8 and 8.9 hold in a limitation of kw0 >> 1. Equations 

8.8 and 8.9 are plotted in Figure 8.3e for different ratios of w0/λ0. Compared to the SP method, those 

equations have a different line shape around θc but coincide with the SP method at the incident angle far 

from θc. With a decrease in w0/λ0, the maximum of the GH shift decreases and slightly shifts to a larger θ. 

Since the GH shift around θc is influenced by the angular distribution of wave vector components, the 

diffraction pattern at the upward corners of the DCR has to be carefully investigated for detailed analysis. 

However, for our phenomenological investigation, we use Equations 8.8 and 8.9 because the GH shift at 

around θc shows a similar line shape for different angular distributions, for example, for the case of the 

single-slit diffraction beam [40, 41]. The beam waist determines the angular distribution of wave vector 

components in the Gaussian beam, so we use w0 as a parameter that determines the diffraction pattern of the 

upward corners of the triangular structure.  

In Figure 8.3c, the blue dashed-dotted line shows the reflection spectra estimated by the DL model 

using Equation 8.9 with w0 determined by w0/L ≈ 1.7. In this case, the DL model shows a similar trend to 

the FEM. We can understand why the reflectance does not linearly decrease for θb = 39° by considering the 

wavelength dependence of plane wave diffraction at the upward corners. Diffraction is weaker for smaller 

wavelengths, resulting in a larger GH shift. However, diffraction becomes stronger for longer wavelengths, 

and the GH shift becomes smaller. Therefore, the slope of the reflection spectrum is steeper in the shorter 

wavelength range, but the slope becomes gradually less steep with an increase in the wavelength. 

 

8.4.5. Oblique incidence 

Considering the GH shift around θc, the reflection properties of the DCR at oblique incidence are 

investigated using the DL model in Equation 8.7. Figure 8.3f shows the reflection spectrum of the DCR 

with n1 = 1.6 and θb = 45°. The incident angle is θin = 6°, which is the upper limit of the incident angle that 

can satisfy the round-trip condition (see Figure 8.2c). In this case, the incident light’s energy on Interface1 

and Interface2 is different, determined as s1/s ≈ 0.45 and s2/s ≈ 0.55, respectively. In addition, the incident 

angles at Interface1 for Path1 and at Interface2 for Path2 are different. The incident angle θ11 is 51° at 

Interface1 for Path1. θ11 is much larger than θc. Therefore, the SP method can be used for dGH11 in the DL 

model. The incident angle θ22 is 39° at Interface2 for Path2. θ22 is now close to θc, so dGH22 should be 

expressed using Equation 8.9. w0 is used again as a fitting parameter. When w0/L ≈ 1.7, the DL model shows 

good agreement with the FEM. For Path1, the reflectance linearly and slowly decreases with an increase in 

the wavelength because the GH shift is small for the incident angle of 51° (Figure 8.1b). For Path2, the 

reflectance decreases nonlinearly with an increase in the wavelength because θ22 is close to θc. The 
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reflectance for Path1 is higher than that for Path2 even though s1/s < s2/s because dGH11 is much smaller than 

dGH22. Overall, our proposed DL model is robust for any combinations of the structural parameters of the 

DCR, and the DL model can consider the incident angle dependence of the DCR. 

 

 

Figure 8.3. For (a – c), the dashed lines are reflection spectra calculated by the FEM simulation. The solid lines are 

calculated by the DL model (Equation 8.6) using the SP method (Equation 8.2). The incident light is TM polarized. 

Only backward incidence is considered. (a) Reflectance of the DCR with n1 = 1.6 and θb = 45° at θin = 0°. The red solid 

line is calculated by the DL model using the EF method. (b) n1 dependence. θb and θin are 45° and 0°, respectively. The 

red, green, black, and blue lines are for n1 = 2, 1.8, 1.6, and 1.5, respectively. (c) θb dependence for the DCR with n1 = 

1.6 and θin = 0°. L is fixed and W changes according to θb. The red, black, green, and blue lines are for θb is 47°, 45°, 

41°, and 39°, respectively. The blue dashed-dotted line is calculated using the DL model with Equation 8.9. w0 is 

determined so that w0/L becomes about 1.7. (d) Schematic illustration of the plane wave diffracted at the triangular 

structure’s upward corners. (e) GH shift at around θc, which is given by Equations 8.8 and 8.9 for TE and TM 

polarizations. The blue and red dashed lines are the SP method, found in Figure 8.1b. (f) Reflection spectra for n1 = 

1.6, θb = 45°, and θin = 6°. The reflection spectra obtained from the DL model for Path1 (Ro1) and Path2 (Ro2) are the 

red and blue lines, respectively. Ro1 and Ro2 are calculated using Equation 8.7 with Equation 8.2 and with Equation 8.9, 

respectively. The black solid is the sum of the red and blue solid lines. 

 

8.4.6. Polarization dependence and transmission for forward incidence 

The same investigations are made for TE polarization (Figure 8.10, Supporting Information). The DL model 

also shows good agreement with the FEM for TE polarization. The DCR has the same reflection properties 

for TE and TM polarizations. The GH shift for TE polarization is smaller than that for TM polarization 

when the incident angle is smaller than about 48° (Figure 8.1b). Therefore, the reflectance is higher for TE 

polarization for normal incidence. For the DCR with θb close to θc, the same fitting made in Figure 8.3c was 

employed for TE polarization using w0 as a fitting parameter. The fitting resulted in w0/L ≈ 3.5, which is 

significantly different from that for TM polarization. To understand the physical meaning of those values, 

the polarization dependence of the diffraction pattern created by upward corners of the DCR has to be 

investigated in detail.[38] 
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Compared with TE polarization, the FEM and the DL model difference is larger for TM polarization 

for all reflection spectra. The diffraction at the upward corner may contribute to this discrepancy. Our 

analysis suggested that the value of w0 can be smaller for TM polarization, meaning that the diffraction at 

the upward corner is more substantial for TM polarization. If the diffraction is strong, more incident light 

may go outside the DCR (blue arrows in Figure 8.3d), which the DL model does not consider. 

The transmission properties of the DCR for the forward incidence can be found in Figure 8.12, 

Supporting Information. The transmission was calculated without taking the reflection and refraction at the 

flat surface of the DCR into account. The transmission is > 90 % for normal and oblique incidence for TM 

and TE polarizations. Since the DCR has a high reflectance for backward incidence, it can act as a high-

performance broadband ALT filter in a specific incident angle range. 

 

8.4.7. Diffraction of evanescent waves 

For a better insight into the reflection mechanisms of the DCR, electric field distribution maps for TM and 

TE polarizations were obtained using the FEM. The top row of Figure 8.4 shows the field maps of the DCR 

with n1 = 1.6 for TM polarization at λ0/L ≈ 0.07. For the DCR with θb = 45° and θin = 0° (Figure 8.4a), the 

electric field is confined inside the DCR, which attributes to the high reflectance. The GH shift for θb = 45° 

is not large, so the diffraction of the evanescent wave at the downward corner is not significant. Figure 8.4b 

shows the field map of the DCR with θb = 39°. The incident angle is 0°. Compared to θb = 45°, the electric 

field at the interfaces of the triangular structure is stronger because the penetration depth of the evanescent 

wave is larger for the incident angle close to θc. Interestingly, strong electric fields in the air region lower 

than the downward corner can be found. These fields are attributed to the diffraction of the evanescent wave. 

Figure 8.4c shows the field map for the DCR with θb = 45° and θin = 6°. In this configuration, the incident 

angles at Interface1 and Interface2 are 51° and 39°, respectively. At interface1, the incident angle is much 

higher than θc, resulting in a weak evanescent wave. On the other hand, the incident angle at Interface2 is 

close to θc, so the evanescent wave is strong. Therefore, the diffraction of evanescent waves can be observed 

only along Interface2. This field map confirms why the reflectance is smaller for Path2, as shown in Figure 

8.3f. The bottom row of Figure 8.4 shows the field maps for TE polarization, which are similar to those for 

TM polarization. This is because, as mentioned earlier, the DCR has almost the same reflection properties 

for both polarizations. The field maps at large λ0/L can be found in Section 8.8.2, Supporting Information. 

In all cases, more energy of the incident light reaches outside of the triangular structure because the 

reflection reduction of the DCR is proportional to λ0/L. 

We must mention the diffraction of the EF created by the interference between incident and reflected 

lights, which cannot be observed in the field maps. Since the contribution of the interference on the GH shift 

is small compared to the evanescent wave (Figure 8.1b), we conclude that the diffraction of the evanescent 

wave dominates the reduction in reflection of the DCR. To understand the mechanism of diffraction loss by 

the GH shift, a more detailed mathematical analysis is required by considering the EF of electromagnetic 

waves inside and outside the triangular structure [42]. 
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Figure 8.4. Color maps of the absolute value of electric field distribution at λ0/L ≈ 0.07 for (a) θb = 45° and θin = 0°, 

(b) θb = 39° and θin = 0°, and (c) θb = 45° and θin = 6°. n1 and n2 are 1.6 and 1, respectively. The incident light is (top 

row) TM and (bottom row) TE polarized. 

 

8.4.8. Optimization of the DCR 

Next, we discuss how to optimize the DCR for high reflectance in a specific wavelength range using the DL 

model. As mentioned earlier, the reflectance of the DCR linearly decreases with increasing wavelength. 

Therefore, we only have to consider the reflectance at the maximum of the wavelength range λmax to find an 

optimum size of the DCR. For example, if the DCR has to have a reflectance higher than 90% in a 

wavelength range shorter than λmax for normal incidence and unpolarized light, we can find an optimum W 

of the DCR with arbitrary n1 and θb using Equation 8.6 

1 −
𝑑GH(SP)
TE |𝜆0=𝜆max + 𝑑GH(SP)

TM |𝜆0=𝜆max
2𝐿

≥ 0.9 8.10 

Since the GH shift is large at around θc, a DCR with θb ≈ θc cannot possess a high reflectance. Also, the 

expression of the GH shift around θc is relatively complicated. Therefore, for simplicity, θb close to θc is not 

considered, and only the SP method is used in Equation 8.10. From Equation 8.10, when n2 = 1, W should 

be  

𝑊

𝜆max
≥

10 sin𝜃b

𝜋√𝑛1
2 sin2 𝜃b − 1

(1 +
1

𝑛1
2 sin2 𝜃b − cos

2 𝜃b
) 8.11 

L = W/2cosθb was used to derive Equation 8.11. Figure 8.5 shows Equation 8.11 in the round-trip condition 

for normal incidence (Equation 8.5). The SP method diverges at θc, so Equation 8.11 was calculated for θb 

larger than θc + 1°. W/λmax is smaller for larger n1 and larger θb because the GH shift becomes smaller. The 

DCR can be optimized efficiently by determining n1 and θb depending on applications and finding W from 

Figure 8.5. For radiative cooling, high reflectance in a wide incident angle range is expected so that 45° is 

an optimum angle for θb (Figure 8.2c). For example, in the case of n1 = 1.6 and θb = 45°, W/λmax is 9.7. Since 

many polymers have a refractive index lower than 1.6 [33, 34], it can be found that the DCR made of a 
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polymer is required to be W/λmax > 9.7 for reflectance higher than 90%. It should be mentioned that, as can 

be seen in Figure 8.3, the DL model slightly overestimates the reflectance of the DCR. Therefore, the DCR 

has to be slightly larger than the W estimated by Equation 8.11. 

Besides the structural optimization shown in Figure 8.5, a challenge for using such DCR structures as 

filters for radiative cooling applications is their sensitivity to the incident angle (Figure 8.2c). As outlined 

in Section 1, the feasibility of their ALT properties is also controversially debated until now [4-7]. Our 

improved understanding of the reflection mechanism of a DCR enabled us to reassess their contribution to 

radiative cooling. Our simplified mode-to-mode conversion analysis indicates a potential positive effect 

(Section 8.8.3, Supporting Information). However, it also requires further analysis to take all contributions 

into account. 

 

 

Figure 8.5. Size optimization of the DCR for reflectance higher than 90% in a wavelength range shorter than λmax. 

 

8.5. Conclusion 

We have revealed the reflection mechanism of a DCR by using the DL model. From the DL model, we 

found that the reflectance of the DCR can be estimated just by considering the GH shift and the geometry 

of the triangular structure. The reflection spectra of the DCR were calculated using the FEM for different 

structural parameter combinations, which were compared with the spectra estimated by the DL model. Even 

though the DL model does not require any complicated mathematics, the DL model showed good agreement 

with the FEM. From the comparison, we revealed that the reflectance linearly decreases with an increase in 

the wavelength because the GH shift is proportional to the wavelength. We obtained the electric field 

distribution maps using the FEM and demonstrated that the diffraction of the evanescent wave occurs at the 

downward corner of the triangular structure. Since the GH shift does not become zero even though the 

triangular structure is significantly larger than the wavelength, this diffraction causes the intrinsic reflection 

reduction of the DCR. 

In addition to radiative cooling, the DL model is useful to optimize the DCR efficiently for its potential 

applications, such as silicon solar cells [27], luminescent solar concentrators [28], non-contact temperature 

sensors [22], and free-space optical communications [43, 44]. Furthermore, our work may be essential to 

better understand light-matter interactions in other systems. For example, recently, coloration has been 

achieved by hemispherical dielectric microstructures [45-47]. The coloration is attributed to the round-trip 

reflection by TIRs and light interference occurring inside the microstructure. Geometrical optics explained 

this coloration mechanism. However, since TIR plays a pivotal role in this coloration mechanism, the GH 
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shift and the diffraction of evanescent waves may also contribute to the reflected spectrum. Therefore, we 

expect that our DL model provides a deeper insight into the coloration mechanism of those microstructures. 

 

8.6. Method 

FEM simulation: The optical properties of the DCR for the forward and backward incidence were 

investigated using COMSOL multiphysics, a commercial software package based on the FEM. The 

simulation model of the DCR was built in two dimensions. Figure 8.2b is a unit cell of the simulation model. 

The periodic boundary condition was applied to the x-direction to consider the infinitely long grating. The 

periodicity is the same as the width of the triangular structure. The film part of the DCR, which is on top of 

the triangular structure, was considered infinitely thick to remove noise from the Fabry-Perot resonance. 

The perfectly matched layers were applied on the top and bottom of the model in the y-direction. To obtain 

total reflectance and transmittance, not only zeroth-order but also all higher-order diffraction modes were 

taken into account. The incident light is a plane wave with either TE (the electric field is along the z-

direction) or TM (the magnetic field is along the z-direction) polarization. 
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8.8.  Supporting information 

8.8.1. Round-trip reflection for normal and oblique incidence 

First, we consider normal incidence. In this case, the paths of the incident light inside the triangular structure 

do not have to be distinguished, so only the path from Interface1 to Interface2 is considered. For the round-

trip reflection, the total internal reflection (TIR) should occur at both interfaces (Figure 8.6a). Snell´s law at 

Interface1 is 

𝑛1sin𝜃b = 𝑛2sin𝜃1 

 

where θb is the angle of the triangle. For TIR, θ1 > 90° 

𝜃b > sin
−1
𝑛2
𝑛1
= 𝜃c 8.12 

where θc is the critical angle. At Interface2, again, Snell´s law is 

𝑛1sin𝜃2 = 𝑛2sin𝜃3 

For TIR, θ3 > 90°, therefore,  

𝜃2 = 180° − 3𝜃b > sin
−1
𝑛2
𝑛1
= 𝜃c 

 

 

𝜃b <
180° − 𝜃c

3
 8.13 

From Equations 8.12 and 8.13, the round-trip condition is 
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𝜃c < 𝜃b <
180° − 𝜃c

3
 8.14 

Equation 8.14 is plotted in Figure 8.6b. We can find that the condition is satisfied only when the refractive 

index n1 is larger than 1.42. The round-trip condition can be satisfied in a wider θb with an increase in n1. 

 

 

Figure 8.6. (a) Schematic illustration of the round-trip reflection for normal incidence. (b) The round-trip condition 

for the DCR. The yellow and blue areas indicate Equations 8.12 and 8.13, respectively. The overlapped area is Equation 

8.14. 

 

To take into account the oblique incident angle, we have to modify the round-trip condition Equation 

8.14 by considering two different paths of the incident light inside the triangular structure. From Figure 8.7a, 

the incident angle at Interface1 is now θ11 = θb + θin. Therefore, the round-trip condition for Path1 is  

𝜃c − 𝜃in < 𝜃b <
180° − 𝜃c − 𝜃in

3
 8.15 

The incident angle at Interface2 is θ22 = θb – θin. From this, the condition for Path2 is  

𝜃c + 𝜃in < 𝜃b <
180° − 𝜃c + 𝜃in

3
 8.16 

To obtain the round-trip reflection for both paths, θb should be 

𝜃c + 𝜃in < 𝜃b <
180° − 𝜃c − 𝜃in

3
 8.17 

This is a round-trip condition for oblique incidence. Equations 8.15 and 8.16 are plotted in Figure 8.2c. For 

n1 = 1.6, the round-trip condition can be satisfied up to the incident angle of 6° when θb is 45°. Figure 8.7b 

and 8.7c show the direction in which the light goes after the round-trip reflection (θout in Figure 8.7a). When 

θb is 45°, θout is exactly the same as θin for both paths. This means that the DCR with θb = 45° can act as a 

retroreflector. 

For an experimental system, refraction at the flat top surface of the DCR should be considered (Figure 

8.8a). The refraction angle θr at the flat surface is 

𝜃r = sin
−1 (

𝑛2
𝑛1
𝑠𝑖𝑛𝜃in

′ ) 8.18 
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The round-trip condition for the experimental system can be obtained just by substituting θr into θin in 

Equations 8.15, 8.16, and 8.17. Because of the refraction at the surface, the round-trip condition can be 

satisfied at a wider incident angle (see Figure 8.8b). 

 

 

Figure 8.7. (a) Schematic illustration of the round-trip reflection for oblique incidence. (b – c) θout for Path1 and Path2. 

The yellow area indicates the round-trip condition. 

 

 

Figure 8.8. (a) Schematic illustration of the round-trip reflection for oblique incidence. The refraction at the surface 

of the structure is considered. (b) The round-trip condition for oblique incidence. The yellow and blue areas indicate 

Equations 8.15 and 8.16 with modification to take into account refraction at the film surface. (c – d) θout´ for Path1 and 

Path2. The yellow area indicates the round-trip condition. 
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For Path2, it is expected that part of the light reflected at Interface2 (R22) goes to the flat surface of the 

DCR without striking on Interface1. Here, R22 will be roughly estimated based on Figure 8.2e. We only 

consider the incident light determined by s2 and the situation satisfying Equation 8.17 for arbitrary n1 (Figure 

8.9a). The ratio of the energy of R22 to the total energy of the incident light can be found as h/H. h can be 

found using a right triangle defined by an angle θx and lengths h, x, and l. θx is 90° – θ22 – θb. From this, h, 

x, and l can be written as 

𝑙 cos 𝜃x = 𝑥 8.19 

𝑙 sin𝜃x = ℎ 8.20 

(𝑊 − 𝑥) tan𝜃b = ℎ 8.21 

From Equations 8.19-8.21, h can be written as 

ℎ =
𝑊 tan𝜃b tan 𝜃x
tan 𝜃b + tan 𝜃x

 8.22 

The energy of the incident light determined by h/H goes to the flat surface of the DCR without any reflection 

at Interface1. The rest of the energy of the incident light, which is reflected by the round-trip reflection, is 

expressed as   

𝑓 = 1 −
ℎ

𝐻
= 1 −

2 tan𝜃x
tan 𝜃b + tan𝜃x

 8.23 

Equation 8.23 is plotted in Figure 8.9b for θb = 45°. When the flat top surface of the DCR is ignored, R22 

goes back to the direction where the incident light is coming, meaning that R22 is not lost in the total 

reflectance of the DCR. Next, we consider the case that the thickness of the DCR is finite, and there is the 

flat top surface. The incident angle of R22 at the top surface θy is much greater than θc (Figure 8.9c). θy can 

be expressed as θy = 2θ22 + θin. When θin is 0°, θy is 90°, meaning that since θb = 45° is now considered, all 

incident light reflected at Interface2 goes to Interface1. Therefore, R22 does not exist in this case. For θin 

greater than 0°, R22 exists and is reflected at the flat top surface of the DCR by TIR. After R22 is reflected, 

R22 propagates along an optical path that is like a mirror image of the blue arrows shown in Figure 8.9a. (R22 

goes into a triangular structure next to or far from the one that we consider in Figure 8.9a, depending on 

how thick the top film of the DCR is. This R22 strikes on Interface1 of that triangular structure at an incident 

angle of θ22. θ22 is greater than θc. Therefore, R22 is reflected at Interface1 and goes to the flat top surface. The 

incident angle of the reflected R22 at the flat top surface is θin (θin << θc), resulting in that the reflected R22 

passes through the flat top surface.) 

  s1/s and s2/s are shown in Figure 8.9b for θb = 45°. The description of s, s1, and s2 can be found in the 

main text (see Figure 8.2e). For oblique incidence, more energy of the incident light strikes on Interface2. 

Therefore, s2/s is larger than s1/s. The difference between those increases with an increase in θin. By taking 

all those things into account, for both cases (with and without the flat top surface of the DCR), the net 

reflectance of Path2 becomes f × (s2/s). However, R22 is also reflected back to the direction where the 

incident light is coming, meaning no reduction in reflection of the DCR by R22. Therefore, we only have to 

consider s1/s and s2/s to calculate reflectance using the DL model (Equation 8.7). 
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Figure 8.9. (a) Schematic illustration of the round-trip reflection of Path2. (b) The red, blue, and black lines show s1/s, 

s2/s, and f, respectively. The cyan dashed line is f × (s2/s). (c) The incident angle θy. For (b) and (c), θb = 45° was 

considered. 

 

8.8.2. Optical properties of the DCR 

Figure 8.10 shows reflection spectra of the DCR for the backward incidence with TE polarization. The 

calculation methods for those spectra are the same for Figure 8.3. The normalized electric field maps for 

TM and TE polarization at λ0/L ≈ 0.28 are shown in Figure 8.11.  

Figure 8.12 shows transmission spectra for the forward incidence. The infinitely thick film is 

considered. Therefore, there is no reflection at the flat top surface of the DCR. The DCR has high 

transmission not only for normal incident but also for high incident angle. This result shows that the DCR 

can act as an ALT filter. However, in the experimental system, the transmission severely decreases at a high 

incident angle because of the TIR at the flat top surface of the DCR. This strong reflection can be weakened 

by applying an antireflection structure on the flat surface, such as Moth´s eye [1]. Figure 8.13 shows electric 

field distribution maps for the forward incidence for both TM and TE polarizations at λ0/L ≈ 0.07. 
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Figure 8.10. For (a – c), the dashed lines are reflection spectra calculated by the FEM for all figures. The solid lines 

are calculated by the DL model with the SP method. The incident light is TE polarized. The backward incidence is 

considered. (a) The reflectance of the DCR with n1 = 1.6 and θb = 45° at θin = 0°. The red solid line is calculated by the 

DL model using the EF method. (b) n 1 dependence. θb and θin are 45° and 0°, respectively. The red, green, black, and 

blue lines are for n1 = 2, 1.8, 1.6, and 1.5, respectively. (c) θb dependence for the DCR with n1 = 1.6 and θin = 0°. L is 

fixed and W changes according to θb. The red, black, green, and blue lines are for θb is 47°, 45°, 41°, and 39°, 

respectively. The blue dashed-dotted line is calculated using the DL model with Equation 8.8. w0 is determined so that 

w0/L becomes about 3.5. (d) Reflection spectra for n1 = 1.6, θb = 45°, and θin = 6°.  The red and blue lines are calculated 

using the SP method and Equation 8.8, respectively. 

 

 

Figure 8.11. Color maps of the absolute value of electric field distribution at λ0/L ≈ 0.28. n1 is 1.6, and the incident 

light is (top row) TM and (bottom row) TE polarized. 
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Figure 8.12. Transmission spectra of the DCR for the forward incidence with (a) TM and (b) TE polarization. The 

structural parameters of the DCR are n1 = 1.6 and θb = 45°. 

 

 

Figure 8.13. Color maps of the absolute value of electric field distribution for the forward incidence at λ0/L ≈ 0.07. n1 

= 1.6, θb = 45°, and the incident light is (top row) TM and (bottom row) TE polarized. 

 

8.8.3. Mode-to-mode conversion of the DCR 

Understanding the mode-to-mode conversion of the DCR is necessary to gain insight into its ALT properties 

[2, 3]. This is also important to examine the feasibility of the DCR for radiative cooling under high humidity 

condition [4, 5]. First of all, the DCR cannot act as an optical diode because a reciprocal material is 

considered for the DCR and mode-to-mode conversion occurs [3].  However, as can be seen in Figure 8.3, 

Figure 8.10 and Figure 8.12, the DCR can possess ALT properties. 
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When the triangular structure of the DCR is sufficiently larger than the wavelength, geometrical optics 

dominates the optical properties of the DCR. Therefore, we investigate the mode-to-mode conversion of the 

DCR from the point of view of geometrical optics. Figure 8.14 shows some possible optical pathways of 

the incident light inside the DCR for the forward incidence. Reflection and refraction occurring in the DCR 

are considered only. The flat top surface is ignored in this analysis. The DCR has θb = 45° and n1 = 1.6. The 

incident angle is θinF. s, s1, and s2 are defined in Figure 8.2e in the main text. In Figure 8.14, R and T indicate 

reflected and transmitted light, respectively. When θinF > 45°, the incident light strikes only on Interface1. 

From this, we consider two situations: θinF < 45° (Figure 8.14a) and θinF > 45° (Figure 8.14b). Similarly, 

optical pathways inside the DCR for the backward incidence are considered in Figure 8.15.  

The reflection and refraction angles in Figures 8.14 and 8.15 are summarized in Tables 8.1 and 8.2, 

and Figure 8.16. For example, some reflection angles, θF5, and θF3´´, exceed the critical angle for all incident 

angles, so the transmitted light for those pathways does not exist. For backward incidence with θinB < 45°, 

there is a range of θinB in which only two reflections occur (yellow shaded area in Figure 8.16). This angle 

range is the round-trip condition (Equation 8.17). For θinB > 45°, there is also a range of θinB in which 

reflection can occur only once (cyan shaded area in Figure 8.16). 

 

 

Figure 8.14. Optical pathways of the incident light after multiple refractions and reflections inside the DCR. The DCR 

has θb = 45° and n1 = 1.6. The forward incidence with (a) θinF < 45° and (b) θinF > 45° are considered. 
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Figure 8.15. Optical pathways of the incident light after multiple refractions and reflections inside the DCR. The DCR 

has θb = 45° and n1 = 1.6. The backward incidence with (a) θinB < 45° and (b) θinB > 45° are considered. 

 

Table 8.1.  The reflection and refraction angles in Figure 8.14 

𝜃F1 = (90° − 𝜃b) − 𝜃inF 𝜃F1´ = (90° − 𝜃b) + 𝜃inF 𝜃F1´´ = 𝜃inF − 𝜃b 

𝜃F2 = sin
−1 (

𝑛2
𝑛1
sin 𝜃F1) 𝜃F2´ = sin

−1 (
𝑛2
𝑛1
sin 𝜃F1´) 𝜃F2´´ = sin

−1 (
𝑛2
𝑛1
sin 𝜃F1´´) 

𝜃F3 = 180° − 2𝜃b − 𝜃F1 𝜃F3´ = 𝜃F3 = 180° − 2𝜃b − 𝜃F1´ 𝜃F3´´ = 180° − 2𝜃b − 𝜃F2´´ 

𝜃F4 = sin
−1 (

𝑛2
𝑛1
sin 𝜃F3) 𝜃F4´ = sin

−1 (
𝑛2
𝑛1
sin 𝜃F3´)  

𝜃F5 = 180° − 2𝜃b − 𝜃F4   

 

Table 8.2. The reflection and refraction angles in Figure 8.15 

𝜃B1 = 𝜃b + 𝜃inB 𝜃B1´ = 𝜃b − 𝜃inB 𝜃B1´´ = 𝜃inB − 𝜃b 

𝜃B2 = 180° − (3𝜃b + 𝜃inB) 𝜃B2´ = sin
−1 (

𝑛1
𝑛2
sin 𝜃B1´) 𝜃B2´´ = sin

−1 (
𝑛1
𝑛2
sin 𝜃B1´´) 

𝜃B3 = sin
−1 (

𝑛1
𝑛2
sin 𝜃B2) 𝜃B3´ = 180° − (3𝜃b − 𝜃inB) 𝜃B3´´ = 180° − 2𝜃b − 𝜃B2´´ 

𝜃B4 = 180° − 2𝜃b − 𝜃B3  𝜃B4´´ = sin
−1 (

𝑛2
𝑛1
sin 𝜃B3´´) 

𝜃B5 = sin
−1 (

𝑛2
𝑛1
sin 𝜃B4)  𝜃B5´´ = 180° − 2𝜃b − 𝜃B4´´ 

𝜃B6 = 180° − 2𝜃b − 𝜃B5   
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Figure 8.16. The reflection and refraction angles shown in (a) Figure 8.14 and (b) Figure 8.15. The grey dashed line 

indicates the critical angle. The yellow shaded areas show the round-trip condition. The cyan shaded area indicates the 

angle range in which only one TIR occurs. 

 

Based on the reflection and refraction angles in Figure 8.16, we roughly examine the mode-to-mode 

conversion of the DCR. For an optical system composed of a reciprocal material, the same modes must exist 

for forward and backward incidence. We may be able to find those modes by observing two different angles 

for both incidences. One is input angles, which are the incident angles denoted as θinF and θinB. Another is 

output angles defined by a propagation direction of the light after experiencing multiple reflections and 

refractions in the DCR. The output angles are denoted as θoutF and θoutB for the forward and backward 

incidence, respectively (Figures 8.14 and 8.15). If there are the same modes for both incidences, sets of 

(θoutF, θinF) = (θinB, θoutB) can be found.  

 We first focus on the input and output angles that can be close to the round-trip condition (± 6° for θb 

= 45° and n1 = 1.6. This can be found from Equation 8.17 and Figure 8.2c). For the forward incidence with 

θinF < 45°, the lights TF2, RF5, and TF2´ can have small θoutF (Figure 8.14). For the backward incidence with 

θinB < 45°, RB4 and TB1´ can have small θoutB (Figure 8.15). In Figure 8.17, the output angles of those lights 

are plotted as a function of the input angles. Since the optical phenomena occurring in the DCR are mirror 

symmetry for the positive and negative input angles, the absolute value of the input and output angles are 

considered. In Figure 8.17a, it can be found that the output angles for the forward incidence can exist for all 

input angles in the range of θinF < 45°. In contrast, the DCR does not have any output angles for backward 

incidence in a specific range of θinB. This angle range corresponds to the round-trip condition. (θoutF, θinF) = 

(θinB, θoutB) can be found outside of the round-trip condition. We next turn our focus to the input and output 

angles far from the round-trip condition. The lights TF2´´ and RF3´´ for the forward incidence have θinF > 45° 

(Figure 8.14). Considering the optical pathways and the input and output angles, we can find that the modes 

of TB2´´ and TB3 for the backward incidence correspond to the modes of TF2´´ and RF3´´, respectively (Figure 

8.17b). 
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Figure 8.17. The input angles and output angles for the forward and backward incidence in the angle ranges (a) close 

to and (b) far from the round-trip condition. The round-trip condition is indicated by the yellow shaded areas.  

 

From Figure 8.17, we find that there are output angles for any input angles for the forward incidence, 

but the output angle cannot be found in the round-trip condition for the backward incidence. Our analysis 

still does not consider some optical pathways (Figures 8.14 and 8.15). Those missing pathways may result 

in the input and output angles in high angle ranges but not in the round-trip condition. Therefore, this result 

indicates that all incident light can pass through the DCR for the forward incidence, but the DCR blocks the 

light for the backward incidence in the round-trip condition. In general, it may be expected that the mode-

to-mode conversion occurs from ray to ray by reflection and refraction for the structure much larger than 

the wavelength. However, in the round-trip condition, all incident light is converted into evanescent modes 

for the backward incidence. To observe the transmitted light in the round-trip condition for the forward 

incidence, the incident light has to be converted to evanescent modes once. Then, the evanescent waves are 

decoupled at the interface of the triangular structure, such as a fluctuated total internal reflection.  

 Having the findings of the mode-to-mode conversion, we assess the possibility that the DCR can 

improve radiative cooling under high humidity. If the DCR is placed above the thermal emitter, a part of 

the incoming atmospheric radiation is converted into an evanescent wave. In this case, we must consider the 

near-field radiative heat transfer (NRHT) [6, 7]. NRHT can occur in a smaller gap size than a thermal 

wavelength. If the distance between the DCR and thermal emitter is sufficiently larger than the penetration 

depth of the evanescent wave, radiative heat transfer from the atmosphere to the thermal emitter can be 

forbidden. Therefore, the heat gain from atmospheric radiation may be decreased by using the DCR without 

hindering the transmission of outgoing thermal radiation from the thermal emitter (Figure 8.17). Since the 

humid atmosphere is semi-transparent, part of the outgoing thermal radiation is absorbed by the atmosphere, 

and the rest can reach the cold outer space. 
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Our simplified mode-to-mode conversion analysis indicates the DCR may have the potential to restore 

the cooling performance under high humidity. However, in our analysis made here, some optical pathways, 

the diffraction modes of the grating, the diffraction of evanescent waves (DL model), the flat top surface of 

the DCR, and light absorption of the DCR are not considered. Further investigations have to take all those 

into account to evaluate the feasibility of the DCR for radiative cooling under high humidity [8]. 
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