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ABSTRACT With the growing availability and complexity of time-series sequences, scalable and robust
machine learning approaches are required that overcome the sampling challenge of quantitatively sufficient
training data. Following the research trend towards the deep learning-based analysis of time-series encoded as
images, this study proposes a time-series imaging workflow that overcomes the challenge of quantitatively
limited sensor data across domains (i.e., medicine and engineering). After systematically identifying the
three relevant dimensions that affect the performance of the deep learning-based analysis of visualized time-
series data, we performed a benchmarking evaluation with a total of 24 unique convolutional neural network
models. Following a two-level transfer learning investigation, we reveal that fine-tuning the mid-level
features results in the best classification performance. As a result, we present an optimized representation of
the VGG16 network, which outperforms previous studies in the field. Our approach is accurate, robust, and
manifests internal and external validity. By only using the raw time-series data, our model does not require
manual feature engineering, being of high practical relevance. As the post-hoc analysis of our results reveals
that our model allows automated extraction of meaningful features based on the trend of the underlying time-
series data, our study also adds to explainable artificial intelligence. Furthermore, our proposed workflow
reduces the sequence length of the input data while preserving all information. Especially with the hurdle
of long-term dependencies in sequential time-series data, we overcome related work’s limitation of the
vanishing gradients problem and contribute to the sequential learning theory in artificial intelligence.

INDEX TERMS Benchmarking, deep learning, machine learning, sensor data, time-series imaging, transfer

learning.

I. INTRODUCTION
With industry sectors such as economics [1], biomedical

healthcare [2], [3], or energy [4] increasingly implementing
intelligent sensor devices into their process structures, sensor-
based applications lead to a growing availability of informa-
tive data [5], [6]. For example, a single Boeing 787 flight
can generate up to S00GB of unprocessed sensor data [7].
The data captured by these sensors are characterized as
time-series data, representing sequences of equally spaced
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time-stamped data points that are ordered chronologically [8].
While scalable, robust, and efficient tools are required to
handle this growing amount of information [8], Machine
Learning (ML) models have established themselves as being
capable of exceeding the performance of conventional sta-
tistical approaches in modeling non-linear relationships and
efficiently analyzing large data amounts [9], [10].

However, ML models require manual feature engineer-
ing [11], being highly subjective [12], not generalizing
well to other scenarios [11], requiring a high level of
expertise [13]-[15], and being influenced by human fac-
tors [16]. In addition, as data pre-processing (incl. feature
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engineering) often accounts for more than 50% of the entire
data mining process, it is of economic relevance to minimize
corresponding time, and effort [17]. Addressing these draw-
backs of ML models, Deep Learning (DL)-based approaches
have established themselves as successful in improving
the ML models’ generalizability, objectivity, and perfor-
mance [18]. By integrating the automated feature extraction
and final classification in one step, DL approaches overcome
the issue of manually engineered features [19]. While DL
comprises a wide array of different algorithms, Recurrent
Neural Networks (RNNs) have established themselves due
to their capability of modeling sequences such as time-series
data [20], [21]. Meanwhile, the sequential learning theory
highlights that the order in which features occur in the data
is of great importance for the learning process, therefore, the
model outcome [22].

With the growing availability and complexity of
time-series sequences in mind [5], [8], models must learn
based on inputs far in the past [23]. However, with RNNs
suffering from the vanishing gradients problem, they are
strongly limited in their capabilities of learning long data
sequences that are presented in the past, resulting in a funda-
mental hurdle for effective data modeling [23], [24]. Previous
work tackled this issue by compressing the time-series [25],
which has been criticized by other studies as it leads to
a considerable information loss and decreases efficiency
when the amount of information increases [26], [27]. While
application domains require transparency, objectivity, and
high-performance [28], [29], research must move towards the
analysis of raw data and avoid information loss [30].

As a result, a growing body of literature has been
established that tackles the challenge by encoding the raw
time-series data as images, maintaining all information in
even long sequences [31], [32]. That way, the sequence length
can be reduced while preserving all information [30]. To then
classify the visualized time-series, related work predomi-
nantly uses the established Convolutional Neural Networks
(CNNs) [28], [31]. As the sample size strongly influences
the performance of CNNs, Transfer Learning (TL) can be
used complementary to overcome the sampling challenge.
TL greatly reduces the amount of required training data
by utilizing knowledge acquired for a related domain to
solve a task for another, improving the model’s performance
and robustness [33], [34]. Although the current time-series
imaging literature lacks TL-based approaches for optimized
model performance, frameworks from different domains
(e.g., healthcare [35], engineering [31]) allow subclassifying
the CNN-based classification of visualized time-series data
into three main steps across domains [30], [31], [35], [36]:

1) Data foundation (i.e., signal acquisition and data

pre-processing)

2) Imaging (i.e., encoding time-series as images)

3) Evaluation (i.e., DL model for label classification)

Companies can use these three influential dimensions
(see: figure 1) to gain competitive advantages over their
competitors by optimizing their approaches for data

16978

Visualization

v

FIGURE 1. Relevant assessment dimensions for overcoming long-term
dependencies in raw time-series data using image classification with DL.

analysis [29]. By using benchmarking as an established tool
for comparison [37], companies can identify best practices
for performance improvement. However, despite industries
increasingly implementing sensor devices [5] and more than
65% of the Fortune 1000 companies already using bench-
marking to obtain competitive advantages [29], [37], the
current state of research lacks a systematic evaluation on
how varying these time-series imaging-related dimensions
influence the classification performance across domains.
Studies are either adapted to a specific domain [38], only use
a single visualization technique [39], manifest a small sample
size [31], or manifest the theoretical issue of long-term depen-
dencies as their approaches are based on RNNs [40], [41].
Therefore, related work is limited either theoretically [40],
[41] or practically [35], [38], [39] regarding the systematic
analysis of raw time-series data across domains.

Following the practical relevance of reducing manual
feature engineering [13], [15], ensuring continuous quality
improvement for companies [29], and tackling the issue
of quantitatively limited sensor data [34], [42], this study
systematically compares different TL strategies for the
DL-based analysis of visualized time-series data. Further-
more, we address the theoretical challenge of overcoming
long-term dependencies in sequential time-series without
information loss [24], [30], [43]. Our main contributions
are:

1) We present a cross-domain time-series imaging work-
flow that overcomes the challenge of quantitatively
limited sensor data and outperforms previous studies.

2) Our workflow adds to Information Systems research in
healthcare and industry [44], [45].

3) We present a workflow that extracts meaningful fea-
tures based on the trend of the underlying time-
series data, contributing to explainable artificial
intelligence [46].

4) By overcoming the challenge of long-term dependen-
cies in long sequential time-series data and contributing
to the sequential learning research in artificial intelli-
gence, our study is of high theoretical relevance [22].

5) Our approach is accurate, robust, and uses raw
time-series data to avoid manual feature engineering,
which is of high practical relevance [16], [17].
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The paper is organized as follows: First, we give an
overview of related work, highlighting the need for our
approach. Subsequently, we present our study’s methodology,
including the research background for our benchmarking
dimensions and the baseline model. After that, we show the
benchmarking results for both the baseline- and TL-based
approaches. Next, we discuss the results before concluding
with limitations and suggestions for future work.

Il. RELATED WORK

Several studies have either proposed design science-based
artifacts for the analysis of (non-) visualized time-series data
or benchmarking studies, comparing and summarizing the
current state-of-research [8], [18], [47].

Ruiz et al. [48] and Javed et al. [49] both presented com-
prehensive studies regarding the advances in and current
state of the ML-based analysis of time-series data. Following
the success of DL approaches, Huang et al. [SO] present
a landscape of DL applications applied to time-series.
Fawaz et al. [18] studied the current state-of-the-art perfor-
mance of DL algorithms for the classification of time-series
data.

However, as DL approaches have revolutionized the field
of computer vision-related tasks, time-series-related studies
increasingly made use of (un-) supervised learning tech-
niques in computer vision tasks. By encoding time-series
as images, DL-based models can tackle the challenge of
long-term dependencies and investigate the data for visual
features [31], [32], [36]. Following the trend towards visual-
ized time-series sequences, the state-of-research reveals three
main steps for the DL-based classification of time-series
images across domains (i.e., data foundation, visualization
technique, DL model for data analysis) [31], [32], [36].

By assessing related work concerning these three dimen-
sions, it can be seen that studies are either restricted to one
dataset, belonging to one isolated domain [35], [38], only
base their findings on a single visualization technique [39],
or are built upon a small sample size [31], manifesting limited
validity and do not allow to expand proposed approaches to
classification problems with an insufficient sample size [34].
As studies have shown that using non-raw data and including
manual feature extraction is highly time-consuming [17] and
includes the risk of wrongfully classifying relevant features in
the time-series data [12], [16], the state-of-research manifests
high potential for improvement of objectivity and efficiency.
Furthermore, related approaches in the field of time-series
classification are RNN-based, manifesting the theoretical
problem of maintaining all information in long-term depen-
dencies for long time-series sequences [40], [41].

Especially considering the success of benchmarking as a
tool for practical quality improvement [29], the current state
of research lacks a systematic evaluation (i.e., benchmark-
ing study) that overcomes the limitations mentioned above
and assesses how changing these time-series imaging-related
dimensions does influence the classification performance
across domains. Our study addresses this research gap and
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systematically evaluates the relevant dimensions of DL-based
analysis of time-series images. Especially the concept of TL,
which can counteract the challenge of quantitatively limited
sensor data [34], [42], has hardly been investigated so far and
requires a systematic evaluation [19], [34], [42].

lll. METHODOLOGY

Following its success and significance as a tool for mea-
surement, comparison, and identification of best practices
for practical process improvement [29], this work presents
a benchmarking evaluation of different TL strategies in the
area of DL-based time-series analysis. While the state-of-
research reveals a multitude of benchmarking models [37],
the Xerox methodology, based on Camp’s benchmarking
model, has established itself as the most commonly used
procedure in the literature. Furthermore, most methodolog-
ical approaches are based on the Xerox approach as they
can be fundamentally generalized to four main steps (i.e.,
planning, analysis, integration, action). Benchmarking frame-
works can be categorized into consultant, organization, and
academic-based models depending on the underlying appli-
cation scenario. As we are particularly interested in the
theoretical development of practicable solutions in the first
step, our study matches the criteria of the latter model cate-
gory [29]. Therefore, our benchmarking procedure focuses on
the first two steps of the Xerox methodology (i.e., planning
and analysis) by identifying relevant benchmarking sub-
jects, collecting suitable data, determining competitive gaps,
and finally analyzing ML models regarding their capabil-
ity of closing those gaps. The intended workflow, which
serves as the benchmarking base, follows the DL frame-
work by Gupta et al. [S1] by using initial knowledge from a
pre-trained source model, which can be transferred to solve
the target classification task. Figure 2 visualizes our proposed
workflow for overcoming the challenge of quantitatively lim-
ited sensor data.

In the following, the dimensions (see: figure 1) of
our benchmark comparison are explained in further
detail. We highlight that the signal acquisition and data
pre-processing of the first step (i.e., data foundation) vary
greatly depending on the underlying domain and classifica-
tion problem (e.g., dimensionality reduction [31], wavelet
transform [35]). Therefore, targeting a cross-domain investi-
gation of visualized raw data from different datasets, we focus
on identifying relevant domains and adequate datasets in the
first dimension [36].

DIM1 Studies revealed that based on the area of interest
(e.g., engineering, finance, healthcare, govern-
ment) [52], each subject area manifests unique char-
acteristics (e.g., trend, seasonality, noise) [53] that
lead to unique patterns and time-series characteris-
tics. To identify (dis-) similarities within the data
and develop sophisticated solutions, it is essential
to investigate each domain-specific data individu-
ally [36]. Therefore, the first dimension of the study
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FIGURE 2. Workflow for overcoming information loss in time-series data with long sequences. The three benchmarking dimensions (i.e., DIM'-3) lead to a
total of 24 unique DL models which will be evaluated. A variety of time-series sets!, originating from relevant domains are defined (DIM1). For each
dataset, every record is transformed and represented by one time-series image, whereas different visualization strategies? will be assessed (DIM2).
Subsequently, a variety of CNN-based TL strategies (DIM3) are evaluated to optimize the performance of the target task (*e.g., ECG200 dataset:

differentiating between normal heartbeat and ischemia).

consists of assessing evaluation data originating from
different subject areas, aiming to enlarge the appli-
cability and increase the external validity of our
recommendations.

DIM2 In the field of time-series imaging, various visual-
izations types of sensor-based time-series data have
become established (e.g., Gramian Angular Field
(GAF), Markov Transition Field). As the time-series
images define the subsequent ML model’s base and
studies have shown that varying visualization tech-
niques lead to varying performance outcomes [36],
we assess different transforming methods in our
benchmarking comparison.

DIM3 The last dimension of our benchmarking study
includes the evaluation of different TL strategies.
TL has already established itself as successful in var-
ious image analysis-related applications [33] and is
already being used in several time-series imaging-
related tasks [38]. Thus, we are implementing and
investigating a variety of TL pipelines. This dimen-
sion aims to identify which network structure or
underlying database can be used to establish a gen-
eralized approach for a domain (i.e., DIM1) or visual
appearance (i.e., DIM2) [54].
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The outcome aims to reveal recommendations that identify
the effective procedure for analyzing raw time-series data
applicable for each target domain.

A. DIM1: DATA FOUNDATION

The first step of this study’s methodology consists of per-
forming a literature analysis of prior studies in time-series
analysis. This procedure aims to identify the most promi-
nent domains regarding the investigation of time-series data.
Findings resulting from this domain identification will be
used to select adequate datasets for benchmarking and serve
as a base for corresponding recommendations. We strive
to cover a broad field of use-cases, allowing us to increase
the external validity of our recommendations by assess-
ing different time-series characteristics [53]. Following the
guidelines by Paul and Criado [55], we investigated the
central database Scopus with the general keyword ‘‘time
series analysis.” The search led to 83,239 hits match-
ing the search criteria on 08/09/2021. We only considered
internationally peer-reviewed conference papers and jour-
nal articles to ensure consistent quality and relevance of
identified domains. Book chapters, letters, notes, editorials,
and surveys were excluded. This specification led to 79,063
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filtered publications, of which the most belong to the domains
“Medicine” (17,254; 21.8%) and ‘“‘Engineering” (17,927,
22.7%). While they comprise a broad field of use-cases, the
domains medicine (also: healthcare) and engineering account
for 44.5% of the total studies in the field of time-series
analysis. In addition, our outcome matches the findings of
previous literature reviews and surveys regarding dominant
subject areas in time-series analysis [18], [52], [56].

While our domain identification findings match prior lit-
erature reviews, confirming the previous state-of-relevance,
we identified the current state with our literature analysis.
As both outcomes confirm with each other, we follow the
relevance’s trend and ensure that our research is based on
domains that manifest a high potential to maintain or improve
their importance.

Furthermore, related work in time-series imaging and cor-
responding analysis using DL-based techniques reveals that
our identified domains for benchmarking investigation (i.e.,
medicine and engineering) confirm with prior research in the
field [32], [38], [57], [58].

To identify adequate datasets for our study, matching our
search protocol for domains identification, we use UEA &
UCR time-series classification repository [59]. It comprises
128 univariate and multivariate datasets for different classi-
fication problems and has already been used as a database
for other representative studies [48]. Given the train size, test
size, recording length, number of classes, and type for each
dataset, the listing allows us to select sophisticated recordings
for this study’s purpose. As we are also interested in assessing
the cross-domain effects (i.e., effects between the domains),
we chose two datasets from each domain, resulting in a total
of four datasets for benchmarking evaluation (DIM1).

Table 1 provides an overview of the evaluation data used
for benchmarking, whereas each dataset will be assessed
using a classification task. It can be seen that for each of
the two domains, we intentionally used a dataset manifest-
ing a smaller and one with a larger sample and time-stamp
size, respectively. This premise allows us to investigate how
both of these dimensions affect the outcome of the classi-
fication performance. The number of samples provided in
the table represents the sample size after handling missing
data.

Aiming to achieve reproducibility and comparability,
we performed a reproducible train-validation-test split for
each dataset (64:16:20). We used 20% as unseen testing
data for the final evaluation, while we utilized 80% of the
remaining data for training (i.e., 64%) and 20% for valida-
tion (i.e., 16%). Furthermore, we only considered datasets
with a single variable (e.g., single electroencephalogram
channel) and excluded multivariate recordings, allowing us
to represent each sample by one unique time-series image.
We focused on binary classification as we are particularly
interested in evaluating inter-performance effects (i.e., cross-
domain effects between the datasets), allowing us to identify
systematic differences between the two investigated domains
(i.e., engineering and healthcare).
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FIGURE 3. Representative images of the datasets Abnormal Heartbeat
(AE & B,F), Computers (C,G & D,H), DodgerLoopGame (1,M & J,N), and
ECG200 (K,0 & L,P). The upper rows, respectively, (A-D, I-L) show the
visualized time-series trend as connected scatter plots, while the lower
rows (E-H, M-P) show the GAF representations.

By investigating the considered recordings, we also
revealed that some datasets are imbalanced and manifest
a skew in their class distribution. As this bias will reflect
in the training set, therefore potentially influencing the DL
algorithm [64], we addressed this issue by re-sampling imbal-
anced datasets through randomly duplicating examples from
the minority class (i.e., oversampling). We want to high-
light that we only oversampled on the training dataset,
ensuring that no duplicates will be used in training and
testing.

Furthermore, studies have already shown that the applied
methodology and evaluation on given datasets are highly sub-
jective despite scientific procedures and guidelines. The work
by Silberzahn et al. [12] showed that 29 teams (i.e., involv-
ing 61 analysts) came to a variety of different conclusions
despite the use of the identical dataset. Therefore, we did not
perform further pre-processing and used the raw data for visu-
alization and evaluation to obtain objective results and avoid
a potentially false dataset narrative. This premise will also
allow this study to focus on methodological benchmarking
variations primarily.

Figure 3 shows representative images for each class (i.e.,
positive and negative) of the visualized time-series data from
the four datasets used in this study. We want to highlight
that the provided images are highly representative consid-
ering the characteristic differences between the positive and
negative classes (i.e., clear distinction through visual inspec-
tion). It can be seen that particularly the direction (orientation
along the y-axis) and the point of time (orientation along
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TABLE 1. Overview of the used datasets [59].

Dataset Domain Samples  Timestamps

Classes Description

Abnormal Heartbeat [60] Medicine 606 3053

Computers [61] Engineering 500 720

DodgerLoopGame [62]

Engineering 144 288

ECG200 [63] Medicine 200 96

Electrocardiogram recordings representing the change
in amplitude during apatients suffering from common
arrhythmias. Instances were obtained using both the
iStethoscope application and clinical trials using the
DigiScope device. The task is to distinguish between a
normal Heartbeat and a variety of arrhythmias (i.e.,
extrastole, murmur, extrahls, artifact).

Energy readings from households located in the United
Kingdom, sampled in two-minute intervals over a
month. Targeting to distinguish between desktop and
laptop devices, the classification problem aims to
reduce the national carbon footprint.

Traffic data which have been collected with a loop
sensor installed on ramp for the 101 North freeway in
Los Angeles. Due to the location, the traffic is affected
by the volume of visitors to the stadium. The task is to
distinguish between a normal and game day.
Electrocardiogram recordings tracing the electrical
activity recorded during one cardiac cycle (i.e.,
heartbeat) by a single electrode. The task is to
distinguish between a normal heartbeat and a
myocardical infarction (i.e., ischemia).

1: Normal
2: non-Normal

—_

: Desktop
2. Laptop

: Normal Day
2: Game Day

1: Normal
2: Ischemia

the x-axis) of the time-series spikes (e.g., artifacts) represent
relevant characteristics for visual differentiation [53]. Fur-
thermore, the representative images reveal that based on the
underlying time-series data, characterized by factors such as
the degree and amount of underlying amplitudes, the visual-
ization (here: GAF) varies strongly [65].

The artifacts in figure 3 such as the axes, corresponding
labels, or borders are just shown for improved presentation.
Only the blank images have been used to train and evaluate
the CNN. We also highlight that we intentionally use the raw
time-series data for our investigation. Since a strong method-
ical focus characterizes our study, we are less interested in
the absolute accuracy per domain and more how the results
relatively change compared to the baseline performance.
Therefore, we use the same input (i.e., visualized time-series
data) for the baseline and TL-based investigation. Thus, the
results are comparable, and recommendations can be derived
based on the relative change of performance. Furthermore,
aiming to obtain an objective outcome and derive general
recommendations which can be used across domains [12],
we use the raw time-series data.

B. DIM2: TIME-SERIES VISUALIZATION

As methods that are based on time-series to network map-
ping do not provide transparency on how the topological
characteristics relate to the original time-series data [39],
studies have proposed and established techniques that are
based on visual representations. GAFs allow re-constructing
the original time-series and provide transparency on how
the features contribute to the overall classification perfor-
mance [36]. GAF-based images represent temporal correla-
tions between each time-stamp and can be constructed using
both the summation- and difference-field technique, namely
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Gramian Angular Summation Field (GASF) and Gramian
Angular Difference Field (GADF) [66]. Following proposed
techniques and applied methodology in prior time-series
imaging-related studies [31], [36], [67], we use the visual-
ization techniques GASF and GADF in this study to encode
raw time-series data as visual representations.

For converting the time-series data to images, we use
the Python package pyts [66], providing a series of utility
tools for time-series classification and visualization. Since the
visualized output images are square, the pixel size of both
dimensions (i.e., height, width) is defined by the number of
time-stamps considered out of the entire time-series.

Considering a time-series 7 which is defined by ¢,
time-stamps, the implemented pyts workflow follows the
normalization of various established TL databases (e.g.,
ImageNet weights) and rescales the time-series data used for
visualization into a range between [-1, 1] [66], following the
equation (1):

(ti — max(T) + (t; — min(T)))

tl_l’l - max(T) — min(T) M

As shown in table 1, we defined a total of four datasets,
whereas we did consciously choose one dataset manifest-
ing a small, and one dataset manifesting a larger number

Time Series GASF GADF

>
= oo —
5 90 0 15 30 45 60 75 90

S0 05 30 45 60 75 %0 T 5 30 45 60

FIGURE 4. Workflow for encoding raw time-series data as images (i.e.,
GASF, GADF).
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of time-stamps, respectively, for each of the investigation
domains (i.e., medicine, engineering). Therefore, by looking
at the number of time-stamps in table 1, it can be seen that the
minimum recording length is at 96 for the dataset ECG200.
However, we consistently set the GASF and GADF images to
64 x 64 pixels to achieve comparability between the different
datasets. This premise allows that, independently of the num-
ber of stamps available in each time-series, the recording gets
aggregated to a length of 64. By setting the number of pixels
for height and width to the highest possible certain numbers
[32, 64, 128, 256], we also follow the concept of CNN
architectures using image sizes that can be down-/ upsampled
multiple times without having to round the resolution to the
closest integer [68].

C. DIM3: TRANSFER LEARNING-BASED

DEEP LEARNING MODEL

Following their usage for the time-series imaging and
superior performance regarding image-related tasks in gen-
eral [19], [31], [33], [39], [67], CNNs will be used to classify
the visualized time-series data.

As the sample size strongly influences the performance
of CNNs and limited data supply represents a major chal-
lenge in various fields (e.g., healthcare or manufacturing),
the third dimension of our benchmarking study will evaluate
different TL strategies for the underlying DL. model. Using
pre-trained networks, the required data amount can be signifi-
cantly reduced by transferring knowledge from other domains
to the target domain [34], [42].

Since a variety of architectures has established itself in
DL-related TL strategies [33], we performed a comparative
study in a first step. Aiming to identify which architecture
we will evaluate in more detail for visualized time-series
data, we trained and evaluated each pre-trained network with
the GASF representations. Table 2 gives an overview of the
classification performance and the corresponding number of
total network parameters. The results represent the values
averaged over all four datasets and five folds of the hold-
out cross-validation using the arithmetic mean. The hold-out
cross-validation divides the training data into five splits for
each fold. Subsequently, a model is trained with four splits
and validated with the remaining split. Finally, the model
performance is evaluated using the completely unseen testing
data [69].

The results in table 2 show that the pre-trained VGG16
architecture achieved the best accuracy for the datasets Com-
puters and DodgerLoopGame, Xception for Abnormal Heart-
beat and ResNet50V2 for ECG200. However, the results of
Xception and ResNet50V2 do not manifest a significant dif-
ference compared to the values of the VGGNet architectures.
Therefore, as no cross-domain statement can be derived,
we use the mean overall accuracy scores per model. We aver-
aged the results across all four datasets using the arithmetic
mean. Thus, it can be seen that the VGGNet variants 'E’
Mvcci9 = 75.167%) and*C” Myvgaie = 77.921%) outper-
form the other two architectures (M gesnersov2 = 70.555%,
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MXCEP,,-(,H = 70.253%). This outcome also coincides with
the results of previous studies in our defined investiga-
tion domains (i.e., Engineering [73], Healthcare [33]) which
demonstrated the capabilities of the VGGNet architecture.

Furthermore, despite the VGG16 architecture manifesting
fewer network parameters than the VGG19 architecture (i.e.,
three weight layers less), it achieved a better classification
performance. The VGGNet architectures follow the same
structure, consisting of five gradual blocks with convolu-
tional and pooling layers [70]. While the first convolutional
layers generally aim to extract Low-Level Features (LLFs)
(e.g., edges, location), the latter layers focus on complex fea-
tures [74]. Corresponding to the higher performance achieved
by the VGG16 network and the finding that High-Level Fea-
tures (HLFs) are not as crucial for analyzing time-series [36],
it appears that particularly Mid-Level Features (MLFs) and
LLFs are relevant for visual recognition in visualized time-
series data.

Therefore, to investigate the complexity of time-series
imaging-related features, we evaluate an MLF and HLF rep-
resentation of the VGGNet architecture, additionally to the
regular VGG16 model (incl. LLFs). For this, we selectively
unfreeze parts of the model in the last step to then re-train
it on the individual dataset. As it allows us to adapt the
pre-trained features to the new data, we can then evaluate how
the feature levels affect the classification performance [74],
[75]. Nonetheless, we continue to follow the convolutional-
block-based structure of the VGGNet since the evaluation
(see: table 2) has shown that this architecture achieves the
best results of visualized time-series data [70].

The following table 3 provides an overview of the three
defined VGGNet architectures considering their number of
(non-) trainable parameters, which we will use in this study.
By selectively unfreezing the last 10 (i.e., VGG16-HLF) and
14 (i.e., VGG16-MLF) layers of the model, we analyze which
feature level is most relevant. While the VGG16 architecture
covers the entire range of features (i.e., five convolutional
blocks), the VGG16-HLF only focuses on the HLF (i.e., fifth
convolutional block) and the VGG16-MLF on the MLF (i.e.,
fourth and fifth convolutional block).

Despite the unique network architecture for each of the
proposed TL strategies, we followed a consistent procedure,
allowing us to transfer the knowledge from other domains
(i.e., ImageNet [76]) and attach our classifier for time-series
classification. Therefore, we did exclude the top layer of
each VGGNet base model and subsequently applied global
average pooling to transfer the 4D to a 2D tensor using a
layer manifesting 512 units [77]. Next, we the classifier for
our classification problems, consisting of two dense layers
with 128 and 64 units, followed by a dropout layer with a rate
of 0.3 [78], respectively. Also, to preserve the prior knowl-
edge, we implemented an L2 regularization with a weight
decay of le-4 (alpha) [79]. For stochastic optimization,
we applied the AMSGrad variant of the Adam algorithm [80].
Lastly, we added the output layer for the binary classifi-
cation problem, including the sigmoid activation function.
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TABLE 2. Performance indicators of established pre-trained networks based on the GASF representation of defined datasets. Balanced accuracy (Bal.
Acc.) and standard deviation (STD) represent the arithmetic mean values over all five folds of the hold-out cross-validation.

Network Param # Abnormal Heartbeat Computers DodgerLoopGame ECG200 Mean
Bal. Acc. STD Bal. Acc. STD Bal. Acc. STD Bal. Acc. STD

VGG16 [70] 138M 63.378% 0.461% 74.400 % 2.871% 90.429 % 1.333% 83.475% 3.766% 77.921%

VGG19 [70] 144M 61.964% 3.297% 70.200% 2.638% 85.476% 3.499% 83.303% 2.605% 75.167%

ResNet50V2 [71]  23M 59.309% 2.902% 58.000% 3.406% 77.048% 2.795% 87.863 % 3.097% 70.555%

Xception [72] 26M 63.725% 2.149% 61.600% 2.154% 88.762% 2.725% 66.923% 5.217% 70.253%

TABLE 3. Network summary of considered VGG16 architectures for
benchmarking. Strategies include gradual reduction of trainable layers for
model fine tuning, focusing on MLFs and HLFs.

Parameters
TL Strategy Trainable non-Trainable Total
VGG16 14,788,673 0
VGG16-MLF 13,053,185 1,735,488 14,788,673
VGGI16-HLF 7,153,409 7,635,264

The function always returns a value ranging between 0 and 1,
indicating the sample to be labeled as either positive or
negative class, respectively [81]. After we froze the base
model layers to train our classifier, we finally tuned our
model by unfreezing the last layers (i.e., VGG16-MLF: 14,
VGG16-HLF: 10) of the VGGNet model and training the
layers with a learning rate of le-5.

Summing up our proposed methodology, our three dimen-
sions are based on the three factors which sustainably
affect a workflow for the ML-based analysis of visualized
time-series data. Confirming our findings (see: figure 1),
we will evaluate four datasets (DIM1), two visualization
techniques (DIM2), and three different TL strategies (DIM3)
in this study. Accordingly, a total of 24 DL models will be
trained and subsequently evaluated to establish recommen-
dations for the effective classification of raw time-series data
(see: figure 2).

D. BASELINE MODEL

Considering the methodological focus of our study, we are
particularly interested in assessing the relative effects of mod-
ifying the benchmarking dimensions rather than the abso-
lute classification performance. Although we will compare
our final evaluation results against the outcome of related
studies [40], [41], [82], we use a basic sequential CNN
for baseline performance evaluation. This procedure allows
focusing exclusively on the effects of the varying benchmark-
ing dimensions (i.e., data foundation, visualization technique,
DL model for data analysis) rather than the individual data
pre-processing approach.

To build our architecture, we incorporate the findings
and adaptions from prior research in using CNN-based
time-series imaging [31], [67] into the CIFAR-10 architec-
ture from TensorFlow, which has proven to be capable of
achieving high-performance on classification problems with
three-channel (i.e., RGB) images [39], [83]. Table 4 gives an
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TABLE 4. Network summary of the sequential CNN with an input shape of
(64, 64, 3) used for baseline time-series imaging performance evaluation.

Layer Name Output Shape Param #
Conv2D 60 x 60 x 32 2,432
MaxPooling2D 30x30x32 0
Conv2D 26 x 26 x 64 51,264
MaxPooling2D 13x13x64 0
Conv2D 9x9x 64 102,464
Flatten 5184 0
Dense 64 331,840
Dense 1 65
Classifier Sigmoid
Total (Trainable) Parameters: 488,065
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FIGURE 5. Training- and validation-loss curve comparison for the
baseline performance of the four investigated datasets manifesting a
strong overfit trend of the model starting at 20 epochs.

overview of the numbers and sizes of filters used in the pro-
posed baseline CNN. For stochastic optimization, we applied
the Adam algorithm [80].

To define how many times the dataset is passed forward and
backward through the neural network, we initially trained
the CNN with 50 epochs. Subsequently, we assessed at which
point (i.e., epoch number) the model overfitted on the train-
ing data for each dataset (i.e., the model performs well on
the training data but cannot generalize the knowledge for
unseen testing data). Figure 5 represents the training- and
validation loss visually. The vertical red line highlights the
point at which all datasets manifest a strong tendency towards
model overfitting. With epoch 20, the validation loss steadily
increases while training loss is tangent to zero. Therefore,
as the model does not learn any new and representative infor-
mation for testing, we have trained the initial baseline CNN
(see: table 4) with 20 epochs.

VOLUME 10, 2022



J. Gross et al.: Benchmarking Transfer Learning Strategies in Time-Series Imaging

IEEE Access

TABLE 5. Balanced accuracy (Bal. Acc.) of the considered datasets based
on the proposed baseline CNN. Each dataset is assessed using two
time-series visualization (VIS) techniques.

Dataset Vis. Bal. Acc. STD
Abnormal Heartbeat [60] gﬁls)l; gggggﬁ %gizz
Computers [61] GASF 60.40%  2.80%
P GADF 61.40%  2.06%
GASF 89.76%  1.11%

DodgerL.oopGame [62] s 86.86%  133%
GASF 78.50%  3.10%

ECG200 [63] GADF 8040%  639%

The study by Kandel and Castelli [84] revealed that the
best classification results were achieved with a batch size of
1024, while the worst outcome was obtained with a size of 16
images samples per batch. As this study mainly focuses on
datasets that manifest a limited sample size, the batch size
was defined to the highest possible certain numbers during
training (i.e., [16, 32, 64, 128, 256]) for both the baseline and
TL-based model, allowing a sophisticated amount of steps per
epoch.

IV. RESULTS

For the building and training of our baseline- and TL-based
CNN model, we used Python 3.7.12 with the Keras 2.6.0
package [85], and TensorFlow 2.6.0 as backend [86], running
on an NVIDIA Tesla P100 GPU with 16GB memory. For
both the baseline performance (IV-A) and TL-based perfor-
mance (IV-B), we used the arithmetic mean to average the
values of each fold to achieve the final classification results
overall five folds of the hold-out cross-validation.

A. BASELINE PERFORMANCE

As we are interested in evaluating the differences between
the baseline CNN-based and TL-based classification perfor-
mance for each dataset, the study aims to assess potential
structural differences between the considered domains (i.e.,
medicine and engineering). Therefore, as the datasets mani-
fest a varying number of classes, we achieve inter-comparable
results between the domains by reducing all the datasets to
binary classification tasks (see: table 1). Table 5 provides an
overview of the balanced accuracy for each dataset, which we
achieved with the baseline CNN architecture.

B. TRANSFER LEARNING PERFORMANCE

Confirming the outcome of section III-D, we also identified
an model overfit for all of the established pre-trained net-
works (see: table 2) after 20 epochs. Therefore, we trained
each of the TL models, over all five folds of the hold-out
cross-validation [69], for 20 epochs.

Table 6 provides an overview of the classification per-
formance that was achieved using the presented TL strate-
gies. The results represent the averages over all five folds
of the hold-out cross-validation. Since the defined datasets
manifest varying class imbalances, we used the balanced
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accuracy as an evaluation metric, as it accounts for both
the positive and negative outcome classes. The TL strat-
egy, which has achieved the best accuracy for each defined
pipeline (i.e., dataset and visualization technique), is high-
lighted in bold. Therefore, we reveal that the VGG16-MLF
architecture achieves the highest balanced accuracy in seven
out of eight cases. By averaging the results over all of
the eight channels, the VGG16-MLF achieves the highest
average score Mvceis—mrr = 78.690%), followed by
VGG16(MyGGle = 77.339%) and finally VGG16-HLF
Mycgie = 74.161%).

By now re-comparing the VGG16-based results with the
outcome of the investigation in table 2, it can be seen that the
VGG16-MLF now achieved higher accuracy than the Xcep-
tion network for the dataset Abnormal Heartbeat. Although
the score for the dataset ECG200 is still slightly below that of
the ResNet50V2, the VGG16-MLF approach shows a lower
standard deviation.

Furthermore, as we are particularly interested in how
the results change compared to the baseline performance,
we averaged the results to obtain the accuracy gain for each
dataset. Thus, we determined that Abnormal Heartbeat shows
an accuracy increase of +16.94%, Computers +11.63%,
DodgerLoopGame +3.03%, and ECG200 +5.47% com-
pared to the baseline performance.

V. DISCUSSION

Considering the performance gain, which was achieved for
each of the defined datasets (see: subsection IV-B), it can be
seen that the extent of the accuracy increase varies greatly.
Through further investigation, we revealed a relation between
the baseline accuracy level and the resulting performance
increase achieved through the TL approach. If a dataset
already manifests a relatively high baseline performance
(€8s M podger = 88.31%, M gcGaoo = 79.45%) the increase
is comparatively small. However, if the baseline accuracy is
low (e.g., M geartbear = 54.86%, M computers = 60.90%),
a significantly higher gain was achieved.

Subsequently, to examine whether there is a systematic
difference concerning our two model approaches (i.e., base-
line CNN and VGG16 architectures), we will use a student’s
t-test and the analysis of variance (ANOVA). Considering
the null hypothesis Hy (2), we assume that the difference
between the groups (i.e., strategies) is so small that it can be
assumed that the groups originate from the same population
(up < 0). However, if the mean values manifest a statisti-
cally significant difference, suggesting they most originate
from different populations (up > 0), the null hypothe-
sis Hy is rejected, and the alternative hypothesis H; (3) is
accepted.

Ho:pup <0 (2)
H12MD>O (3)

First, we evaluated if there exist statistically significant
differences between the considered datasets. As we defined
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TABLE 6. Benchmarking performance of the proposed time-series imaging analysis pipelines. Each of the four datasets is represented by using GASF and
GADF, respectively. For each visualization technique, three TL approaches have been defined and assessed.

Dataset Visualization TL Strategy Balanced Accuracy STD
VGG16 63.378% 0.461%

GASF VGG16-MLF 63.955% 1.718%

VGG16-HLF 61.425% 1.765%

Abnormal Heartbeat VGG16 65.167% 1.543%
GADF VGG16-MLF 66.592 % 0.550%

VGGI16-HLF 64.413% 1.155%

VGG16 74.400 % 2.871%

GASF VGG16-MLF 73.600% 1.854%

Computers VGG16-HLF 65.200% 0.748%
VGG16 67.800% 0.980%

GADF VGG16-MLF 70.500 % 1.658%

VGG16-HLF 56.400% 2.500%

VGG16 90.429% 1.333%

GASF VGG16-MLF 93.762 % 3.266 %

DodgerLoopGame VGG16-HLF 93.761% 1.333%
VGG16 89.762% 2.981%

GADF VGG16-MLF 91.095% 3.399%

VGG16-HLF 87.095% 1.333%

VGG16 83.475% 3.766%

GASF VGG16-MLF 83.476 % 3.366 %

VGG16-HLF 82.265% 4.154%

ECG200 VGG16 84.302% 2.953%
GADF VGG16-MLF 86.538% 1.923%

VGG16-HLF 82.735% 2.720%

four datasets in this study, we used a one-way ANOVA.
By incorporating the results from both the baseline and TL
performance, we revealed that the dataset means are signif-
icantly different (FF = 75.528,p < 0.05). Furthermore,
we individually assessed if the classification performance
significantly changed. Here, we identified per dataset that
besides Computers (t = 14.556,p < 0.05), all of the other
three datasets (i.e., Abnormal Heartbeat (t = 3.899, n.s.),
DodgerLoopGame (t = 1.215,n.s.), and ECG200 (t =
4.240, n.s.)) do not manifest a significant effect.

Second, we assessed the effect of the visualization tech-
nique on the classification results. As we are interested in
evaluating if the scores on two different variables (here:
visualization techniques) are different for the same groups,
we used a two-tailed paired-samples t-test. We identified,
that for both the baseline-based (t = 0.687, n.s.) and the
TL-based performance (+ = 1.166, n.s.), there is not enough
evidence to claim that the population mean difference up is
greater than 0. Therefore, as the null hypothesis Hy is not
rejected in either case, we did not identify any statistically
significant effect of the underlying visualization technique
(i.e., GASF and GADF) on the classification performance.

Third, we analyzed whether the TL-based approaches (i.e.,
VGG16, VGG16-MLF, VGG16-HLF) significantly affect
the classification results compared to the baseline perfor-
mance. As the visualization technique does not significantly
affect the performance, we did combine the GASF- and
GADF-based accuracies. Thus, we identified that while the
VGG16- (+ = 4.005,p < 0.05) and VGG16-MLF-based
approach (r = 5.731,p < 0.05) have a significant effect,
the VGG16-HLF strategy (¢ = 1.995, n.s.) does not manifest
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a statistically significant difference compared to the base-
line performance. Furthermore, by comparing the means
Myccie = 71.339% and Myggie—mir = 78.690% we
identified that the MLF-based strategy also manifests a sig-
nificant difference (i.e., accuracy improvement) compared to
the VGG16 approach (r = 2.742, p < 0.05).

Besides, we reveal that VGG16-based TL workflows did
outperform the results from related studies [40], [41], [82].
We want to highlight that we did not consider Abnormal
Heartbeat for comparison purposes with previous work,
as we did adapt the original multi-class to a binary classi-
fication problem for internal comparability. For the dataset
Computers, Lin and Runger [40] proposed a so-called group-
constrained convolutional RNN that achieved an accuracy
of 69.2%. For DodgerLoopGame, Ma et al. [41] achieved
the highest test classification accuracy of 87.68% by using
a adversarial joint-learning RNN. Last, Chouikhi ef al. [82]
proposed a multi-layer echo state network for time-series
classification and achieved an error rate of 0.113 for ECG200.
However, as this performance indicator relates to the over-
all (i.e., unbalanced) accuracy and the dataset manifests a
strong class imbalance (i.e., 67:133), the balanced error rate
should be reported in this case. Therefore, considering the
overall accuracy for our GADF-based VGG16-MLF work-
flow, we achieved an error rate of 0.077 (i.e., test accuracy
of 92.264%).

It can be seen that our VGG16-MLF workflow outper-
forms all of the benchmarks from related work. Especially
regarding our initial focus on overcoming the challenge of
long-term dependencies in time-series sequences with RNNs,
we emphasize our Computers and DodgerLoopGame results
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FIGURE 6. Visualized output feature maps of the assessed VGG16
network architecture for an exemplary GASF image of the ECG200
dataset. Each convolutional block (here: Block #1-5) consists of one
representative convolutional- and one max-pooling-layer. A colormap has
been applied for better visibility.

which outperform the two aforementioned RNN-based
approaches [40], [41]. Therefore, we confirm the findings of
prior research [30] and established a workflow that challenges
the vanishing gradients problem for the analysis of long
sequential time-series data [24].

Furthermore, by comparing the different feature represen-
tations (MLF, HLF), we confirm previous findings that LLFs
are relevant for classifying visualized time-series (GASF
and GADF) [36]. Focusing on MLFs during fine-tuning has
consistently contributed to an increased performance while
reducing the network size. Also, the reduction of parameters
is especially relevant regarding hardware requirements and
paving the way for DL models on embedded systems [87].

The following figure 6 shows the individual outputs of
each layer of the VGG16 network, which we examined within
our variety of fine-tuning strategies (i.e., MLF, HLF). Due to
the structure of the VGGNet [70], the number of activations
per layer increases continuously(i.e., Block1-Conv1-2: 64,
Block2-Conv1-2: 128, Block3-Conv1-3: 256, Block4-Conv1
-3: 512, Block5-Conv1-3: 512). Therefore, for each block,
only one convolutional- followed by one max-pooling-layer
is shown, respectively, for presentation purposes.

Furthermore, figure 3 highlights that characteristics such
as the number or clarity of the time-series-related artifacts
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ECG200

FIGURE 7. Post-hoc analysis of representative GASF images of the
assessed datasets using Grad-CAM-based heatmaps.

per dataset vary strongly. To determine whether our
assessed TL models extract reasonable features, we used the
Gradient-weighted Class Activation Mapping (Grad-CAM)
algorithm to explain our classification models’ predic-
tive areas visually. Therefore, we transferred the gradients
of our target concept into the final convolutional layer
(here: the third convolutional layer of the fifth convolu-
tional block) [88]. We applied a pseudo/false color to the
heatmap for better visibility. As the map’s colors match the
GASEF, we inverted the colormap to highlight important areas
in blue/turquoise and less relevant regions in red/orange.
We emphasize that due to the up- and downscaling of the
images for the algorithm, the provided heatmaps are not
pixel-accurate and are mainly used to identify a reliable trend
towards the predictive areas.

Figure 7 shows a Grad-CAM heatmap of a representative
time-series image (here: GASF) for the datasets, respectively.
In figure 3 it can be seen that turning points in the raw data
that are visible in the connected scatter plots are represented
by concentrated areas in the GASF. The heatmaps reveal that
the VGG16-MLF model pays attention to these areas and
uses them for classification. By now looking at the different
feature levels (see: figure 6), it can be seen that the position
and shape of these time-series-specific areas get lost at con-
volutional block 4/5 (i.e., transition from MLF to HLF).

This outcome coincides with the findings regarding
the complexity of time-series images-related features [36].
Furthermore, it matches our model results, in which we
identified that the VGG16-MLF and VGG16 performed
better throughout than the VGG16-HLF. Therefore, based
on the visual and model-related findings [53], we con-
clude that mainly the LLF and MLF are highly relevant for
classifying visualized time-series data. It also shows that
our presented workflow (i.e., VGG16-MLF) extracts fea-
tures that match characteristic artifacts of the underlying
time-series.

Summarising our investigation concerning the three influ-
ential dimensions for analyzing time-series images, we reveal
the following findings:

1) The underlying time-series data’s quality (e.g., label-
ing) is decisive for the classification result and the
corresponding potential accuracy improvement using
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TL strategies. Especially for datasets manifesting a rel-
atively low accuracy, the TL strategy can significantly
contribute to the performance gain.

2) The visualization technique (i.e., GASF and GADF)
has no significant effect on the classification result of
either the sequential CNN- or TL-based approaches.

3) Concerning the TL strategy for analyzing visualized
time-series data, we reveal the fine-tuning of the MLF
(i.e., VGG16-MLF) and the entire feature spectrum
(i.e., VGG16) resulted in the best classification perfor-
mance for all defined workflows.

4) By using the ImageNet weights for our pre-trained
VGG16 networks, we show that information that orig-
inates from real-world objects can contribute to a
valuable knowledge gain in classifying visualized time-
series data.

5) Although the GASF did in the engineering (i.e.,
Computers and DodgerLoopGame) and the GADF in
the medicine domain (i.e., AbnormalHeartbeat and
ECG200) achieve better results, we could not reveal
systematic differences. Thus, we could not identify any
domain-specific requirements for our workflow.

V1. CONCLUSION

This study has performed a benchmarking analysis of TL
strategies for analyzing visualized time-series data. As a
result, we identified a workflow that enables a cross-domain
(i.e., medicine and engineering) improvement of the classifi-
cation accuracy for raw time-series data. After we systemati-
cally identified the three influential dimensions for analyzing
visualized time-series data using CNNs, we defined a total
of 24 unique DL models, which we then trained and eval-
uated against each other. As we used datasets that manifest
a statistically significant difference, we also assessed the
functionality of the proposed workflow for a range of varying
dataset scenarios (e.g., sample size, recording length, label
quality). Therefore, our workflow manifests a high external
validity by analyzing a total of four datasets originating from
two domains. Besides, we ensured the internal validity of
our approaches by using a hold-out cross-validation with five
folds.

We revealed that The TL-based approach significantly
increased classification accuracy for all defined cases. There-
fore, we identify that knowledge (i.e., model weights), which
is based on images resulting from real-world objects (here:
ImageNet [76]), can be transferred successfully to improve
the performance of new and foreign classification tasks. With
more and more scholars are addressing the topic of DL-based
analysis of visualized time-series data [31], [47], [67], our
findings also allow for guiding future research in the field of
time-series imaging research [36].

Since studies revealed that different architectures are
required for the DL approach depending on the underlying
application [19], [33], [82], we performed a two-level TL
investigation. In a first step, we compared the performance of
time-series images for established pre-trained networks. In a
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second step, we then evaluated the best performing network
(i.e., VGGI16) for different feature levels (i.e., MLF, HLF)
during the model fine-tuning procedure. As a result, we did
identify that there are no domain-specific feature require-
ments that need to be considered during model building.
We also show that the visualization technique (i.e., GASF or
GADF) does not significantly affect the classification result.

With the growing implementation of sensor devices and
availability of raw time-series data [5], [6], our benchmark-
ing study supports practicing institutions and companies to
develop sophisticated workflows for quality improvement in
their process structures [29]. Also, as our approach does not
require manual feature engineering, it manifests high objec-
tivity and reduces corresponding time, and effort, being of
high practical relevance [13], [15], [34].

In addition, our TL-based strategies managed to out-
perform the results of previous studies [40], [41], [82].
Especially considering the surpassing of the two RNN-based
approaches [40], [41], we followed the initial theoretical
relevance of how to overcome the challenge of long-term
dependencies in sequential time-series data [43]. We avoid
information loss by encoding each time-series instance
entirely into one GAF for classification [30]. Therefore,
we contribute to sequential learning research in artificial
intelligence, being of high theoretical relevance [22].

A. LIMITATIONS

Prior studies in the field of analyzing time-series data using
ML-based approaches have revealed that underlying record-
ings are often characterized by more than one time-dependent
variable (i.e., multivariate) [9], [89]. However, our approach
is limited to assessing how the three dimensions (i.e., data
foundation, visualization technique, DL model for data anal-
ysis) affect the performance of visualized time-series data.
Therefore, future research should add another dimension to
our strategy and investigate how techniques such as vertical
aggregation of multivariate time-series data affect our study’s
outcome and recommendations [90], [91].

Although we ensured that the datasets are highly repre-
sentative through our literature analysis, the varying quality
among the datasets (e.g., acquisition, labeling) only allows
to a certain degree to establish generalized recommendations
for a defined domain based on two datasets, respectively.
Therefore, further research with more datasets per domain is
required to fully validate our recommendations and outcome.
Especially as we focused on the two most prominent domains
in time-series analysis, future work should also include the
assessment of sensor data that originates from other fields
(e.g., finance, energy) [1], [5].

B. FUTURE WORK

Although our study has shown that the transfer of foreign data
(here: ImageNet [76]) can be used successfully to increase
the target performance, the features can only be transferred
to a limited extent (i.e., time-series imaging) [54]. There-
fore, future work includes developing a new time-series
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imaging-specific database consisting exclusively of visual-
ized time-series data. Following the interest and work in
this field, the database can then be used as a cross-domain
TL base, providing sophisticated features for performance
improvement.

As our study tackles the challenges of classical ML-based
manual feature extraction [19], our results are focused on
the analysis of raw time-series data [12]. However, related
studies reveal that established and objectively reproducible
signal processing pre-processing steps such as the Fourier
transform have proven to contribute to the success of the cor-
responding classification approaches [9]. Therefore, we will
also use a sensitivity analysis to re-evaluate our approach
in future research and follow the ceteris paribus principle
by investigating the what-if scenario of using pre-processed
time-series data as input for our model while keeping all else
(i.e., other benchmarking dimensions) unchanged [92].

Considering the practical relevance that motivates our
study, another validation step for future work will be to follow
the third and fourth steps of the benchmarking process (i.e.,
integration and action) [29]. Thus, we want to assess if our
approach allows performance improvement for raw and quan-
titatively limited time-series data in real-world scenarios.
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