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Deutsche Kurzzusammenfassung

Da ein erheblicher Teil der modernen Anzeigegeräte auf der Technologie der organischen
Leuchtdioden (OLED) basiert, gehören OLEDs neben den Fotokopierern zu den kommerziell
erfolgreichsten Beispielen für organische optoelektronische Bauelemente. Nach der Erfindung
der amorphen Dünnschicht-OLED durch Tang und VanSlyke bei Kodak im Jahr 1987
haben umfangreiche Forschungsarbeiten, die sich auf die Entwicklung neuer Materialien und
Bauelementearchitekturen sowie auf die Physik von OLEDs konzentrierten, zur Marktreife
dieser bahnbrechenden Technologie geführt. Diese Forschungsarbeiten wurden durch Studien
zum Ladungs- und Anregungstransport zwischen den organischen Chromophoren sowie
zur Übertragung von Anregungen innerhalb jedes einzelnen Chromophors ergänzt. Die
Untersuchungen zum intermolekularen Ladungs- und Anregungstransport sind aufgrund der
amorphen Natur der heutigen organischen Halbleiterfilme von entscheidender Bedeutung.
Darüber hinaus ist das Verständnis der intramolekularen Umwandlungsprozesse in angeregten
Zuständen aufgrund des exzitonischen Charakters der elektronischen Struktur organischer
Halbleiter von entscheidender Bedeutung.
Die mikroskopisch ungeordnete Natur der amorphen organischen Halbleiterfilme (AOSFs)
impliziert, dass der Ladungs- und Exzitonentransport sowohl von der statischen Unordnung
als auch von der dynamischen Kopplung an die intra- und intermolekularen Schwingungen
gesteuert wird. Für die Entwicklung von OLED-Materialien mit guten Transporteigenschaften
und für ein besseres grundlegendes Verständnis des Ladungs- und Exzitonentransports in
AOSFs ist es daher notwendig, die wichtigen Parameter zu verstehen, die den Hüpftransport
von Ladungen und Exzitonen in AOSFs beeinflussen. Im Zusammenhang mit OLEDS
ist es besonders wichtig, den Transport von Triplett-Exzitonen über Triplett-Diffusion zu
verstehen, da eine bimolekulare Wechselwirkung zwischen zwei Tripletts, nämlich ein Triplett-
Triplett-Annihilationsprozess (TTA), genutzt werden kann, um die interne Quanteneffizienz
eines Emitters zu erhöhen, wenn er zur verzögerten Fluoreszenz beiträgt, indem er den
Singulett-Anregungszustand des Emitters auffüllt. Andererseits können thermisch aktivierte
RISC-Prozess (Reverse Intersystem Crossing, RISC) auch zum Übergang von einem Triplett-
zu einem Singulett-Zustand führen, was wiederum in einer zeitlich verzögerten Fluoreszenz
resultiert, die daher als thermisch aktivierte verzögerte Fluoreszenz (TADF) bezeichnet wird.
Dieser Mechanismus ist die Grundlage für die neueste Generation von OLED-Bauelementen
und daher sind TADF-Emitter von großem Interesse für die aktuelle OLED-Forschung. In
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diesem Zusammenhang ist es von entscheidender Bedeutung, die Parameter zu verstehen, die
den RISC-Prozess beeinflussen, und zu wissen, wie sie moduliert werden können, um eine
hohe RISC-Rate zu erreichen, was wiederum zu einer höheren Quanteneffizienz des Emitters
führen kann. In der Emissionsschicht einer solchen OLED werden TADF-Emitter häufig
in Wirtsmaterialien dotiert, um durch Konzentrationslöschung bedingte Verluste bei der
Strahlungseffizienz des Emitters zu vermeiden. Eine wesentliche Bedingung hierfür ist, dass
die Triplett-Energie des Wirtsmaterials höher sein muss als die des Emitters. Diese Bedingung
für blau emittierende OLEDs schwer zu erfüllen. Daher ist es eine wesentliche Aufgabe, die
Struktur-Eigenschafts-Beziehungen zu untersuchen, um Strategien für die Entwicklung eines
stabilen Wirtsmaterials mit hoher Triplett-Energie zu entwickeln.
Um einen Beitrag zu den oben genannten Aufgaben zu leisten, wird in dieser Arbeit zunächst
ein besseres Verständnis der Materialparameter entwickelt, die den intermolekularen Ladungs-
(Kapitel 8 und Kapitel 9) und Triplett-Transport (Kapitel 10) mit Hilfe von kinetischen
Monte-Carlo-Simulationen (KMC) steuern. Anschließend werden spektroskopische Messungen
eingesetzt, um die intramolekularen Ladungs- und Triplett-Transferprozesse experimentell zu
untersuchen, mit dem Ziel, das Design von TADF-Emittern (Kapitel 11 und Kapitel 12) und
Wirtsmaterialien (Kapitel 13) für eine verbesserte OLED-Leistung zu optimieren.
In Kapitel 8 ging es in erster Linie darum, die Auswirkungen der dynamischen Unordnung,
die durch die Reorganisationsenergie quantifiziert wird, auf den Ladungstransport in AOSFs
zu untersuchen. Durch die Verwendung von KMC-Simulationsergebnissen für die Analyse
von experimentellen temperaturabhängigen Ladungstransportdaten konnte ich zeigen, dass
dynamische Unordnung nicht viel zum Ladungstransport beiträgt. Nachdem ich verstanden
hatte, dass statische energetische Unordnung eine dominante Rolle bei der Beeinflussung des
Ladungstransports spielt, konnte ich in Kapitel 9 weiter veranschaulichen, wie die räumlichen
Korrelationen zwischen den Energien der organischen Moleküle eine entscheidende Rolle
bei der energetischen Entspannung der Ladungen innerhalb der Zustandsdichte (DOS) bei
niedrigen Temperaturen spielen können.
Nachdem ich in Kapitel 10 wichtige Faktoren für den Ladungstransport in AOSFs identifiziert
hatte, war ich daran interessiert, die entscheidenden Materialparameter und morphologischen
Eigenschaften zu ermitteln, die erforderlich sind, um die Triplettdiffusion so zu steuern, dass
die bimolekulare TTA anstelle der monomolekularen Löschung der Tripletts an den nicht
strahlenden Fallenstellen in einem amorphen Film aus konjugierten Polymeren gefördert
wird. Ich habe herausgefunden, dass es möglich ist, die TTA auf der Grundlage der verzö-
gerten Fluoreszenz anstelle der Löschung zu optimieren, und dass diese Optimierung einen
dispersiven Transport (hohe Unordnung), eine hohe Probenreinheit und eine Morphologie
und Konjugationslänge erfordert, die isotropes Hüpfen ermöglicht.
Wie bereits erwähnt, ist TADF eine zweite Möglichkeit, den Singulett-Zustand eines Emit-
termoleküls besetzen und die Quanteneffizienz eines OLED potenziell zu erhöhen. Daher
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konzentrierten sich die Studien in Kapitel 11 und Kapitel 12 auf die systematische Un-
tersuchung der Struktur-Eigenschafts-Beziehungen in einer Reihe von TADF-Dendrimeren,
um Designstrategien zur Optimierung der Struktur von TADF-Emittern aufzudecken. Die
Dendrimere wiesen mehrere dendritische, auf Carbazol basierende Donor-Erweiterungen
(als Dendrone bezeichnet) auf, die mit dem auf Triazin basierenden Akzeptorkern über
eine para- oder meta-Phenylenbrücke verbunden waren. In Kapitel 11 entdeckte ich, dass
das stärker konjugierte para-Dendrimer zwar eine größere Oszillatorstärke und eine höhere
Strahlungszerfallsrate besitzt, die meta-Dendrimere jedoch strukturelle Vorteile in Bezug auf
eine höhere RISC-Rate aufweisen. Detaillierte photophysikalische Analysen in Kombination
mit quantenchemischen Berechnungen ergaben, dass eine kleine Singulett-Triplett-Lücke
(∆EST ), eine höhere Spin-Bahn-Kopplung (SOC) und eine geringere intramolekulare Reorga-
nisationsenergie zu einer höheren RISC-Rate, einer verbesserten TADF und somit zu einer
verbesserten Elektrolumineszenzleistung der meta-Dendrimer-OLEDs führen. Während sich
in der Vergangenheit das molekulare Design von TADF-Emittern oft auf die Minimierung
∆EST oder die Verbesserung des SOC konzentrierte, wurde die Rolle der molekularen Reor-
ganisation häufig übersehen. In Kapitel 11 habe ich hervorgehoben, dass die Änderung der
Geometrie zwischen dem Triplett- und dem Singulett-Zustand mit der niedrigsten Energie ein
wichtiger Parameter ist, insbesondere im Fall von sperrigen Dendrimeren, und als allgemeines
Designprinzip verwendet werden kann. Des Weiteren habe ich in Kapitel 12 gezeigt, dass
ein Dendrimer mit synergistischen meta- und para-basierten Verbindungen nicht nur eine
hohe RISC-Rate (von meta-verbundenen Dendronen), eine große Oszillatorstärke und eine
hohe Strahlungsabklingrate (von para-verbundenen Dendronen) aufweist, sondern auch ein
gewünschtes unterdrücktes Konzentrationsquenching zeigt, was die Herstellung von in Lösung
verarbeiteten OLEDs mit nicht dotierten emittierenden Schichten ermöglicht.
In Kapitel 13 schließlich untersuchte ich eine Reihe von bipolaren Wirtsmaterialien des
Donor-Akzeptor-Typs auf der Grundlage von einem Acridin-Derivat (Donor) mit drei ver-
schiedenen Pyrimidin-Einheiten (Akzeptoren) mit unterschiedlicher Konjugationslänge. Ich
habe dies getan, um den wichtigen Aspekt der Struktur-Eigenschafts-Beziehung bei OLED-
Wirtsmaterialien ebense systematisch wie zuvor bei den Emittern zu behandeln, mit besonde-
rem Augenmerk auf ihre Verwendung als Wirte für TADF-Emitter, wie sie in den vorherigen
Kapiteln untersucht wurden. Anhand von Steady-State-Absorptions- und Emissionsstudien
konnte ich zeigen, dass es innerhalb der untersuchten Serien möglich ist, die Triplett-Energie
des Wirtsmaterials zu erhöhen, indem einfach die π-Konjugation innerhalb der Akzeptorein-
heit erniedrigt wird. Das vielversprechendste Wirtsmaterial 1MPA (1MP: Methylpyrimidin,
A: Acridin), bei dem die Konjugation des Akzeptors auf nur einen Pyrimidinring beschränkt
ist, wies die höchste Triplett-Energie auf (= 3,07 eV). Darüber hinaus erwies sich 1MPA als
geeigneter Wirt für die Herstellung effizienter OLEDs auf Basis blauer TADF-Emitter mit
hohem Wirkungsgrad und geringem Effizienz-Roll-off-Effekt.
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English abstract

With a significant proportion of modern display units being based on organic light emitting
diode (OLED) technology, OLEDs are among the commercially most successful example of
organic optoelectronic devices along with the photocopier machines. Following the invention
of amorphous thin film OLED by Tang and VanSlyke at Kodak in 1987, extensive research
focusing on the design of new materials and device architectures, and on the device physics
of OLEDs have resulted in the commercial viability of this breakthrough technology. This
research was further supplemented by the studies on charge and excitation transport between
the organic chromophores as well as the transfer of excitations within each individual
chromophore. The studies pertaining to the intermolecular transfer of charges and excitations
are crucial because of the amorphous nature of today’s organic semiconductor films. Moreover,
understanding the intramolecular excited state conversion processes is imperative because of
the excitonic character of the electronic structure of organic semiconductors.
The microscopically disordered nature of the amorphous organic semiconductor films (AOSFs)
implies that the charge and exciton transport is controlled by the static disorder as well
as the dynamic coupling to the intra and intermolecular vibrations. Thus, for establishing
the design rules of OLED materials with good transport properties as well as for a better
fundamental understanding of charge and exciton transport in AOSFs, it is necessary to
comprehend the important parameters affecting the hopping transport of both charges and
excitons in AOSFs. In the context of OLEDS, it is especially important to understand
the transport of triplet excitons via triplet diffusion because a bimolecular interaction of
two triplets, namely a triplet-triplet annihilation (TTA) process, can be utilized to increase
the internal quantum efficiency of an emitter when it contributes to delayed fluorescence
by populating the emitter’s singlet excited state. On the other hand, thermally activated
reverse intersystem crossing (RISC) process can also result in the transition from a triplet
to a singlet state, leading to fluorescence at a delayed time, which is hence referred to as
thermally activated delayed fluorescence (TADF). This mechanism is the basis for the latest
generation of OLEDs and consequently, TADF emitters are of high interest in the topical
OLED research. In this context, it is crucial to understand the parameters affecting the
RISC process and how they can be modulated to achieve a high RISC rate, which in turn
may result in a higher quantum efficiency of the emitter. In the emissive layer of such an
OLED, TADF emitters are often doped in host materials to avoid concentration quenching
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related losses on the radiative efficiency of the emitter. An essential condition to achieve
this is that the triplet energy of the host material must be higher than that of the emitter.
This condition is hard to fulfill for blue-emitting OLEDs. Therefore, it is an essential task to
investigate structure-property relationships with an objective to establish design strategies
for obtaining a stable host material with high triplet energy.
To contribute to the tasks mentioned above, this thesis will first develop a better understanding
of material parameters controlling the intermolecular charge (Chapter 8 and Chapter 9)
and triplet (Chapter 10) transport using kinetic Monte Carlo (KMC) simulations. Next,
spectroscopic measurements will be utilized to experimentally investigate the intramolecular
charge and triplet transfer processes, with an objective to optimize the design of TADF
emitters (Chapter 11 and Chapter 12) and host materials (Chapter 13) for enhanced OLED
performance.
In Chapter 8, the primary goal was to investigate the impact of dynamic disorder, as quantified
by reorganization energy, on the charge transport in AOSFs. By utilizing KMC simulation
results for the analysis of experimental temperature-dependent charge transport data, I
could show that dynamic disorder does not contribute much to charge transport. Having
understood that static energetic disorder has a dominant role in affecting the charge transport,
in Chapter 9 I could further illustrate how the spatial correlations among the energies of the
organic molecules can play a crucial role in the energetic relaxation of the charges within the
density of states (DOS) at low temperatures.
Having identified important factors for charge transport in AOSFs, in Chapter 10, I was
then interested in identifying the crucial material parameters and morphological properties
required to control triplet diffusion in a way that bimolecular TTA is promoted instead
of monomolecular quenching of triplets at the non-radiative trap sites, in an amorphous
film of conjugated polymers. I found that it is possible to optimize TTA based delayed
fluorescence instead of quenching and that this optimization requires dispersive transport
(high disorder), high sample purity and a morphology and conjugation length that allows for
isotropic hopping.
As pointed out above, TADF is a second possibility to populate the singlet state of an emitter
molecule and potentially increase the overall quantum efficiency of an OLED. Therefore,
the studies in Chapter 11 and Chapter 12 were focused on systematically investigating
the structure-property relationships in a set of TADF dendrimers in order to unveil design
strategies for optimizing the structure of TADF emitters. The dendrimers featured multiple
dendritic carbazole-based donor extensions (referred as dendrons) connected to the triazine
based acceptor core via a para- or meta-phenylene bridge. In Chapter 11 I discovered that
while the more conjugated para-dendrimer owns a larger oscillator strength and higher
radiative decay rate, the meta-dendrimers have design advantages in terms of achieving
higher RISC rate. Detailed photophysical analysis in combination with quantum chemical
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calculations revealed that small singlet-triplet gap (∆EST ), higher spin-orbit coupling (SOC)
and lower intramolecular reorganization energy result in higher RISC rate, improved TADF
and thus improved electroluminescence performance of the meta-dendrimer OLEDs. While
in the past the molecular design of TADF emitters was often focused on either minimizing
∆EST or enhancing SOC, the role of molecular reorganization was frequently overlooked.
In Chapter 11, I emphasized that the change in geometry between lowest energy triplet
and singlet state is an important parameter, especially in case of bulky dendrimers and can
be used as a general design principle. Further, in Chapter 12 I revealed that a dendrimer
with synergistic meta- and para-based connections not only inherits a high RISC rate (from
meta-connected dendrons), large oscillator strength and high radiative decay rate (from
para-connected dendrons), but also exhibits a desired suppressed concentration quenching
thus allowing the fabrication of solution-processed OLEDs with non-doped emissive layers.
Finally, in Chapter 13 I investigated a series of donor-acceptor type bipolar host materials
based on an acridine derivative (donor) and three different pyrimidine moieties (acceptors)
of different conjugation. I did this in order to equally systematically address the important
aspect of the structure-property relationship in OLED-host materials with special focus
on their use as hosts for TADF emitters, like the ones studied in the previous chapters.
With steady-state absorption and emission studies I could show that within the investigated
series, it is possible to increase the triplet energy of the host material simply by reducing the
π-conjugation within the acceptor moiety. The most promising host material 1MPA (1MP:
methylpyrimidine, A: acridine) where the conjugation of the acceptor is limited to just one
pyrimidine ring exhibited the highest triplet energy (= 3.07 eV). Furthermore, 1MPA was
shown to be a suitable host for the fabrication of efficient and low efficiency roll-off OLEDs,
employing blue TADF emitters.
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Part I

Introduction





1 Motivation

Modern society is heavily reliant on the use of smart electronic devices. Our laptops, tablets,
televisions and of course mobile phones are ubiquitous and all of them have displays. Displays
made up of OLEDs are the disruptive technology that is replacing the existing liquid crystal
displays (LCDs). OLED has introduced innovations such as ultrahigh 4K resolution, a
much larger color gamut and a faster response time, which LCDs cannot match. This is so
compelling that Apple launched iPhone X as their first OLED phone.1 Furthermore, OLEDs
can be fabricated on a much larger range of substrates, opening new fields of applications
such as foldable phones (for e.x., the new Samsung Galaxy Z Fold 3).2 More and more display
makers are adopting flexible OLEDs as they offer design freedom in addition to being lighter
and more durable as compared to rigid glass-based displays.

Figure 1.1: Comparison of display panel revenue between
liquid crystal display (LCD) and OLED technology from
2016-2024. (source: DSCC, 2020)3

Smartphones with OLED display consti-
tuted 35.6% of the market in 2020 and
this number is projected to reach 50%
by 2023. Samsung Display started pro-
ducing active matrix OLED (AMOLED)
displays in 2017 and currently they dom-
inate the smartphone OLED display
market while LG Display is the major
OLED television producer.4 OLED TV
sales in 2019 reached 3 million units con-
stituting a 1.3% share of the TV market
and the revenue is expected to exceed
$7 billion by 2024.5 OLED display mar-
ket grew rapidly in the last few years
reaching $30 billion in revenues in 2020. Display Supply Chain Consultants (DSCC) predicts
that by 2024, the production of OLED panels will cross the mark of 1 billion which will drive
OLED sales to reach approximately $50 billion, with OLEDs constituting a share of 39.5% of
all the display technologies, as shown in Figure 1.1.3

Even though OLEDs have become a commercially viable technology, economic, scientific and
technological challenges remain. Firstly, understanding and improving the OLED efficiency is
still an ongoing process. Improving the device lifetime is a strict requirement for the longevity
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of the commercial products, especially for their use in large-area displays and high luminance
lighting. The color point of the monochromatic OLED pixels needs to remain stable during
the OLED operation and throughout the device lifetime. And last but not the least, cost
of OLED panels is still an obstruction to their application in inexpensive light sources in
mass-market applications.
To improve the efficiency of an OLED, it is necessary to first understand the basic working
principle of a multilayer OLED stack. Though the very first OLEDs consisted of simpler
monolayers or bilayers of one material sandwiched between two electrodes,6 specialization of
materials and the need for higher efficiencies have resulted in much complex device stacks
consisting of many layers, possibly consisting of many materials, each fulfilling its own
function (Figure 1.2). Going from outside inwards, we first encounter the electrodes. The
anode typically consists of indium tin oxide (ITO), a transparent conducting oxide and the
cathode can consist of any metal depending on the desired work function. Then hole and
electron transport layers (HTL, ETL) are introduced to bridge the gap between the energy
levels of the electrodes to the emissive layer (EML). This reduces the barrier for charge
injection into the EML, thus reducing the turn-on voltage needed for light emission and the
associated power consumption of an OLED. Finally, in the middle of the device, we find the
EML. Most EMLs usually consist of two materials, i.e., an emitter which generates light and
a host material which facilitates the charge transport. Additionally, state-of-the art OLEDs
can also consist of hole/electron injection layers (usually dopant materials7) to facilitate
injection into the transport layers and hole/electron blocking layers to confine the carriers to
the EML, ensuring that they recombine. OLEDs require well controlled functionality of each
layer material for their efficient operation.
At low current densities, the internal quantum efficiency (ηIQE) of an OLED, i.e., the ratio
between the number of generated photons and injected charge carriers,8 is determined by a
number of factors: i) the recombination efficiency ηrec, i.e., the percentage of injected charges
that recombine to form an exciton, ii) ηST , the fraction of emitting excitons (which depends
on the exciton spin) and, iii) ηr, the intrinsic radiative efficiency of the emitter. Furthermore,
ηIQE needs to be multiplied with the outcoupling efficiency (ηout) of the device to yield the
external quantum efficiency (ηEQE) of an OLED:

ηEQE = ηout × ηIQE = ηout × ηrec × ηST × ηr (1.1)

This simple outline and Equation 1.1 already shows that a number of processes contribute
individually to the overall efficiency and need to be optimized separately. For example, a
generated photon can be trapped inside the OLED cavity and is thus lost for light generation.
The outcoupling efficiency (ηout) quantifies the probability of a photon generated inside an
OLED to be extracted from the cavity. For normal planar devices, ηout is about 20%,8,9
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Figure 1.2: A schematic energy level diagram of a multilayer OLED stack. From left to right: anode, hole
transport layer (HTL), emissive layer (EML), electron transport layer (ETL), and cathode. EML consists of
a host material and an emitter (energy levels shown by dashed blue lines). The path of hole and electron
transport is indicated by arrows. Injected holes and electrons recombine on the emitter sites to form an
exciton which decays radiatively to emit a photon.

nevertheless, it can be improved by optimizing the optical microcavity, using high refractive
index substrates, scattering layers, patterned outcoupling foils as well as by making use of
the preferential orientation of the molecule.10–12

ηrec defines the probability that the injected charge carriers recombine inside the device
instead of getting discharged at the opposite electrodes. A further consideration needs to
adhere to the position of the recombination zone, i.e., the position inside the device where
the electrons and holes recombine to generate excitons. This should ideally be in the center
of the EML; which requires a balanced charge transport, or in other words, similar mobilities
of electrons and holes. If, for example, the hole mobility is much larger than the electron
mobility, the recombination zone will shift close to the cathode compromising both, the
color point as well as the device lifetime of the OLED (piling up of charges at the layer
interfaces leads to enhanced quenching and degradation processes).13 In contrast to inorganic
semiconductors where band transport occurs because of the delocalized nature of the charge
wavefunction, in organic semiconductors charge transport is due to hopping, i.e., thermally
assisted non-coherent jumps between localized sites.14 In this case, transport is controlled by a
number of material parameters as well as morphological properties. From these considerations,
it becomes obvious that, it is important to better understand the impact of the material
parameters on the charge transport to be able to control charge transport in an OLED.
The recombination of injected electrons and holes can result in the formation of singlet
and triplet exciton with a spin-statistics based probability of 0.25 and 0.75, respectively.
Unfortunately for purely organic molecules, radiative transition of triplet excitons is spin-
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1 Motivation

Figure 1.3: The three generation of OLEDs are depicted. In the first generation OLEDs fluorescent
emitters were used. Second generation OLEDs utilized phopshorescent emitters for triplet harvesting, i.e.,
using the triplets generated in the device to emit light. In the third generation OLEDs, thermally activated
delayed fluorescence (TADF) is used, i.e., triplets are up-converted to singlets via thermal activation and
can decay radiatively at delayed times.

forbidden and hence the triplet excitons are lost via non-radiative transitions. In the first
generation of fluorescent OLEDs (Figure 1.3) the maximum ηST was thus limited to 25%.6

The concept of triplet harvesting was first utilized in the second generation of OLEDs:
the phosphorescent OLEDs, pioneered by the Forrest group.15 Phosphorescent emitters
are organometallic complexes having a heavy metal atom (such as iridium or platinum)
incorporated in their chemical structure. This heavy metal atom can induce an admixture
of singlet state to the triplet state, via spin-orbit coupling mechanism. This admixture is
sufficient enough to make the transition from a triplet excited state to a singlet ground state
a spin-allowed transition and therefore phosphorescent OLEDs achieved a ηST of > 95% in an
OLED, i.e., nearly 100% triplet harvesting and around 20-25% ηEQE .16,17 Current commercial
OLED products use red and green phosphorescent OLEDs,18 however, in the blue (emission
wavelength below 460 nm), they generally suffer from suboptimal IQEs.19 Additionally, the
weak chemical bond between ligands and iridium renders the blue phosphorescent OLEDs
to be fundamentally unstable having short lifetimes.19,20 Therefore, the commercial OLED
products use blue triplet-triplet annihilation (TTA) based delayed fluorescent emitters (current
ηEQE,max = 12.5%, Idemitsu Kosan21) and thus the efficiency of blue pixels is much lower
than that of green and red pixels.
Delayed fluorescent emitters employ the conversion of triplet excitons into emissive singlet
excitons by either a thermally assisted reverse intersystem crossing (RISC) process or a TTA
process.22,23 In conventional fluorescent emitters, triplet excitons are lost via non-radiative
transitions, however they can be converted into singlet excitons by small singlet-triplet energy
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difference driven RISC process to yield thermally activated delayed fluorescence (TADF) or
by a process involving the triplet-triplet collision process.22,23 TTA can lead to the formation
of tiplet pair state. In such a state, a quantum mechanically allowed spin conversion can occur
such that when the triplet pair state decays, one triplet can decay to the ground state while
simultaneously promoting the other molecule to a higher energy singlet state from which
the radiative transition is allowed.23 However, since there are competing decay pathways
for the triplet pair state it leads to maximum theoretical ηST of 62.5%.24 Nevertheless, no
matter how efficient the triplet-to-singlet upconversion process is, a first requisite is that the
two triplets meet efficiently and do not end up at the non-radiative quenching centers. This
aspect of optimizing triplet diffusion through the matrix to find each other and form a triplet
pair state is very rarely discussed.
On the other hand, complete triplet to singlet up-conversion via TADF can result in 100%
ηST in third generation TADF based OLEDs (Figure 1.3). The most relevant design of
TADF emitters involves a donor-acceptor (D-A) strategy. These molecular geometries lead to
strongly localized hole and electron densities which results in the minimization of electronic
exchange energy and thus reduced ∆EST values; which is a necessary yet not sufficient
requirement for the exothermic RISC to occur.25 Since their first report in 2009,26 the design
of small molecule TADF emitters have evolved significantly and vacuum-deposited OLEDs
have achieved impressive ηEQE > 20% for all primary colors. So, these can be envisioned
to replace phosphorescent emitters in commercial display panels. However, the cost of
fabrication, inefficient use of materials and limitations on pixel size are some of the detracting
features of the vacuum deposition technology. An alternative materials- and cost-efficient
technology is solution-processing.27 Nonetheless, what is required are devices that exhibit
comparable performance metrics as vacuum-deposited devices, and this is underpinned by
high-performance solution-processable emitter materials. Unlike small molecules, dendrimers
and polymers allow for easy solution-processed manufacturing. However, the molecular weight
distribution of polymers leads to batch-to-batch deviation of their properties, dendrimers
on the other hand have a definite molecular weight. Nevertheless, the potential of TADF
dendrimers in solution-processed OLEDs has to date not yet been realized because of the
poor understanding of structure-property relationship in dendrimers.28–31

Furthermore, the emission of a photon is influenced by two factors (Equation 1.1), the intrinsic
radiative efficiency of the emitter (ηr) and the fraction of emitting excitons (ηST ). To reduce
the interactions among the emitter molecules that could lead to concentration quenching and
resulting decrease in ηr of the emitters, they are often dispersed in a host matrix within the
EML (Figure 1.2).32,33 The amount of concentration quenching depends on the extent of
trapping of diffusive excitons by either the aggregates of molecules or traps of varied nature
(such as microcrystal interfaces and impurities). Moreover, doping of emitters in a host matrix
is also essential to prevent diffusion-assisted detrimental processes caused by long-lived triplet
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excitons.34,35 The host materials must exhibit good thermal, morphological and chemical
stability, suitable electronic energy levels for OLED applications and a high triplet energy;
high enough to confine the excitons on the emitter. Implementing the last requirement is
particularly challenging for blue-emitting OLEDs.33 The majority of hosts are either carbazole
or phosphine oxide based materials.32,33 While phosphine oxide hosts are chemically unstable,
carbazole based hosts show dominant hole transport.36,37 The unbalanced charge transport
leads to poor ηrec or leads to the formation of recombination zone near the interface of EML
and ETL which is not good for the color purity, device efficiency as well as device lifetime.
Hence, there is an urgent need of bipolar host materials. D-A type host materials show good
electrical performance as they provide good charge carrier balance owing to their bipolar
nature as compared to only donor or only acceptor type (monopolar) hosts.38,39 However,
the presence of donor and acceptor moeities leads to the formation of intramolecular charge
transfer states, which results in a reduced triplet energy.33 Overall, host materials remain less
developed as compared to emitters, therefore some strategies and design guidenlines could be
beneficial for the progress of this field.
From these considerations, it becomes obvious that it is highly desirable to develop a better
understanding of charge and excitation transport between the organic chromophores as well
as the transfer of excitations within each individual chromophore. Both aspects are therefore
the focus of this thesis. On one hand, this thesis will contribute to the understanding of
material parameters and morphological properties that control intermolecular charge transfer
(Chapter 8 and Chapter 9) and triplet transfer (Chapter 10) by employing kinetic Monte
Carlo (KMC) simulations. On the other hand, spectroscopic methods such as absorption and
emission spectroscopy will be applied to experimentally investigate the intramolecular charge
and triplet transfer processes, with the goal of optimizing the design of TADF dendrimers
(Chapter 11 and Chapter 12) and bipolar host materials (Chapter 13) for enhanced OLED
performance.
In particular, in Chapter 8 of this thesis, I assessed the relative impact of static and dynamic
disorder on intermolecular charge transport. Building on this work, in Chapter 9 I investigated
whether or not the spatial correlations among the energies of the lattice sites have an impact
on energetic relaxation of charges within the DOS. Having identified important factors
for charge transport in AOSFs, I then focused on understanding the parameters affecting
triplet diffusion and how these parameters can be modulated to obtain efficient TTA in
polymeric emitters (Chapter 10). It is specifically important to develop methodologies of
increasing TTA in the framework of OLEDs as TTA can be utilized to increase the internal
quantum efficiency of an OLED when it contributes to delayed fluorescence by populating
the emitter’s singlet excited state. As pointed out above, TADF is another alternative to
populate the singlet state of an emitter molecule and possibly increase the internal quantum
efficiency of an OLED. Therefore, the studies in Chapter 11 and Chapter 12 of this thesis were
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focused on methodically examining structure-property relationships in a set of dendrimers
to reveal design strategies for optimizing their TADF properties. Finally, the investigations
in Chapter 13 were focused on methodically examining the role of chemical motifs with
restricted π-conjugation in yielding high triplet energy bipolar host materials.
The thesis is structured in three parts. Part I gives an overview of the relevant concepts
and the current state of research pertinent to the work done in this thesis. Chapter 2
explains the fundamental concepts regarding the transitions between different excited states
which can be used to understand the photophysical studies done in this thesis. Chapter 3
reviews the mechanisms of hopping transport in organic semiconductors and discusses the
impending issues related to the appropriateness of different hopping mechanisms that have
been a recurring theme in the literature. Chapter 4 summarizes the current state of research
on the TADF emitters and bipolar host materials. Part II gives an overview of the thesis.
Chapter 5 presents a summary and the interconnection of my individual publications. The
content of each publication is summarized in Chapter 6, with a separate section outlining the
author contributions of each publication. Overall conclusions of this thesis are presented in
Chapter 7. The publications, in their original form, are reprinted in Part III (Chapters 8-13).
Full list of my publications is presented in Chapter 14.

9





2 Excited states and optical processes in
organic semiconductors

This chapter recapitulates the basic concepts of molecular photophysics such as the nature of
electronic states in organic semiconductors and how they are formed (Chapter 2.1), radiative
and non-radiative transitions between these states (Chapter 2.2) as well as the bimolecular
processes relevant for OLEDs (Chapter 2.3).

2.1 From atomic orbitals to molecular orbitals to states

A molecular orbital (MO) can be approximated by a linear combination of atomic orbitals
(LCAO) involved in the bonding. For example the molecular σ-orbital formed by the
combination of two 1s orbitals, ϕa and ϕb, of two hydrogen atoms can be expressed as
ϕ± = c1ϕa ± c2ϕb, where c1 and c2 are positive normalization constants and ϕ± represents
bonding (anti-bonding) orbitals formed as a result of constructive (destructive) interference
of the atomic orbitals. Energy of the two MOs thus formed can be calculated by using the
Schrödinger equation (Ĥψ = Eψ) with the Hamiltonian operator (Ĥ) as the sum of kinetic
and potential energies to yield

E± = Eat + J ±Kab (2.1)

where Eat is the energy of the hydrogen 1s orbital, Coulomb integral J =
∫
ϕaHϕa gives a

measure of the Coulomb interaction of electron on one nucleus with the other nucleus and
exchange (resonance) integral Kab =

∫
ϕaHϕb expresses an interaction between the nucleus

and the overlap of two atomic orbitals. The resonance integral controls the splitting between
the two molecular orbitals thus formed (∆E = E− − E+ = 2Kab). The enhanced charge
density in bonding orbital, owing to constructive interference, leads to its lower energy as
compared to the anti-bonding orbital.40

Organic semiconductors mainly consist of carbon-carbon and carbon-hydrogen bonds. Atomic
carbon has six electrons in its ground state with a configuration 1s22s22px

12py
12pz

0. When a
carbon atom is approached by a hydrogen or another carbon atom as bonding partners, it can
form energetically favorable hybrid orbitals from a linear combination of 2s and 2p orbitals.
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2 Excited states and optical processes in organic semiconductors

Figure 2.1: a) The combination of four hydrogen atoms and two sp2 hybridized carbon atoms to form
ethene with the formation of a σ-bond and a π-bond along the internuclear axis. After Köhler and Bässler.41

b) Energy level diagram depicting the formation of σ and π-bonds of ethene from atomic orbitals of carbon.
The two 2sp2 hybrid orbitals forming bonds with hydrogen are omitted for simplicity. After Atkins.40

The number of hybrid and remaining p-orbitals determine the number and nature of the
bonds (molecular orbitals). The electrons of hybrid orbitals overlap to form a covalent σ bond
(σ-orbital) while the electrons of the orbitals not involved in the hybridization form a π-bond
(π-orbital). To construct the molecular orbitals as LCAOs, for example in ethene, two carbon
atoms each with one 1s orbital, one threefold degenerate 2sp2 orbitals and one unoccupied 2pz

need to be considered (Figure 2.1a). The 1s orbitals which are near the core with negligible
exchange interaction between them form a σ and σ∗ orbital with little splitting between
them (Figure 2.1b). The 2sp2 orbitals along the internuclear axis form σ and σ∗ orbital with
large splitting because of high amount of charge overlap. Two other degenerate 2sp2 orbitals
form carbon-hydrogen bonds, with similar MO character. Interaction of 2pz orbitals located
at some distance leads to negligible resonance integral and thus weaker splitting between
the bonding π and anti-bonding π∗ orbitals. Filling of electrons in these MOs determines
that the highest occupied molecular orbital (HOMO) in ethene is a π-orbital and the lowest
unoccupied molecular orbital (LUMO) is π∗ orbital. The weaker splitting of π and π∗ orbitals
as compared to σ and σ∗ orbitals render their energy levels favorable for charge injection
from metal electrodes as well as for absorption and emission of visible light, thus making the
organic semiconductors suitable for optoelectronic applications. Furthermore, conjugated
polymers are often distinguished by alternate single and double bonds and thus the electrons
in the π orbitals delocalize over several repeating units. The corresponding span of electronic
wave function delocalization is known as conjugation length.
When considering molecules, an important distinction can be illustrated between orbitals
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2.1 From atomic orbitals to molecular orbitals to states

Figure 2.2: Singlet and triplet states depicted in a) an orbital configuration scheme with arrows indicating
the spin of the electron. Coulom and exchange energies are explicitly included for the illustration of HOMO
and LUMO levels of the excited singlet and triplet states in comparison to the ground state and, b) as a
vector diagram. The two electron spins process around a magnetic field directed along z-direction. The
corresponding eigenvalues of S and MS are also shown. After Köhler and Bässler.41

and states by considering the configuration with one electron in HOMO and one in LUMO,
as shown in Figure 2.2a). Though they have the same configuration, the spin-parallel and
spin-antiparallel case correspond to different energies, wavefunctions and excited states of
the molecule. This can be considered by describing the total wavefunction as the product
of electronic wavefunction ψel (a function of electron’s spatial coordinates) and a spin
wavefunction ψspin (a function of electron’s spin). If α and β denote the one-electron state
spin wavefunctions with magnetic spin quantum number ms = 1/2 and ms = −1/2, the two
particle spin wavefunction eigestates can be written as:

ψspin,T+1 = α1α2 (2.2a)

ψspin,T0 = 1√
2

(α1β2 + β1α2) (2.2b)

ψspin,T−1 = β1β2 (2.2c)

ψspin,S0 = 1√
2

(α1β2 − β1α2) (2.2d)

The arrangement of first three symmetric wavefunctions with total spin S = 1 and different
z-component of the spin (MS = 1, 0,−1) is called a triplet state and the fourth, antisymmetric
wavefunction with S = 0 and only single possible value of MS = 0 is referred as singlet. In
terms of vector representation, the spins are always in phase for triplet wavefunctions whereas
they are 180◦ out of phase for singlet wavefunction, as shown in Figure 2.2b. According to
Equation 2.1, the energy difference between the singlet and triplet states is equal to two
times the resonance integral, E(Si)− E(Ti) = 2Ki.

13



2 Excited states and optical processes in organic semiconductors

2.2 Transitions between states

2.2.1 Radiative transitions: absorption and emission

The transitions between different molecular states are accessible by means of optical spec-
troscopy and are therefore related to the photophysics of a molecule. A framework to
understand the fundamentals of absorption and emission spectra of organic molecules is
Franck-Condon principle. It results from the application of Born-Oppenheimer approximation
to the Fermi’s golden rule.42 The Born-Oppenheimer approximation utilizes the fact that
electronic transitions occur on a much faster time scale (typically in the order of 10−15 s)
than the motion of atomic nucleus (in the order of 10−13 s) to separate their dynamics.42,43

The total wavefunction (ψtot) of an electronic state can then be described as a product of
electronic wavefunction (ψel), spin wavefunction (ψspin) and vibrational wavefunction (ψvib).
For the case of emission or absorption, the dipole operator provides the coupling between
the electronic states and the electromagnetic radiation field,42 and thus can be used as
a perturbing Hamiltonian in the expression for Fermi’s golden rule describing the rate of
transition kif from an initial state |ψi⟩ to |ψf ⟩

kif = 2π
ℏ
|⟨Ψel,f|er̂|Ψel,i⟩|2 · |⟨Ψvib,f|Ψvib,i⟩|2 · |⟨Ψspin,f|Ψspin,i⟩|2ρ (2.3)

ρ is the density of final states. The electronic factor |⟨Ψel,f|er̂|Ψel,i⟩| determines the selection
rules and states whether a particular transition is dipole-allowed or not. Furthermore, the
value of the integral is roughly proportional to the overlap between the initial and final
electronic wavefunctions. This implies that the rates between the orbitals centered on the
same parts of the molecules (e.g., π − π∗ transitions, i.e., locally excited transitions) will be
larger than rates between orbitals occupying different spaces (e.g., charge transfer transitions
or n − π∗ transition).44 Experimentally, the strength of a transition is described by it’s
oscillator strength (f) which can be estimated as:44

f = 4.39× 10−19
∫
ϵdυ (2.4)

where ϵ denotes the molar decadic extinction coefficient. The absorption signal strength can
therefore be utilized to identify the nature of the transitions.41

The vibrational factor or the Franck-Condon factor |⟨Ψvib,f|Ψvib,i⟩|2 determines the relative
intensities of the vibronic structure arising from the vibrations of the nuclei. Near the
equilibrium generalized coordinate (Q) of the nuclei, the potential energy curve can be
approximated as a harmonic oscillator potential.45 Figure 2.3 shows two oscillator potentials
representing ground state (S0) and excited state (S1) in the presence of a single vibrational
mode of energy ℏωvib for both the states. The states are displaced by their equilibrium
coordinate difference ∆Q. According to Franck-Condon principle, the generalized coordinate
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2.2 Transitions between states

Figure 2.3: Franck-Condon principle. a) Electronic energies of the ground (S0) and excited (S1) singlet
states as a function of generalized coordinate Q within the harmonic approximation. S0 and S1 are
displaced by ∆Q. The first five vibrational levels with a vibrational quanta ℏωvib are also indicated. b)
Absorption and emission spectra resulting from the vertical transitions illustrated in a).

is assumed to stay constant during a transition so that it appears as a vertical tranistion in the
energy diagram, starting from the lowest vibrational level.46 Hence the transition probability
I0−m between the 0th vibrational level of S0 and the mth level of S1 can be described by a
Poisson distribution,45 provided that the thermal energy kBT >> ℏωvib:

I0−m = Sme−S

m! (2.5)

S is called the Huang-Rhys parameter and evidently (from Equation 2.5) it can be described
as the ratio of 0-0 and 0-1 vibrational peak intensities. After the vertical transition, the
molecule relaxes into the new equilibrium coordinate and the associated reorganization energy
can be estimated as λ = Sℏωvib. Furthermore, in solutions as well as amorphous films the
transitions are inhomogenously broadened (and are not sharp lines). Thus, the vibrational
intensities are often multiplied by a Gaussian lineshape function (see Chapter 3.1) to model
absorption/emission spectra.

2.2.2 Spin factor and spin-orbit coupling

The final term in Equation 2.3 is the spin factor |⟨Ψspin,f|Ψspin,i⟩| which is equal to 0 or 1,
depending on whether the spin of the initial and final states involved in the transition are
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2 Excited states and optical processes in organic semiconductors

different or same. Thus, only the transitions within the same spin manifold (ex. S1 ← S0 or
Tn ← T1) are spin-allowed and the transitions such as T1 → S0 are spin-forbidden.
Nevertheless, if the orbital angular momentum (l) and spin angular momentum (s) couple
for an electron, then in order to conserve the total angular momentum (j = l + s) during
the transition, change in l can compensate for the change in s. Thus, spin-orbit coupling
(SOC) can provide a perturbation such that triplet state acquires some singlet admixture (i.e.,
contribution of a singlet state wavefunction to the triplet state wavefunction) and as a result
the spin-forbidden T1 → S0 can also obtain a finite decay rate. This is the reason behind
the observation of phosphorescence (T1 → S0) emission, which is distinct from fluorescence
(S1 → S0) emission. The magnitude of SOC is proportional to the fourth power of atomic
charge (ĤSOC ∝ Z4), therefore, a strong phosphorescence is observed for organometallic
complexes like Ir-complexes (or Pt-complexes) making them suitable for phosphorescent
OLEDs (Figure 1.3).16 Even for purely organic TADF emitters (no heavy atom effect), SOC
plays a crucial role in determining the reverse intersystem crossing (RISC) rate for the triplet
to singlet upconversion (see subsection 4.1.1).47,48

2.2.3 Non-radiative transitions: internal conversion and intersystem crossing

An isoenergetic transition from the 0th vibrational level of the initial state to the mth

vibrational level of the final state is termed as non-radiative transition and is usually followed
by rapid thermal relaxation. In contrast to the radiative transitions which are represented by a
vertical arrow, non-radiative transition is indicated by a horizontal arrow in the configuration
coordinate diagram. When the non-radiative transitions take place between two states of
the same spin manifold it is referred as internal conversion (e.g., Sn → S1 or Tn → T1)
and when it takes place between the states with different spin it is referred as intersystem
crossing (e.g., S1 → T1 or viceversa T1 → S1). For the description of experimental results,
the theory of non-radiative transitions was developed in the 1960s45,49–54 and it describes
that the radiationless transition rate exhibits an exponential dependence on the energy gap
(∆E) between the initial and final state, the so called energy gap law:54

kIC = exp

(
−γ ∆E

ℏωm

)
(2.6)

where γ is a constant and ℏωm is the vibrational energy of the final state.

2.3 Bimolecular processes

In addition to the intrinsic radiative and non-radiative processes discussed in Chapter 2.2,
the excitons can also interact bimolecularly with other excitons or polarons (charges). In an
exciton-exciton annihilation process, which occurs as a result of the interaction of two excitons,
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2.3 Bimolecular processes

Figure 2.4: Schematic illustrating the bimolecular triplet-triplet annihilation (TTA) process along with
other monomolecular decay processes (PF, prompt fluorescence; DF, delayed fluorescence; IC, internal
conversion; ISC, intersystem crossing; Ph, phosphorescence). The reaction of TTA can be given as T1 +
T1 → (TT)∗. Reproduced from Chapter 10.

one or both of these excitons are lost. While, in principle, both singlets and triplets can
interact, literature on singlet-singlet annihilation (SSA) and singlet-triplet annihilation (STA)
is rather limited and is mainly relevant to organic laser applications.55,56 This is because
the lifetime of singlet excitons is short and additionally, the singlet density in OLEDs under
typical operating (quasi-steady state) conditions is low. Triplet-triplet annihilation (TTA),
on the other hand, is a well documented process. Based on spin-statistics, the intermediate
triplet pair state (TT∗) created as result of the interaction of two triplets can give rise to
singlets, triplets and quintets with a probability of 1/9 (if ST T = 0), 3/9 (if ST T = 1) and
5/9 (if ST T = 2), respectively (Figure 2.4).41 However, the high energy of quintets prevents
these species from forming. Rather, the encounter results in the scattering of the triplets.57

As mentioned in Chapter 1, the singlet excitons formed as a result of TTA process can
produce additional emission at delayed timescales (and hence the name, delayed fluorescence)
which is distinct from the spontaneous emission of singlet excitons (prompt fluorescence).23

This is shown schematically in Figure 2.4. Thus, TTA can enhance the IQE of fluorescent
OLEDs when it contributes to DF via an up-conversion mechanism, however, it can be
detrimental to the performance of phosphoescent or TADF-based OLEDs since it leads to the
loss of a triplet exciton.58,59 In addition, triplets can also be quenched due to an interaction
with polarons (charges) and the process is known as triplet-polaron quenching (TPQ).60,61
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2 Excited states and optical processes in organic semiconductors

Both TTA and TPQ are considered to be the principle contributors towards the decrease
of OLED efficiency at high luminance, the so called roll-off effect in phosphorescent and
TADF-based OLEDs. Singlet-polaron quenching (SPQ) is not relevant in OLEDs due to
short singlet lifetime, however, it can play a significant role in organic lasers with high singlet
as well as high polaron densities.62,63
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3 Mechanisms of hopping transport

This chapter reviews the current understanding of hopping transport in organic semicon-
ductors, introduces the relevant theoretical formulations and describes how they can be
utilized to build a mechanistic model of charge and exciton transport in amorphous organic
semiconductor films. Concomitantly, this chapter also highlights the issues pertaining to the
appropriateness of different hopping mechanisms that have been a center of debate in the
literature.

3.1 Polaronic and disorder-controlled transport

Organic conducting materials can be roughly categorized into three broad groups: molecular
crystals, polymers and amorphous molecular materials. Present day OLED fabrication utilizes
the thermal deposition of amorphous molecular materials. Polymer LEDs offer another cost-
and material-efficient alternative as they can be manufactured by utilizing potentially cheaper
solution processing methods such as spin-coating, ink-jet printing or roll-to-roll printing.27 In
either case, the deposited films show little or no structural order. In this case, charge (and
exciton) transport is controlled by i) electronic coupling between the hopping sites, ii) the
static disorder (present due to variations in the intermolecular distances and orientations due
to the morphology of a film), and iii) the dynamic disorder due to the coupling of electronic
excitations to the intra- as well as intermolecular vibrations.
If the static or dynamic disorder effects become comparable to the nearest neighbor electronic
coupling, the wavefunction of a charge carrier gets localized to the molecular sites and the
transport can no longer be described by band transport. Hopping transport was first intro-
duced by Conwell and Mott in 1956,64,65 for impurity conduction in inorganic semiconductors,
when they found out that the conductivity increases with temperature in these systems -
an opposite effect to what is generally observed in inorganic semiconductors. This led to
the description of charge transport as a series of thermally activated non-coherent transfer
events, which is referred as hopping transport. The same behavior was observed in molecular
semiconductors. In 1959, Holstein developed a hopping transport model to describe the
charge transport in molecular crystals.66

The delocalized transport band can be destroyed either because of too much variation in site
energies (hereby referred as disorder-controlled transport) or too much change in the geometry
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3 Mechanisms of hopping transport

of a molecule between its neutral and charged/excited state (hereby referred as polaronic
transport). The pioneering theories of polaronic transport in the context of molecular crystals
were formulated by Austin and Mott,67 Emin68 and Holstein66 and the resulting transport
mechanism is similar to the Marcus theory of electron transfer in solution.69,70 Polaronic
transport happens if in a perfectly ordered crystal, the dynamic disorder leads to very
small coupling among the hopping sites as compared to electron-phonon coupling. As the
charged molecule couples to the surrounding molecules, it forms a small-polaron and the
transport of charge leads to structural reorganization of the organic molecule or a subunit of
a π-conjugated polymer. This results in a thermally activated nature of the transfer process.
In a semiclassical approach, starting with the Fermi’s golden rule, the rate of electron transfer
between isonergetic molecules can then be expressed as:67,69

kij,Marcus = 2π
ℏ
J2
√

1
4πλkBT

exp

(
− λ

4kBT

)
(3.1)

where λ is the reorganization energy; J is called the transfer integral and represents the
electronic coupling between the initial and final molecular site. Classical Marcus theory is
equivalent to the high-temperature limit of Holstein’s theory of small polarons.66,69 This
implies an Arrhenius-type temperature dependence of mobility:

µ(T ) = µ0 exp

(
− Ea

kBT

)
, Ea = λ/4 (3.2)

Figure 3.1: Illustration of Gaussian density of states
(Equation 3.3). Holes hop within the HOMO distribu-
tion while the electrons within the LUMO distribution.

However, most organic semiconductors used
in OLEDs are non-crystalline with variations
in the sites energies (static disorder or ener-
getic disorder) and intermolecular distances
(positional disorder). The electron (hole) is
located in the LUMO (HOMO) of a molecule
and hops to the LUMO (HOMO) of a neigh-
boring molecule, but the LUMO and HOMO
energies vary from one molecule to the next.
This is because, in an amorphous film, the
intermolecular distances vary randomly and
lead to a varied amount of polarization shifts
(i.e., the electrostatic interaction energy of
the charge on a molecule with the induced
dipole moment on the neighboring molecules)
for each molecule depending on it’s local
environment.71–74 Conjugated polymers can
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3.1 Polaronic and disorder-controlled transport

have an additional contribution as a consequence of the structural disorder of the polymer
chains. Using the central limit theorem, a Gaussian DOS (Figure 3.1) can then be used to
describe the distribution of energies14,75

ρ(ϵ) = 1√
2πσ

exp

(
−(ε− ε0)2

2σ2

)
(3.3)

where ε is the energy of a molecule and σ is the energetic width (disorder) of the Gaussian DOS.
Like charges, the excitonic states are also energetically disordered in organic semiconductors
(as mentioned previously in Chapter 2.1) and hence the excitons also show thermal activation
of transport.76–79 Nevertheless, exciton is a neutral excitation and as a consequence it is less
susceptible to polarization shifts induced by the local dielectric environment, therefore, the
energetic width of the excitonic DOS is often smaller as compared to the HOMO or LUMO
width.
For polaronic transport between isoenergetic molecules there is no difference between a
forward jump (from site i to j) and a backward jump (from site j to i), implying kij = kji.
After the introduction of static energetic disorder this symmetry is no longer preserved. The
uphill transitions require an activation energy while the excess energy is dissipated during a
downhill transition. In 1960, Miller and Abrahams formulated an expression for impurity
hopping in an n-type semiconductor.80 They assumed a constant density of final states which
leads to a constant rate when the energy difference between the sites ∆ε = εj − εi < 0 and
the rate of transition is weighed by a Boltzmann activation factor for ∆ϵ > 0:

kij,MA = J2 υ0 exp

(
−|∆ε|+ ∆ε

2kBT

)
(3.4)

The prefactor υ0 is known as attempt-to-hop frequency and is often fit to reproduce exper-
imental results. The theory is physically correct for molecular systems if the transfer at
∆ϵ ̸= 0 is activated by the absorption or emission of a single molecular vibration.81 Within
such a regime, the temperature dependence of low concentration, quasi-equilibrium mobility
deviates from an Arrhenius law and exhibits a

µ(T ) = µ0 exp

[
−CMA

(
σ

kBT

)2
]

(3.5)

law (where CMA ≈ 0.44 for a three dimensional system),14 assuming that the effects due to
geometrical relaxation are unimportant.

3.1.1 Superposition of polaronic and disorder effects

Though the pertinent static disorder as described by Bässler’s GDM (Equation 3.3) can
account for a wide range of experimental observations in amorphous organic semiconductor
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3 Mechanisms of hopping transport

Figure 3.2: Schematic illustration of Marcus theory of charge transfer when ∆ϵ is the energy difference
and λ is the reorganization energy between the initial and final states. The activation process required for
charge transfer is indicated by red arrows. Transfer from initial state to the final state occurs at the point
of intersection of the two potentials.

films (AOSFs), such as the transition from non-dispersive to dispersive transport or the
temperature and field-dependence of mobility, in some systems dynamic disorder needs to be
considered.14,82–84 Depending on the magnitude of reorganization energy it could result in a
significant polaronic nature of charge transport.85,86 This superposition must also be reflected
in the transition rate of charge carriers among the molecular sites. In Marcus theory69,70 one
can account for the energy difference between the initial and final state present due to the
static disorder by including the term ∆ε in the activation energy, thus resulting in the form

kij,Marcus = 2π
ℏ
J2
√

1
4πλkBT

exp

(
−(λ+ ∆ε)2

4λkBT

)
(3.6)

Strictly speaking, Equation 3.1 and Equation 3.6, based on classical Marcus theory are
valid only at high temperatures when thermal energy is much greater than the energies of
all relevant phonon modes (kBT >> ℏω). If this is no longer the case, the reorganization
energy needs to be separated into a contribution from high energy vibrations treated in a
quantum mechanical manner (λqm) and a contribution from low energy vibrations treated
classically (λcl). The corresponding expression for transfer rate is often referred to as
Marcus-Levich-Jortner formalism and it extends the validity of Marcus theory to intermediate
temperatures.87–89

To account for the superposition of polaronic and disorder-controlled transport, the tem-
perature dependence of mobility needs to be modulated as well. An important step in this
direction was made by Parris,90 who formulated a corresponding analytic theory for one
dimensional polaronic hopping in a disordered landscape. Currently, there is a consensus
that the activation energy for the temperature dependence of mobility can be decoupled into

22



3.2 Transfer integrals: Förster and Dexter transfer

a disorder and a polaron contribution and their relative weight can be quantified by the so
called C factor in the expression for the effective polaron mobility:85,86,90–96

µ(T ) = µ0 exp

[
− Ea

kBT
− C

(
σ

kBT

)2
]

(3.7)

While the study by Fischuk et al.86 showed that the C factor depends on the ratio of σ
and Ea, a point of debate is whether the universal scaling relation (implying a constant C
factor) regarding the polaron formation energy is really obeyed, as recently claimed in the
literature.85,96 Also, though it is commonly accepted that both static and dynamic disorder
can contribute to charge transport, an issue is related to the question whether or not the
simpler material-independent MA type hopping rate is sufficient for the interpretation of
charge transport measurements instead of Marcus rate.97 These impending issues have been
investigated in Chapter 8 of this thesis.

3.2 Transfer integrals: Förster and Dexter transfer

While, in the previous sections, we discussed different regimes of transport and the associated
transition rate theories which can account for hopping between molecular sites, we did not
discuss the perturbation term J in Equation 3.1, Equation 3.4 and Equation 3.6 which allows
the carrier transfer to occur. Carrier transfer can take place via two mechanisms: Förster
resonant energy transfer (FRET) and Dexter energy transfer (DET).
The excitation transfer phenomenon between fluorescent molecules was described by Theodor
Förster in 1948.98 Utilizing the first order perturbation theory, Förster described the transfer
integral (J) for excitation transfer by the transition dipole coupling of the donor and acceptor
molecules99

J2
F örster ∝

µ2
Dµ

2
A

R6 (3.8)

In Förster theory, the squared transition dipole moment of the donor (µ2
D) is obtained from

the donor lifetime (τ) and the acceptor squared transition dipole moment (µ2
A) is obtained

from the spectral overlap of the donor emission spectrum and acceptor absorption spectrum,
which is included in the parameter called Förster radius (RF ), to yield:

J2
F örster = 1

τ

(
RF

R

)6
(3.9)

It is important to note that for the Förster transfer to occur, the transition from the excited
state to the ground state has to be an allowed transition. This implies that in fluorescent
molecules only the Förster transfer of singlets is allowed, while it is forbidden for triplets. In
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3 Mechanisms of hopping transport

phosphorescent molecules, owing to strong spin-orbit coupling, Förster transfer is allowed for
triplets as well.
In 1953, Dexter developed a more general theory for excitation transfer in inorganic solids
based on exchange mechanism.100 Based on Dexter mechanism, the interaction exhibits an
exponential dependence on the wavefunction overlap:

J2
Dexter = exp(−2γR) (3.10)

where γ is called the inverse localization length. Charge transport as well as triplet transport
in fluorescent molecules occurs via Dexter exchange mechanism.

3.3 Spatially correlated energy landscape

The experimental electron or hole mobility (µ) is often found to obey the empirical Poole-
Frenkel ln(µ) ∝

√
F dependence on electric field (F ).101 Within GDM (Equation 3.3)14 as

well as it’s subsequent extension, the so-called extended GDM (EGDM)102–104 developed to
include the carrier density dependence of mobility, such a field dependence is indeed found;
albeit only in a narrow field range. Gartstein and Conwell argued that a wider field range
applicability of Poole-Frenkel type dependence requires that the energy levels must be spatially
correlated.105 In Bässler’s GDM (and EGDM) such spatial correlations between the energies
of the hopping sites were diregarded, however, they can be can expected in real world organic
solids. The physical origin of such correlations could be ascribed to the permanent dipole
moments present in some molecules,105–108 the quadrupole moment present in all π-conjugated
polymers, short-range order due to the packing of the film or long-range thermal fluctuations
in molecular geometries.109 After the incorporation of correlation effects, an extended range
of Poole-Frenkel field-dependence was indeed found by Novikov and coworkers.107,108 The
dominant contribution to such correlations comes from the charge carrier interaction with
the field of randomly oriented permanent dipoles. The resulting energy Ei of the site i is
then taken to be the electrostatic energy resulting from the charge carrier interaction with
the permanent dipole moments (dj) of equal magnitude d but randomly oriented on all other
organic molecules j ̸= i110

Ei = −
∑
j ̸=i

edj ·Rij

ϵ0ϵr|Rij |3
(3.11)

where e is the unit charge, ϵ0 is the vacuum permittivity and ϵr is the dielectric constant of
the material. The resulting DOS is Gaussian,107,111 with an energetic width, σ ∝ d and the
correlation function (Cij), which quantifies the degree of correlation between sites separated
by a distance Rij , exhibits a 1/Rij dependence.108 The energy landscape thus obtained can
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3.4 Mechanistic modeling of charge and exciton transport

Figure 3.3: Illustration of spatially correlated disorder. The variation of site energy with space is shown
for a system with a) uncorrelated (random) disorder b) correlated disorder. After Novikov et al.107

be thought as one in which large-scale potential energy variation superimposes on small scale
fluctuations in energy, as depicted in Figure 3.3. This amended version of GDM is called
correlated disorder model (CDM).

Correlation effects play a lesser role at high electric fields and for the case of non-polar
materials, however differences between GDM and CDM arise when describing the motion of
charges at low electric fields (< 105 V/cm) and in particular with molecules carrying some
permanent dipole moment. The effects are also less important when considering the motion
of excitons (neutral excitations). Though CDM has been crucial in predicting the field
dependence of mobility in organic semiconductors, nevertheless, it has not been considered
important for reproducing the temperature dependence of mobility or for describing the
energetic relaxation of charges within the DOS. This is precisely the subject of study in
Chapter 9 of this thesis.

3.4 Mechanistic modeling of charge and exciton transport

The theories described for charge and exciton transport (Chapter 3.1) can all be linked
with the expressions of transfer integral (Chapter 3.2). This general scheme is schematically
depicted in Figure 3.4. Now that we know different charge and exciton transfer theories and
different parameters which can affect such transport we will discuss how to simulate the
transport on the scale of a film (or device). Transport to a particular site j is controlled by
its (time-dependent) occupational probability pj and the rate of transport from site i to site
j, kij . The hopping transport can then be described by a general master equation:112
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3 Mechanisms of hopping transport

Figure 3.4: Schematic linking the different exciton and charge transfer theories to the transfer integral
(J) and density of states (ρ) in Fermi’s golden rule.

dpi(t)
dt

=
∑
j ̸=i

[−kijpi(t)[1− pj(t)] + kjipj(t)[1− pi(t)]] (3.12)

In the limit of low carrier concentration, pipj ≈ 0. Additionally, the lifetime of a charge and
especially of an exciton is not infinite i.e., they can decay with a rate λi. After incorporating
these into the master equation:82

dpi(t)
dt

=
∑

j

[−kijpi(t) + kjipj(t)]− λipi(t) (3.13)

Equation 3.13 can be solved numerically using 3D master equation simulations or analytically
by using theories such as effective medium approach75,82,86,113 and multiple trapping and
release formalism112,114–119 (see Chapter 8 for more details). Alternatively, mechanistic kinetic
Monte Carlo (KMC) simulations can be utilized with an arbitrarily adjustable degree of
disorder.14,120–122

In recent years, off-lattice simulations considering actual morphologies of the molecular
materials, generated by molecular dynamics simulations, have been extensively developed to
include increasing amount of molecular details.123–127 This is done as a part of an endeavor
to predict the macroscopic properties of organic semiconductors (such as mobility) starting
from their molecular structure. However, in this thesis I have utilized lattice based KMC
simulations, except for the case of triplet transport in conjugated polymers (Chapter 10).
In the latter case, the approach suggested by Athanasopoulus et al.78,79 is used to generate
simple (parallel or grid-like) chromophore morphologies. Though more complex morpholgies
can be generated using the more sophisticated approaches (as discussed above), the simple
approaches used in this thesis have often been found to sufficiently capture the essential
physical aspects at a reasonable computational cost. After the morphology generation, the
lattice sites are assigned energies based on GDM (Equation 3.3) or CDM (Equation 3.11)
and either single excitation (Chapter 8, Chapter 9) or multiple excitations (Chapter 10) are
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3.4 Mechanistic modeling of charge and exciton transport

generated within the DOS. The excitations can hop based on their respective transition rates
(Figure 3.4) or decay according to their respective decay rates in a stochastic manner; which
in this thesis has been implemented by using mechanistic KMC simulations. The protocol
adopted for the kinetic implementation of KMC simulations is as follows. For each event i (of
each excitation) the rate ki is calculated. For the selection of an event, firstly for each event
i the partial sum Si = ∑i

β=1 kβ is evaluated. A random number ϕ ∈ (0, 1] is drawn randomly
and from all possible events, the event i for which Si−1 < ϕkT ⩽ Si holds is selected, with
kT = ∑N

β=1 kβ, N being the total number of events. The selected event is executed and the
simulation time (t) is updated by the waiting time, τw = −ln(X)/kT , where X is a random
number between 0 and 1. Results are obtained by averaging over several number of trials.
Specific details regarding the simulation technique relevant to individual chapters (Chapter
8-10) are detailed therein.
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4 Donor-acceptor strategy for the design
of TADF emitters and bipolar hosts

The chemical design of thermally activated delayed fluorescence (TADF) emitters as well
as bipolar host materials relies heavily on the donor-acceptor strategy in which donor (D)
and acceptor (A) moieties are linked either directly or via an aromatic bridge.22,32,33,128–130

This chapter summarizes the state-of-the-art chemical design strategies of TADF emitters
and bipolar host materials as well as the current state of research on the photophysical and
reverse intersystem crossing (RISC) mechanism studies of TADF emitters.

4.1 Emission from intramolecular charge transfer states

TADF was first reported in 1929 by Perrin et al.131 and subsequently characterized in detail
by Lewis et al.132 in solid state and Parker et al.133,134 using Eosin dye. This study on Eosin
is the reason that TADF was also known as E-type delayed fluorescence in the past. In 2012,
Adachi and coworkers,22 exploited the TADF mechanism for triplet harvesting in OLEDs
and demonstrated highly efficient electroluminescence with purely organic molecules. This
pioneering work has been a driving force for a significant research interest in understanding the
photophysics of TADF process. As discussed in Chapter 2, the performance of TADF emitters
depends on the energy difference (∆EST ) between the lowest energy singlet and triplet excited
states which in turn depends on the exchange energy (K) between the two unpaired electrons
(one in HOMO and the other in LUMO) in the excited state (Chapter 2.1).25 Thus, ∆EST

can be minimized by minimizing K, i.e., by decreasing the overlap between the HOMO and
LUMO.25,135,136 D-A type molecules, which favor D to A electron transfer in the excited
state, thus prove to be quite useful in obtaining small ∆EST values and hence in achieving
an efficient up-conversion of triplets via RISC mechanism.137

In view of this background, the development of small molecule (or in other words, low
molecular weight amorphous molecular materials) TADF emitters relied robustly upon the
minimization of ∆EST .128,138 In general, adopting a D-A type architecture leads to reduced
∆EST , as discussed above. However, further reductions in ∆EST were reported using various
other strategies. For example:
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4 Donor-acceptor strategy for the design of TADF emitters and bipolar hosts

• as reported by Dias et al.,139,140 twisted geometries with near-orthogonal D-A relative
orientation lead to even smaller ∆EST values.

• increasing the D-A distance (by introducing an aromatic linker between them) also
leads to similar effects.141–143

• even with identical D-A dihedral environments, owing to positional differences in the
acceptor strengths associated with inductive and resonance effects in the aromatic
π-systems, smaller ∆EST values are achieved in meta-isomers as compared to para-
isomers.144,145 For further discussion regarding the effect of relative position of donor
and acceptor moieties on the TADF properties, the reader is referred to the review
article by Xie et al.146

The strong D-A nature of TADF emitters and the associated D to A electron transfer in the
excited state, results in the formation of excited states with intramolecular charge transfer
(CT) character.147–149 Experimental evidence of the CT character of excited states comes
from the solvatochromism observed in their emission. The bathochromic spectral shift with
increasing solvent polarity is a result of the electrostatic interaction between the dipole of
the solvent molecules and the excited state dipole of the TADF molecules, the latter arising
as a consequence of the redistribution of electronic density in a CT state.149 Unfortunately,
as outlined in the article by Olivier et al.150 as well as in the review article by Dias et
al.,139 a subtle trade-off exists between the RISC efficiency and the oscillator strength (cf.
subsection 2.2.1) of the excited singlet state. While negligible orbital overlap leads to small
∆EST , it also leads to weak electronic coupling between the ground and excited state which
results in low oscillator strengths, low radiative rates and, as a consequence reduced radiative
efficiency values.139,150

A simplified three-level energy diagram depicting the rates of radiative and non-radiative
transitions from and between the first excited singlet and triplet states for a TADF emitter
is shown in Figure 4.1a. TADF can be identified experimentally from a transient PL decay
profile, as illustrated in Figure 4.1b. The PL decay for a TADF emitter comprises of a prompt
fluorescence (PF) decay in the timescale of a few ns to ≈100 ns and a delayed fluorescence
(DF) decay in the µs time scale.135,138,139,151–154 The RISC process within the regime of
first order perturbation theory has been proposed to increase exponentially with increasing
temperature (T ) i.e., kRISC ∝ exp (−∆EST /kBT ), therefore, the intensity of DF increases
with increasing temperature (Figure 4.1b). This is considered as an indication of TADF.137

4.1.1 Reverse intersystem crossing mechanism

Using the classical Marcus expression (Equation 3.6) for the Franck-Condon weighted density
of final states, kRISC can be expressed within the limit of first order perturbation theory by
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4.1 Emission from intramolecular charge transfer states

Figure 4.1: a) A three-level Jabolinski diagram showing transitions from and between lowest energy singlet
(S1) and triplet (T1) excited states. kr and kIC indicate radiative decay and internal conversion rates,
respectively. The rate of conversion of singlet state to the triplet state and the reverse process are denoted
as intersystem crossing rate kISC and reverse intersystem crossing rate kRISC , respectively. b) Schematic
illustration of transient PL decay on a log-log scale consisting of prompt fluorescence (PF) decay in the ns
time scale and delayed fluorescence (DF) decay in the µs time scale. Also shown is the evolution of DF
intensity with increasing temperature (T ).

Fermi’s golden rule:48,155–161

kRISC = 2π
ℏ
|⟨S1|ĤSOC |T1⟩|2

√
1

4πλkBT
exp

[
−(λ+ ∆EST )2

4λkBT

]
(4.1)

where λ represents the Marcus reorganization energy and ⟨S1|ĤSOC |T1⟩ represents the spin-
orbit coupling (SOC) matrix element for the transition from T1 to the S1 state. However, in
D-A type TADF emitters, both, the lowest singlet and triplet states are of CT character, thus,
the direct RISC between these states should be very inefficient because of the vanishing SOC
between the states of similar character.160,162,163 This is because, for the singlet and triplet
states with the same spatial orbital occupation, any change in spin cannot be compensated
by a corresponding change in orbital angular momentum and as a consequence the total
angular momentum can no longer be conserved (El-Sayed rule).164,165 To justify the RISC
mechanism in these molecules, Monkman, Penfold and coworkers166–170 proposed that the
non-adiabatic vibronic coupling (Ĥvib) between a triplet CT (3CT) state and a higher energy
triplet locally excited (3LE) state can promote the RISC by opening the possibility of second
order coupling effects to allow the spin-orbit coupling to the singlet CT (1CT) state, yielding

kRISC = 2π
ℏ

∣∣∣∣∣⟨1ΨCT|ĤSOC |3ΨLE⟩ ⟨3ΨLE|Ĥvib|3ΨCT⟩
δ (3ELE − 3ECT )

∣∣∣∣∣
2

δ
(

3ELE − 1ECT

)
(4.2)

where ψ and E represent the wavefunction and energy value of the respective CT and LE states;
δ represents a delta function.166,170 Nevertheless, there is a plethora of CT-type molecules to
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4 Donor-acceptor strategy for the design of TADF emitters and bipolar hosts

which this mechanism does not apply, for example, the molecules where the locally excited
states are much higher in energy than both S1 (1CT) and T1 (3CT) states.22,29,47,150,171 Thus,
any higher lying locally excited Tn state is also too destabilized to be implicated in any
significant fashion to the RISC process via second order spin-vibronic coupling mechanism.
As detailed in Chapter 11, this is also the case for TADF dendrimers investigated in this thesis
(Chapter 11 and Chapter 12). Therefore, in this case, the RISC rate warrants consideration
of other factors (∆EST , SOC, λ) within the limit of first order perturbation theory.

4.2 Bipolar host materials

As mentioned in Chapter 1, neat emitter layers show self quenching which results in the
decrease of radiative efficiency of the emitter with increasing emitter concentration and
thus it is necessary to disperse the emitters in suitable host matrices. These hosts have
several requirements such as, having a high singlet and triplet energy, suitable HOMO and
LUMO levels for the device applications, chemical and thermal stability and balanced hole
and electron mobilities (i.e., bipolar transport).33,172 One of the recent challenges is the
development of efficient and stable blue host-emitter systems which can replace the less
efficient 1st generation fluorescent ones, currently used in commercial OLED displays.173

So far, the reported hosts with a triplet energy suitable for blue OLEDs (ET > 3 eV) are
mostly unipolar. A majority of them use less stable groups such as phosphine oxide,33,174–178

DPEPO (bis(2-(diphenylphosphino)phenyl)ether oxide; ET = 3 eV) being one of the most
commonly used host material for blue TADF emitters.36 With the advantage of being stable,
carbazole based hosts have also been developed.128 Most of these carbazole-based hosts are
suitable for greenish-blue emitters but not for blue OLEDs as their triplet energy is less than
3 eV. Additionally, the dominating hole transporting nature of these host materials leads to
the recombination of injected charges to be near the interface of emissive layer and electron
transport layer.36,37 This is detrimental to the efficiency, color point as well as lifetime of the
OLEDs.
Host materials based on the D-A type architecture show good electrical performance in
terms of balanced charge carrier transport as compared to only D- or A-type (unipolar)
host materials.38,39,179 There are several reports of enhanced efficiency and reduced efficiency
roll-off at high luminance when using bipolar D-A type hosts.33,180 However, as mentioned
above for the case of TADF emitters, the D-A chemical design leads to strong intramolecular
CT character of the lowest triplet state and consequently a lower ET . The formation of a
CT state can be impeded either through meta-substitution which lacks the resonance, or by
using a sterically twisted geometry, or by using linkers to interrupt the π-conjugation or by
using chemical motifs with disrupted π-conjugation.181–183 In general, bipolar host materials
remain less developed in comparison to the emitters, therefore some structure-property
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relationship investigations need to be performed to establish chemical design strategies for
the advancement of this field. To contribute to the development of these strategies, the role of
acceptor motifs with restricted π-conjugation in achieving high triplet energies is investigated
in Chapter 13 of this thesis.
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5 Overall context and summary

The aim of this thesis is to develop a deeper understanding of charge and triplet transport
in organic semiconductors. In particular, the objective is to comprehend which molecular
parameters control the transfer of charges and excitons within and between the chromophores.
I also aim to use the insight gained to optimize the intramolecular energy transfer with a
view to optimize the OLED materials for enhanced OLED performance. This dissertation
addresses this issue in six chapters. They can be grouped into two parts. An overview over
the relation between different chapters is depicted in Figure 5.1.
In the first part of this thesis (Chapters 8-10), I focus on understanding the intermolecular
charge and triplet transport using kinetic Monte Carlo (KMC) simulations. With KMC
simulations, I was able to disentangle the effect of each individual material parameter (such
as the degree of electronic coupling between the hopping sites, the static energetic disorder
and the reorganization energy) and morphological property on charge transport and various
photophysical processes associated with the triplet excitons. This allowed me to determine the
crucial parameters affecting the transport of charges and triplet excitons in microscopically
disordered materials such as amorphous organic semiconductor films (AOSFs). In Chapter 8,
I investigated the relative impact of static and dynamic disorder on charge transport in
organic semiconductors. Further, I advanced the single-excitation KMC algorithm developed
during the previous work to investigate the impact of spatial correlations among the energies
of the organic molecules on the energetic relaxation of charges within the DOS in Chapter 9.
Having understood the important factors for charge transport in AOSFs, I then turned
my attention to triplet transport in Chapter 10 and investigated triplet-triplet annihilation
(TTA) in a system of conjugated polymers using multi-excitation KMC simulations. TTA
involves the collision of two triplets and thus depends on the diffusivity of triplet excitons.
Therefore, studying TTA in a model system allowed me to understand the fundamentals
behind the intermolecular triplet transport in AOSFs. Additionally, this also allowed me to
systematically comprehend which material parameters need to be optimized for obtaining
efficient room temperature TTA in polymeric semiconductors. This information is useful
for the design of efficient TTA-based delayed fluorescent emitters. Likewise, for establishing
the design rules of an efficient TADF emitter, it is imperative to determine the molecular
parameters affecting the RISC process. Thus, the investigations in the second part (Chapters
11-13) of this thesis are concerned with the intramolecular charge transfer (CT) processes
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Figure 5.1: Schematic overview of the structure of the thesis.

and transitions between the excited states. For this purpose, detailed insight in molecular
photophysics is required and I aimed to obtain this by using spectroscopic methods such as
absorption and emission spectroscopy. In Chapter 11, I systematically investigated the effect
of regiochemistry of the dendrimers, notably the connection of donor and acceptor moeities
via meta- or para- position on a phenyl ring, on the intramolecular reorganization energy
and how this affects the RISC rate. The insights obtained in Chapter 11 were utilized in
Chapter 12 to illustrate how the design of TADF dendrimers can be improved further by
combining the synergistic effects of para- and meta-connected dendrons. Moreover, TADF
emitters are often doped in a host matrix to prevent diffusion assisted detrimental bimolecular
effects caused by long-lived triplet states. Aside from other electrical, thermal, and chemical
properties, host materials must have high triplet energy; high enough to confine the excitons
on the emitter, which is particularly challenging for blue-emitting OLEDs. Therefore, in
Chapter 13, I equally systematically investigated the role of chemical motifs with restricted
π-conjugation in yielding high triplet energies.
The following text summarizes the content of individual chapters forming this dissertation.
A more detailed description is given in Chapter 6. In the study presented in Chapter 8,
I address the role of dynamic disorder, as expressed in terms of reorganization energy, on
charge transport in AOSFs. As outlined in Chapter 3.1, while it is generally accepted that
the activation energy of thermally activated transport can be decoupled into a disorder and
a polaron contribution, their relative weight is still debatable. This feature is quantified
in terms of the so-called C factor in the expression for the effective polaron mobility:
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µe = exp[−Ea/kBT − C(σ/kBT )2)], where Ea and σ are the polaron activation energy and
the energy width of a Gaussian DOS, respectively. A key issue is whether the universal
scaling relation (implying a constant C factor) regarding the polaron formation energy is
really obeyed, as recently claimed in the literature.96 To investigate this issue, I developed
a single particle grid-based kinetic Monte Carlo (KMC) code to monitor the motion of
excitations as hopping events in a three-dimensional simulation box based on Marcus theory
for polaron hopping rates. In conventional “DOS simulations”, the excitation generated
at an arbitrary site within the DOS exhibits an initial non-equilibrium transport, until
a quasi-equilibrium between the downward hops and thermally activated upward hops is
attained.82 This non-equilibrium nature of the simulated diffusivity affects the resulting
transport properties. Therefore, to differentiate equilibrium transport from non-equilibrium
transport, I introduced “ODOS simulations” (ODOS: occupational DOS) where the initial
(t = 0) energy of the charge is chosen from a DOS centered at the equilibrium energy
(ϵeq = −σ2/kBT ) below the DOS center with the same energetic width σ. I demonstrated
that the C factor turns out to depend on whether the transport has reached equilibrium or
not, and on the degree of carrier localization, i.e., the electronic coupling between the hopping
sites. Moreover, it changes with the σ/Ea ratio. This clarified the non-existence of universal
scaling law. Furthermore, I utilized the KMC results to analyze the experimental charge
transport data available in literature,184 and demonstrated that virtually the same disorder
parameters (σ) are determined irrespective of whether the data are interpreted in terms
of Marcus or Miller-Abrahams (MA) rate. This implies that molecular reorganization, i.e.,
dynamic disorder, contributes only weakly to charge transport. Thus, this work “legitimizes”
the use of simple MA rate model for the description of charge transport in AOSFs. This is a
key message of this study, especially relevant for experimentalists, who routinely use GDM
for the analysis of charge transport measurements and naturally want to know to what extent
this zero-order material-independent approach is accurate in determination of the width of
the DOS.
In addition to charge transport measurements, the low temperature thermally stimulated
luminescence (TSL) technique can also be applied to probe the energetic disorder of localized
states in organic semiconductors. The TSL curve maps the distribution of these localized
charge carriers within the ODOS. TSL experiments conducted by Andrei Stankevych (Institute
of Physics, Kiev), on the thin films of 18 commonly used small molecule OLED materials
(used as hosts, emitters, hole/electron transport materials in OLEDs) demonstrated a quite
general phenomenon, i.e., σ scales linearly with σODOS and that it leads to an universal ratio
of σODOS/σ ≈ 2/3. This implies a significant narrowing of ODOS distribution formed at low
temperatures as compared to the DOS width. In order to gain deeper insight into this effect I
performed variable time step KMC (vt-KMC) simulations of charge-carrier energy relaxation
process as vt-KMC simulations, owing to a non-linear increase in the time step as charge
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carriers relax in energy, allow us to probe the long-time limit of the relaxation of the charges
(at reasonable computational cost). This renders the simulation results to be suitable for
comparison with the TSL experimental results. In the work presented in Chapter 9, using
vt-KMC simulations, I found that such “spectral narrowing” effect is a genuine property of
the hopping carrier relaxation at low temperature within a Gaussian distribution of localized
states. However, a quantitative agreement with the TSL experimental data for the ODOS
width could only be obtained after the inclusion of energy correlations, that are indeed present
in polar OLED materials (Chapter 3.3). This is a key finding of this work, as in the previous
studies correlations have never been considered important for reproducing the temperature
dependence of the mobility or to describe the energetic relaxation of the charges.
Like charges in AOSFs, triplets also diffuse via short range exchange mechanism and hence
triplet diffusion, and consequently the bimolecular TTA process, is thermally activated. More-
over, revived interest in TTA is stimulated by the present endeavor towards the development
of efficient delayed fluorescence (DF) based OLEDs since TTA can enhance the internal
quantum efficiency of OLEDs when it contributes to DF via an up-conversion mechanism.
No matter how efficient the triplet-to-singlet up-conversion process is, a first requisite is
that the two triplets meet efficiently and do not end up at the non-radiative quenching
centers. Thus, in the study presented in Chapter 10, I focused on understanding the material
parameters and the morphological properties affecting triplet diffusion and established ground
rules for obtaining efficient TTA in polymeric semiconductors at RT (where devices typically
operate). I advanced the KMC simulations from single-excitation simulations to multi-
excitation simulations, to account for the annihilation effects. These simulations were also
advanced to contemplate different morphologies for the consideration of conjugation effects
in the polymeric systems, as suggested by Athanasopoulos et al.79 In the study presented
in Chapter 10, I utilized these KMC simulations to study the complex interplay between
bimolecular TTA and monomolecular quenching processes (at non-radiative trap sites). An
essential message of this study is that the DF features a maximum at a temperature that
scales as σ/kBT . I found that optimizing the TTA process, and concomitantly the yield of
DF, to peak at RT is possible. This requires (i) a high disorder and therefore dispersive
transport (in the range of σ/kBT ≈ 3), (ii) a high sample purity (< 1017 quenching sites per
cm3), and (iii) a transport morphology and conjugation length with many contact points
that enables isotropic hopping. In addition, a key message of this study is that energetic
disorder has an additional role in promoting bimolecular TTA process. It causes filamentary
transport which enhances the triplet density in the energetic valleys, thus increasing the
probability of two triplets to encounter each other rather than an impurity. Moreover, the
choice of hopping rate (Marcus or MA rate) is not critical when considering the yield of
TTA events. This implies that geometric reorganization has little to no impact on charge
(Chapter 8) as well as triplet (Chapter 10) transport between the chromophores.
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Forming a transition to the next part of this thesis, it is necessary to emphasize that while
on one hand, the TTA-based delayed fluorescent emitters employ diffusion assisted TTA
process for the conversion of non-emissive triplet states to the emissive singlet states, on the
other hand, TADF-based emitters employ the small singlet-triplet energy difference driven
RISC process to mediate the transition from triplet excited state to the singlet excited state.
Therefore, it is important to investigate the material parameters controlling the intramolecular
charge transfer and transitions between the excited states. For this purpose, I adopted an
experimental approach involving steady-state and time-resolved photophysical measurements
(in solutions and in films) along with the interpretation of quantum chemical calculation
results.
In the study presented in Chapter 11, I investigated TADF dendrimers with multiple dendritic
electron-donating moieties (carbazole based donor dendrons) connected to a central electron-
withdrawing triazine core via a para- or a meta-phenylene bridge. Dendrimers allow for easy
solution-processed manufacture of large-area devices. However, the potential of dendrimers
exhibiting TADF as emitters in solution-processed OLEDs has to date not yet been realized.
This in part is due to a poor understanding of the structure-property relationship in dendrimers
where reports of detailed photophysical characterization and RISC mechanism are lacking.
To address this void, I utilized absorption and solvatochromic photoluminescence studies in
solution to probe the origin and nature of the lowest excited states in these systems. Moreover,
I did comparative time-resolved and temperature-dependent solid-state photoluminescence
measurements to show that the meta-dendrimers possess smaller adiabatic singlet-triplet
gap (∆EST ), several times higher reverse intersystem crossing rate (kRISC) and thus the
corresponding OLEDs exhibit improved electroluminescence (EL) performance. ∆EST

was found to be lower in meta-dendrimer (tBuCz3mTRZ) as compared to para-dendrimer
(tBuCz3pTRZ) (80 vs. 100 meV). However, according to Boltzmann distribution this ∆EST

difference can only lead to 40% (1.4 times) enhancement of RISC and thus was not sufficient
to explain the seven-fold increase in kRISC , in going from para- to meta-connected dendrimer
alone. Thus, I elicited other factors within the first order perturbation theory that can be
considered in the chemical design other than ∆EST (see subsection 4.1.1 for more details).
Combining photophysical results with quantum chemical calculation results, I demonstrated
that smaller ∆EST , greater spin orbit coupling (SOC), and smaller reorganization energy (λ)
blend to lead to a faster kRISC in meta-dendrimer as compared to the para-analogue. Though
the molecular design of donor-acceptor TADF emitters has most often focused on either
the minimization of ∆EST or the enhancement of SOC, the role of λ has been frequently
overlooked. What Chapter 11 describes is, that λ can play an important role in enhancing
kRISC , and that this can be modulated as a function of the regiochemistry of the donor
dendrons about the central acceptor.
As detailed in Chapter 4.1, the donor-acceptor strategy adopted for the design of TADF
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5 Overall context and summary

emitters results in the minimization of electronic exchange energy and thus reduced ∆EST

values. However, this also leads to low oscillator strength and radiative singlet decay rate.
The conclusions derived from the study presented in Chapter 11 clearly revealed that meta-
connection dendrimers possess several design advantages over para-connection dendrimer with
respect to enhancing RISC. It also demonstrated that the more conjugated para-connected
dendrimer exhibited higher radiative decay rate, owing to the greater hole-electron density
overlap of the lowest energy singlet charge transfer (1CT) state. These results were used
to further improve the design of TADF dendrimers in the work presented in Chapter 12;
by combining the synergistic effects of meta- and para-connected dendrimers. Through the
introduction of both para- and meta-connected donor dendrons about the triazine acceptor,
the dendrimer tBuCz2m2pTRZ was then found to not only inherit a high RISC rate, large
oscillator strength, but also exhibited a desired suppressed concentration quenching as evident
by the improved OLED performance.
Aside from emitters, host materials need to be optimized as well for the fabrication of efficient
and stable OLEDs. In particular, the detrimental effects of longer-lived triplet excitons
(Chapter 2.3) need to be suppressed by their confinement on the emitter molecules for
which host materials with high triplet energy is an essential requirement. This is particularly
challenging for blue OLEDs as it requires a host triplet energy to be greater than 3 eV. So finally
in the work presented in Chapter 13, I investigated a series of donor-acceptor type bipolar
host materials based on acridine (donor) and three different pyrimidine moieties (acceptors)
with a different size of the conjugated system of pyrimidine, namely 2-phenylpyrimidine
(2PhPy), 1-phenylpyrimidine (1PhPy) and methylpyrimidine (MePy). I performed steady
state photophysical measurements in solution (toluene and mTFH) to illustrate how, via
careful molecular modifications, it is possible to limit the conjugation of pyrimidine leading
to high triplet energies (of >3 eV). While for 2PPA and 1PPA (2PP, 1PP and A represent
2PhPy, 1PhPy and acridine, respectively), the 3LE state localized on the acceptor moieties
2PhPy and 1PhPy is the lowest triplet energy with an onset at around 2.9 eV, this is no
longer the case when the conjugation is reduced to MePy in 1MPA (1MP and A represent
MePy and acridine, respectively). The triplet state for the MePy unit is found to be well
above the onset of phosphorescence of acridine unit. As a result, in 1MPA, the lowest triplet
state is found to have an onset at 3.07 eV. Through detailed spectroscopic investigation
and quantum chemical calculations, the nature of this triplet state is attributed to a mixed
CT-LE character, where the LE contribution is from the acridine unit. To demonstrate the
potential of 1MPA as a host material, sky blue TADF OLEDs with electroluminescence peak
at 491 nm and a maximum external quantum efficiency of 13.6%, combined with low roll-off
were achieved. The host 1MPA was also shown suitable for deep blue TADF OLEDs.
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6 Contents of the individual publications

The following sections provide detailed summaries of the publications included in this thesis.
The author’s contributions for all the publications are detailed in Chapter 6.7.

6.1 Role of the Reorganization Energy for Charge Transport in
Disordered Organic Semiconductors

The work presented in Chapter 8 deals with the relative impact of static and dynamic disorder
on charge transport in amorphous organic semiconductor films (AOSFs). As outlined in
subsection 3.1.1, charge transport in AOSFs can be described by a superposition of polaronic
and disorder-controlled transport. There is a consensus within the community that the
transition rate for charge transport among the molecular sites can be described by classical
Marcus theory (Equation 3.6) and that the activation energy of the thermally activated
transport can be split into a disorder-controlled term and a polaronic term (reproducing
Equation 3.7):

µ(T ) = µ0 exp

[
− Ea

kBT
− C

(
σ

kBT

)2
]

(6.1)

where µ0 is the infinite temperature mobility, Ea (= a quarter of the reorganization energy,
λ) is the polaron activation energy, and σ is the energetic width of a Gaussian DOS. However,
what has been in debate over the years is, the numerical value of C factor, which weighs
the relative contribution of disorder and polaron effects in Equation 6.1. Recently, this issue
was investigated by Fishchuk et al. by combining effective medium approximation (EMA)
calculations and KMC simulations.86 They showed a dependence of C factor on the σ/Ea

ratio which has also been confirmed by various other approaches.93–95 Nonetheless, there
have also been contrasting reports questioning the variability of C factor in Equation 6.1.96

In view of this, I specifically intended to answer two conceptual questions in this work: i)
Whether an universal scaling relation, implying a constant C factor, regarding the polaron
formation energy is really obeyed or not? ii) If the C factor varies with material parameters,
or in other words, if it varies with experimental conditions, what is the impact of this variation
on the analysis of temperature-dependent experimental transport data?
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Figure 6.1: a) Schematic illustration of the two simulation approaches used in Chapter 8, namely DOS
simulation approach and ODOS simulation approach (see text for details). b) Variation of C factor with
the σ/Ea ratio for both, DOS and ODOS simulations. c) Variation of C factor with the localization
parameter 2γa for nearest neighbor hopping (NNH) and variable range hopping (VRH) regime.

I addressed the first question on the basis of the Marcus transition model (Equation 3.6) for
charge transport by using KMC simulations. The site energies were drawn randomly from
a Gaussian distribution (Equation 3.3). As explained briefly in Chapter 5, the simulations
were done using the conventional ’DOS approach’ (ε0 = 0 in Equation 3.3) as well as ’ODOS
approach’ (ε0 = εeq = −σ2/kBT in Equation 3.3). The latter simulations were performed to
exclude the effect of initial non-equilibrium, time-dependent nature of the energetic relaxation
process on the simulated diffusivity. After the excitation was generated (either within DOS
or ODOS, see Figure 6.1a), the diffusion of the excitation was executed and diffusivity was
calculated as, D = ∆x2/t (where ∆x is the net displacement of the excitation and t is the
simulation time).

We systematically examined the dependence of C factor on the polaronic contribution
magnitude and we obtained that the factor C in Equation 6.1 increases with increasing σ/Ea

ratio, i.e., with increasing relative strength of disorder (Figure 6.1b). This observation was in
agreement with Fishchuk et al.86 Simulations performed using the conventional DOS approach
resulted in a lower value of the C factor as compared to the ODOS simulations, i.e., a smaller
contribution of disorder to the transport, depending on how far the transport occurs from
equilibrium. Moreover, the C factor obtained after including the polaronic effects was always
smaller than the one obtained using Miller-Abrahams (MA) rate (CMA ≈ 0.44). However,
in the limiting case of vanishing Ea, as represented by the data point with σ/Ea = 10 in
Figure 6.1b, the MA result was obtained asymptotically. This further illustrated that any
contribution from the geometric reorganization of the molecule leads to a reduced relative
weight of the contribution of disorder to the transport.
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6.1 Role of the Reorganization Energy for Charge Transport in Disordered Organic
Semiconductors

The simulations discussed above (Figure 6.1b) were performed within the premise of nearest-
neighbor hopping (NNH). It is known, however, that jumps to the non-nearest neighboring
sites can also contribute to excitation transport, as described within the premise of variable
range hopping (VRH). The probabilities for such jumps are determined by the localization
parameter of the excitation (2γa). VRH was implemented in KMC simulations by allowing
hops to sites more distant than the nearest ones. The results for an exemplary case where
long-distance jumps to up to 26 neighbors were considered, i.e., up to the third nearest
neighbor, are shown in Figure 6.1c. Since, irrespective of the inverse localization length (γ)
value the NNH is preserved at N = 6, no dependence is observed in the variation of C factor
for this case. However, for VRH, the C factor increases with increasing 2γa value and the
values converge to the value of NNH at large localizations, since at large localization (or poor
electronic coupling) NNH becomes dominating.
Overall, the simulation results showed that the value of C factor decreases whenever the
contribution of disorder to the transport decreases. This happens when i) the transport is
not in equilibrium, ii) when reorganization contributes to the transport and iii) when the
wavefunction of the excitation is delocalized. In conclusion, the simulation study demonstrated
that an "universal scaling relation" is not followed, at least not in the strict mathematical
sense. For practical purpose, it is safe to assume that under thermal equilibrium, C ranges
around 0.40 ± 0.05 and therefore as a next step, I evaluated the impact of this variation on
the analysis of experimental transport data.
A frequently adopted procedure in the community to obtain the energetic disorder (σ) is
to analyze the T -dependence of zero-field mobility assuming CMA = 0.44 within a purely
disorder-controlled MA formalism (i.e., Ea = 0 in Equation 6.1), as established by previous
KMC and theoretical approaches:

µ(T ) = µ0 exp

[
−0.44

(
σ

kBT

)2
]

(6.2)

However, this procedure has a shortcoming, because disorder and reorganization energy are
entangled, as reflected in Equation 6.1. So, we illustrated how much difference can be expected
in the σ values when different formalisms are used to fit the data. For this assessment, I
analyzed the T -dependence of zero-field time of flight (TOF) mobility for holes in four
phenanthrene indenofluorine copolymers reported by Hoffmann et al.184 labeled as copolymer
1, 3, 7 and 9 (see Chapter 8 for chemical structure and experimental data). To assess the
dependence of the σ values on the C factor, the Ea values calculated using density functional
theory were used in Equation 6.1 for several values of C factor. A comparison of the fits to
the experimental data using Equation 6.1 (C = 0.35, 0.4 and 0.44) and Equation 6.2 is shown
exemplary for copolymer-1 in Figure 6.2. It illustrates that the fits with different approaches
are indistinguishable. We observed that the σ values obtained using different approaches differ
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Figure 6.2: Comparison of the fits done by using Equation 6.1 with C = 0.35, 0.4 and 0.44 and by using
Equation 6.2 (MA rate) for an exemplary case of copolymer 1 from Hoffmann et al.184

by less than 10% from each other for all the copolymers (Table II, Chapter 8). These results
implied that the consideration of polaronic contribution to the transport description is not
critical for the determination of disorder value, as long as C ranges around C = 0.40± 0.05.
This work also provided a "legitimization" of the use of simple and material-independent MA
rate model for the description of charge transport in realistic disordered films; a message
which is especially relevant for the experimentalists who routinely use GDM for their data
analysis and naturally want to know to what extent this zero-order approach is accurate for
the determination of DOS width.

6.2 Impact of Energy Correlations on Narrowing of Occupied
Density of State Distribution for Charge Carriers at Low
Temperatures in Disordered Organic Semiconductors

The study presented in Chapter 9 is about the impact of energy correlations on the relaxation
of charges within the regime of dispersive charge transport. Since in the previous study
(Chapter 8), I learned that reorganization energy does not contribute significantly to charge
transport in AOSFs, the analysis in Chapter 9 was performed by describing the hopping
rates in terms of purely disorder-controlled MA rate equation (Equation 3.4). In this work,
low temperature thermally stimulated luminescence (TSL) experimental data was used as a
benchmark for the KMC investigations.
As explained in Chapter 5 and Chapter 6.1 (Figure 6.1a), in the regime of non-dispersive
quasi-equilibrium transport, ODOS is formed by the charges distributed around the thermal
equilibrium energy (εeq = −σ2

DOS/kBT ). However, at low temperatures (σDOS/kBT << 1)
thermal equilibrium is unattainable. Therefore, at such temperatures, the photogenerated
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6.2 Impact of Energy Correlations on Narrowing of Occupied Density of State Distribution
for Charge Carriers at Low Temperatures in Disordered Organic Semiconductors

Figure 6.3: Evolution of charge distribution with the number of hops for a system with a) random and c)
correlated disorder. The data illustrated are the Gaussian fit results of the energy distribution of charges
obtained after the specified number of hops. Variation of mean energy (< ε >) and width (σ) of the
energy distribution (both normalized by the DOS width, σODOS) with the number of hops, for b) random
and d) correlated disorder.

charge carriers hop preferentially towards the lower energy sites until they reach the band
tail where the probability of further downward hops is so low that the charge carriers get
trapped in these tail states to form the ODOS. TSL curve maps the distribution of these
localized charge carriers within the ODOS. The high-temperature wing of the TSL curve
is an exact replica of the deeper portion of the DOS distribution and thus, it’s Gaussian
analysis yielded the effective DOS width, σDOS . Moreover, a Gaussian fit of the whole TSL
curve allowed us to determine the ODOS width (σODOS). TSL experiments conducted on
films of eighteen commonly used OLED materials (performed by Andrei Stankevych at IOP,
Kiev; see Chapter 6.7 for author contributions) led to a rather general observation, that the
ODOS distribution formed at low temperatures is narrower as compared to the DOS, and
that it leads to an universal ratio of σODOS/σDOS ≈ 2/3.
In order to gain deeper insight into this effect, I utilized the variable time step KMC (vt-KMC)

47



6 Contents of the individual publications

simulations developed in Chapter 8. In vt-KMC, the time step is evaluated as the inverse of
the hopping rate thus, as the charges relax within the DOS, the hopping rates can decrease
abruptly which leads to a non-linear increase in the time step during the relaxation process.
For comparison with the TSL experiments, it was necessary to probe the long-time limit of the
energetic relaxation of the charges and therefore I decided to consider vt-KMC simulations for
such an analysis. Figure 6.3a shows the vt-KMC results for the evolution of the distribution
of charge carriers (with σDOS = 50 meV) in a system with random disorder at T = 5 K. The
data illustrated are the Gaussian fits of the energy distribution of the charges after a certain
number of hops and suggests that the charge carrier ensemble moves to deeper states and
gets narrower with the increasing number of hops. Figure 6.3b plots the variation of mean
energy (< ε >) and the width (σ) of the charge carrier ensemble, both normalized by σDOS ,
as a function of number of hops. Since only newly visited sites contribute to the energetic
relaxation process, < ε > and σ decrease significantly within the first 20 hops followed by a
decrease in the relaxation rate. The charge carrier ensemble after 106 hops was considered
as the ODOS distribution and the width of this ODOS distribution (σODOS) was compared
with the width of the TSL signal. It was observed that the calculated σODOS = 0.36σDOS

did not match the experimental results. The system with random disorder was therefore
considered unsuitable for the correct explanation of the TSL results. This observation also
served as a motivation behind the exploration of an alternative approach.
While it is known that, energy correlations have a significant role in describing the field
dependence of mobility; before this work, they were never considered important for the
description of energetic relaxation of charges within the DOS. Nevertheless, since TSL
experiments are performed at zero-fields and most of the studied organic materials used in
this study are polar in nature (cf. Chapter 3.3), I advanced the vt-KMC simulations to
include the effect of energy correlations. Figure 6.3c shows the evolution of charge carrier
distribution in a system with correlated disorder. Like the system with random disorder, the
charge carrier ensemble shifts to deeper states with the increasing number of hops. However,
unlike the system with random disorder, the narrowing effects are less significant. As shown
in Figure 6.3b and d, the shift in mean energy (< ε >) after 106 hops is almost equal for
both systems, however, the narrowing of the charge carrier distribution within the first 20
hops is drastically suppressed in the case of system with correlated disorder. This led to a
higher ODOS width of σODOS = 0.64σDOS for the medium with spatially correlated disorder
(Figure 6.3d), in quantitative agreement with the TSL experimental data. Evidently, in the
case of random disorder all hops to the new sites contribute to the narrowing, whereas hops
among the correlated sites with almost the same energies do not.
In brief, the vt-KMC simulation based study illustrated that the "spectral narrowing" effect
as observed in TSL experiments, is a genuine property of the carrier relaxation within the
Gaussian DOS at low temperature and that spatial correlations among the energy of the
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6.3 Kinetic Monte Carlo Study of Triplet-Triplet Annihilation in Conjugated Luminescent
Materials

hopping sites have a significant effect on this narrowing effect. Moreover, though it was never
considered important in the past, a key finding of this work is that the introduction of energy
correlations, which are indeed present in organic media, allows reproducing experimentally
obtained values for the ODOS width, i.e., σODOS in a correlated system ≈ TSL σODOS .

6.3 Kinetic Monte Carlo Study of Triplet-Triplet Annihilation in
Conjugated Luminescent Materials

After understanding the impact of material parameters on charge transport in AOSFs, I inves-
tigated the transport of (neutral) triplet excitations through the inhomogenously disordered
medium such as AOSF. This was achieved by studying triplet-triplet annihilation (TTA) in a
model system of conjugated polymers because TTA, being a bimolecular process, involves
the interaction of two triplet excitons and thus depends on triplet diffusivity. Concomitantly,
the fundamental understanding developed in the process of understanding triplet diffusion
was utilized to determine the crucial parameters which need to be tuned to obtain a high
yield of TTA based delayed fluorescence (DF) in conjugated polymers, at room temperature
(where devices typically operate).
The motivation for the latter objective comes from the fact that triplet transport (like
charge transport) in AOSFs is thermally activated, therefore, an increase in temperature
enables bimolecular TTA leading to increased DF by the up-conversion process. However, it
also enables monomolecular quenching of the triplet excitons at the impurity centers. This
leads to a peak in the temperature dependence of DF intensity, with the maximum DF
obtained at temperature below RT. This was explicitly shown in the experimental findings
by Hoffmann et al. in a series of poly(p-phenylene) derivatives,185 and more recently by
Raišys et al. for anthracene derivatives.186 Thus, the KMC code developed to study the effect
of material parameters on charge transport in previous studies (Chapter 8 and Chapter 9)
was further advanced from single-excitation simulations to multi-excitation simulations; to
account for the bimolecular exciton-exciton annihilation processes. In the work presented
in Chapter 10, I employed these KMC simulations to study the complex interplay between
bimolecular TTA and monomolecular quenching of triplets at the non-radiative trap sites.
For this purpose the effects of morphology and different system parameters such as the length
of a conjugated chromophore (n), inverse localization length along (γ∥) and perpendicular
(γ⊥) to the conjugated chromophore, trap concentration (ct) and energetic disorder (σ) on
the temperature dependence of quenching, DF, and phosphorescence (Ph) efficiency were
simulated.
Following the approach of Athanasopoulos et al.,79 we described a conjugated chromophore
as a segment of ’n’ isoenergetic lattice sites, as depicted in Figure 6.4a. Different values for
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inverse localization length (γ) between the sites parallel to the chain (γ∥) and perpendicular
to the chain (γ⊥) were used to obtain different electronic coupling for triplet transport
parallel and perpendicular to the conjugated chromophores. Thus, the ratio γ∥ : γ⊥ was
used to control the directionality of triplet transport. Moreover, since each conjugated
chromophore consisted of lattice sites with identical energy, while the energy differed between
the conjugated segments, the hops within a conjugated segment were expected to be inherently
faster than the hops between the conjugated segments. This procedure allowed us to treat
the conjugation effects in a stochastic manner. Furthermore, triplet transport also depends
on the number of accessible sites and for conjugated polymers different morphologies result
in a different number of accessible neighbors. In a realistic film, the morphology is much
complex and more sophisticated approaches exist to represent them, however, two limiting
real morpholigies is one where all chains are aligned and one where all chains cross each other
heavily. We realized these two limiting cases in our model through two design morpholigies,
referred to as parallel (Figure 6.4b) and grid (Figure 6.4c) lattice. For the parallel lattice,
the chain orientation is the same in each layer, whereas, for grid lattice, the chain is rotated
by 90◦ between alternative layers. This gridlike arrangement increases the number of contact
points to next neighbors in the layer above and below from previously only two contacts in
total to several contacts (Figure S3, Chapter 10). As a consequence, more hops to sites of
different energy are possible, and this impacts triplet diffusion significantly.
When comparing the effect of two lattices, we observed less quenching and more DF for the
grid lattice (green circles in Figure 6.4d) as compared to parallel lattice (blue open circles) at
a fixed conjugation length (n = 10). This applies not only to the peak value but, also to the
value at 300 K. Evidently, the film morphology plays a key role in determining the relative
extent of bimolecular and monomolecular recombination. A morphology of mostly parallel
chains, conducive for directional transport, favors quenching at the trap sites whereas a
gridlike morphology of many crossing chains that allows for more isotropic hopping enhances
the fraction of TTA events. Furthermore, our study of delocalization effects suggested that
increasing the length of conjugated segments, e.g. from n = 10 to n = 40 (green open vs.
solid circles in Figure 6.4d) improves DF by raising the number of readily accessible crossing
points to other chains, thus increasing the isotropy of transport. However, no significant
effect was observed when varying the γ∥ : γ⊥ ratio.
For a closer inspection on the impact of static energetic disorder, the variation of quenching
and DF was simulated for different energetic disorder values, as shown in Figure 6.5a. We
found that with the increase in energetic disorder, both TTA and quenching rates slow
down and as a result the DF peak value remains the same but shifts to higher temperatures
(Figure 6.5a). In fact, the same curves are just stretched towards higher temperatures because
of the inherent scalibility between disorder and temperature within the MA hopping regime
(Equation 3.5). This is illustrated in Figure 6.5b, where the same data is displayed on a
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Figure 6.4: a) Pictorial representation of the design of a conjugated segment with “n” isoenergetic repeat
units and separate inverse localization lengths for triplet transport parallel and perpendicular to the chain.
(b) Top view of the parallel lattice with all the chains along y direction in all the layers. (c) Top view of
the grid lattice with all the chains in layer 1 and layer 2 aligned along y and x direction, respectively. d)
Comparison of simulated quenching and DF events for grid (green circles) and and parallel lattice (blue
diamonds). Effect of delocalization in the case of grid lattice is shown by varying the length of conjugated
segment (n) from 10 (green open circles) to 40 (green solid circles). Lines serve as a guide to the eye.

logarithmic scale as a function of σ/kBT . The quenching and DF events superimpose on each
other for similar σ/kBT values and the DF peaks at σ/kBT ≈ 3 for all values of energetic
disorder. In addition, we also explored the effects of polaronic contributions to hopping rates
by using Marcus transition rates (Equation 3.6) and we found that, the choice of hopping
rates is not critical for determining the TTA yield and that changes in reorganization energy
do not affect the intensity of room temperature DF (Chapter 10).
Moreover, the role of disorder was found to be twofold. Firstly, it changes the hopping rate
such that high disorder (dispersive transport) favors bimolecular TTA over monomolecular
quenching at the trap sites. The second and perhaps less appreciated, though relevant, role
is that it causes filamentary transport. In other words, by changing the energy landscape
it modifies the spatial distribution of the triplet states. For σ/kBT > 1, the triplets relax
energetically and hop predominantly through the valleys resulting in a nonuniform spatial
distribution of triplets. As TTA is a bimolecular process, the TTA events also take place
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Figure 6.5: Effect of static disorder (σ) is investigated on the temperature dependence of quenching and
DF events for Miller-Abrahams rate. b) shows data in a) represented with respect to thermal energy
normalized disorder (σ/kBT ) values instead of temperature on a semilog scale. A grid morphology with
the length of the conjugated segment n = 3 and a constant coupling along and perpendicular to the chain
(γ∥ = 1.5nm−1 and γ⊥ = 2nm−1) was used. Solid lines serve as a guide to the eye.

predominantly in the valleys. This implies a higher effective TTA rate than expected from
spatially averaged triplet density. Evidently, a high σ/kBT value ensures a high TTA yield.

6.4 Regiochemistry of Donor Dendrons Controls the Performance
of Thermally Activated Delayed Fluorescence Dendrimer
Emitters Translating in Their Use in High Efficiency
Solution-Processed Organic Light-Emitting Diodes

In the publication presented in Chapter 10, I focused on understanding the crucial material
parameters affecting (intermolecular) triplet transport between the chromophores with an
objective of establishing design rules for the optimization of TTA based DF emitters. Next, I
turned my attention towards contributing to the understanding of intramolecular excitation
transfer from the lowest energy triplet state to the lowest energy singlet state, the so called
reverse intersystem crossing (RISC) process, and how it can be optimized for the design
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Delayed Fluorescence Dendrimer Emitters Translating in Their Use in High Efficiency

Solution-Processed Organic Light-Emitting Diodes

of efficient TADF dendrimers. To date, there have been only a few reports using TADF
dendrimers and most of them show far less efficiencies than small molecule (low molecular
weight) TADF emitters. This in part is due to a poor understanding of their photophysics
and the RISC mechanism. Therefore, firstly in Chapter 11, I focused on investigating the
effect of regiochemistry, notably the connection of donor dendrons and acceptor moieties via
meta- or para- position on a bridging phenyl ring, on the photophysical properties and RISC
mechanism. The insights obtained in Chapter 11 were exploited in Chapter 12 to further
improve the TADF dendrimer design.
As a first step, I investigated the nature of lowest energy singlet excited states in solution.
Figure 6.6a shows the chemical structure of the dendrimers investigated in Chapter 11. The
RT absorption and emission spectra of the dendrimers as well as the dendron unit (dendritic
carbazoles shown with blue color in Figure 6.6a) in toluene solution at low concentration are
shown in Figure 6.6b and c (semilogarithmic plots). The absorption of all the dendrimers is
characterized by two distinct bands. The strongly absorbing band below 3.5 eV arises from
the locally excited (LE) transitions on the dendron unit. By comparison with the absorption
spectra of the reference chemical units, it was shown that this structured dendron absorption
comprised of two vertical excitation processes: i) a lower energy absorption from an excitation
localized on the central electron-rich carbazole (denoted as LE1) and ii) a higher energy
absorption localized on the peripheral carbazoles (denoted as LE2). In addition, tBuCz3pTRZ
was characterized by the presence of a broad, strong absorption band in the range of 2.8− 3.4
eV. This feature remained at the same energy, but the extinction coefficient reduced by
over an order of magnitude when the more conjugated para-connection was replaced by the
less conjugated meta-connection in tBuCz2mTRZ, tBuCz3mTRZ and tBuCz4mTRZ. We
ascribed the nature of this lowest excited state as a charge transfer (CT) transition from
the dendron donors to the triazine (TRZ) acceptor. The comparable extinction coefficients
of CT1 and LE1 bands in tBuCz3pTRZ indicated a significant electron-hole wavefunction
overlap and consequently some admixture of both π − π∗ and CT character. Moreover, the
meta-dendrimers were also characterized by a distinct CT2 band, with larger extinction
coefficient than the CT1 band. Emission exhibited simpler spectral features (Figure 6.6c).
All dendrimers exhibited a CT1 emission, and, in addition, meta-dendrimers also showed a
high-energy LE1 emission band of the dendron unit. This non-Kasha emission, or in other
words, simultaneous emission from different energy states can only be observed when the rate
of internal conversion from the LE1 to CT1 state is slow enough to compete with the rate of
radiative decay from LE1 state. Internal conversion from LE to CT state requires electron
transfer to the TRZ acceptor moiety which is expected to be slow in the poorly conjugated
meta-dendrimers as compared to tBuCz3pTRZ and thus explains the origin of non-Kasha
emission in meta-dendrimers.
Next, I investigated the photophysics of triplet excited states and TADF properties in
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Figure 6.6: a) Molecular structures of tBuCz3pTRZ, tBuCz3mTRZ, tBuCz2mTRZ and tBuCz4mTRZ.
RT solution photophysics of the dendrimer and model compounds: b) Molar absorptivity and c) normalized
emission spectra (excitation wavelength, λexc = 300 nm) in toluene on a log scale. LE1, LE2, CT1, CT2
refer to the lower and higher energy singlet LE and CT states as described in the text.

doped films (10 wt% dendrimer in mCP; mCP: 1,3-Di(9H-carbazol-9-yl)benzene). For TADF
materials, the energy difference between the lowest singlet and triplet excited states (∆EST )
is a crucial parameter. The 5 K prompt fluorescence, PF (delay time: 10 ns; gating time:
7 ns) and phosphorescence, Ph (delay time: 10 ms; gating time: 1 ms) were measured in
doped films to estimate ∆EST . These spectra are shown in Figure 6.7a. The ∆EST value
decreases from 100 meV to 80 meV, when moving from para-dendrimer tBuCz3pTRZ to
meta-dendrimer tBuCz3mTRZ. Temperature dependent photoluminescence (PL) decay curves
showing temperature activation of delayed fluorescence for tBuCz3pTRZ and tBuCz3mTRZ
are shown in Figure 6.6b. PL decay curves at 300 K along with the respective PL quantum
yield (PLQY) values were used to calculate the quantum efficiencies and rate constants
associated with different kinetic processes. Though the PLQY value for tBuCz3pTRZ (89%)
was higher than tBuCz3mTRZ (81%), the contribution of DF to the PL was higher in
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Solution-Processed Organic Light-Emitting Diodes

Figure 6.7: a) 5 K prompt fluorescence (delay time: 10 ns, blue solid line) and 5 K phosphorescence
(delay time: 10 ms, red dash-dotted line) and b) temperature dependent PL decay curves for 10 wt%
dendrimer films doped in mCP (excitation wavelength, λexc = 355 nm).

tBuCz3mTRZ (ϕDF = 0.63) as compared to tBuCz3pTRZ (ϕDF = 0.19), suggesting higher
RISC efficiency in meta-connected dendrimer. Moreover, while the ISC rate constant (kISC)
remained approximately constant, the RISC rate (kRISC) increased by about 7 times in going
from tBuCz3pTRZ to tBuCz3mTRZ.
Though, this was the first report where meta-connected dendrimers were reported, for small
molecule TADF emitters, meta-isomers were often found to perform better than para-isomers
because of the reduced ∆EST in meta-isomers as a result of the reduced conjugation between
the donor and acceptor units (see Chapter 4.1 for more details). In this work as well, the
extinction coefficient for more conjugated para-dendrimer was found to be much higher as
compared to that of less conjugated meta-dendrimer (Figure 6.6b) and consequently meta-
dendrimers were found to exhibit reduced ∆EST values as compared to the para-dendrimer.
However, the decrease in conjugation and the associated decrease in ∆EST alone could not
explain the increase in kRISC in going from para- to meta-connected dendrimers. Therefore,
I recalled other factors within the first order perturbation theory (see subsection 4.1.1 for
details) which need to be considered in the chemical design of dendrimers other than ∆EST ,
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Figure 6.8: Natural transition orbital (NTO) pairs for the S1 and T1 states of Cz3pTRZ and Cz3mTRZ.
The spin-orbit coupling (SOC) matrix elements are also provided.

namely the SOC matrix element for the RISC process and the reorganization energy.

Subsequently, quantum chemical calculations were performed by Dianming Sun (University of
St. Andrews) and Stavros Athanasopoulos (Universidad Carlos III de Madrid), coordinated by
me. The reader is referred to Chapter 6.7 for details regarding the author contributions of this
publication. The calculation results, summarized in Figure 6.8, depict the hole and electron
natural transition orbitals (NTOs) for the S1 and T1 states for Cz3pTRZ and Cz3mTRZ. It
is important to note that tBu groups were replaced with hydrogen atoms for computational
reasons. The S1 states for both the dendrimers were found to be CT states, while the T1

states were found to be hybrid CT-LE states. The SOC matrix element (⟨S1|ĤSOC |T1⟩) was
found to be higher for meta-dendrimer (0.53 cm−1) as compared to para-dendrimer (0.31
cm−1). The higher SOC in meta-dendrimer was ascribed to a change in the orbital character
for the hole NTO between S1 and T1 states (while there was no change for Cz3pTRZ), which
in accordance with El-Sayed rule should lead to higher SOC in Cz3mTRZ. The calculated
intramolecular reorganization energy (λintra) for Cz3pTRZ (275 meV) was found to be higher
as compared to Cz3mTRZ (155 meV). This is because, while the geometric relaxation in
Cz3mTRZ is sterically restricted, it is possible for Cz3pTRZ to exhibit larger changes in
dihedral angles. This implied a higher reorganization energy for the T1 → S1 transition for
Cz3pTRZ as compared to Cz3mTRZ.
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Host-Free Solution-Processed Organic Light Emitting Diodes

In summary, we illustrated that lower ∆EST , higher SOC and lower λ combine to yield
higher kRISC in meta-dendrimers as compared to para-dendrimer. Though in the previous
reports, the molecular design strategy of TADF emitters was focused on the minimization of
∆EST or increasing the SOC, the role of reorganization energy (λ) was often neglected. The
study in Chapter 11 shows that λ can play an important role in controlling the RISC process,
especially for the case of bulky dendrimers and that this can be changed as a function of the
regiochemistry of the dendrimers.

6.5 Thermally Activated Delayed Fluorescent Dendrimers that
Underpin High-efficiency Host-Free Solution-Processed
Organic Light Emitting Diodes

Increasing RISC is a central issue for the design of TADF emitters and Chapter 11 highlights
the design advantages of meta-dendrimers over para-densrimers with respect to achieving
higher RISC rate. The findings of Chapter 11 also illustrate that the more conjugated
para-dendrimer possessed higher radiative decay rates and higher oscillator strength of the
lowest energy intramolecular CT transition. In fact, as summarized in Chapter 4.1, a key
issue with the design of TADF emitters is to obtain high RISC rate and high radiative decay
rates, simultaneously.
With the knowledge gained in Chapter 11, we surmised that a targeted emitter tBuCz2m2pTRZ
(see Figure 6.9a for chemical structure) would inherit the key properties from both para- and
meta-connected model dendrimers, i.e., a high radiative decay rate of tBuCz2pTRZ and a high
kRISC of tBuCz2mTRZ. To test this hypothesis, the relevant dendrimers were synthesized (by
Dianming Sun, University of St. Andrews). Together with my colleague Eimantas Duda (see
Chapter 6.7 for author contributions), I investigated their absorption and emission properties
in solution and in solid-state. This study is presented in Chapter 12. Figure 6.9b shows the
absorption spectra for the three dendrimers in toluene solution. For the reasons discussed in
the previous section (Chapter 6.4), the molar extinction coefficient of lowest excited CT1 state
reduces from ϵ = 3500M−1cm−1 for tBuCz2pTRZ to ϵ = 300M−1cm−1 for tBuCz2mTRZ.
Interestingly, the CT1 absorption strength for tBuCz2m2pTRZ (ϵ = 1500M−1cm−1) is found
to be comparable to that of tBuCz2pTRZ. Since the strength of the extinction coefficient
can be related to the oscillator strength of the dendrimers (cf. Equation 2.4), it is evident
that the high oscillator strength of para-connected dendrons is conserved in tBuCz2m2pTRZ.
Figure 6.9c shows the PL decay curves for neat dendrimer films at 300 K. The kinetic analysis
of PL decay curves showed that for tBuCz2m2pTRZ, the radiative decay rate was about
half as compared to tBuCz2pTRZ, yet four times greater than tBuCz2mTRZ. kRISC in
tBuCz2mTRZ and tBuCz2m2pTRZ was calculated to be 3-5 times higher as compared
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Figure 6.9: a) Molecular structures b) molar absorptivity measured in toluene solution and c) room
temperature PL decay of neat films (excitation wavelength, λexc = 355 nm) of the dendrimers tBuCz2pTRZ,
tBuCz2mTRZ and tBuCz2m2pTRZ studied in Chapter 12.

to tBuCz2pTRZ. Evidently, tBuCz2m2pTRZ embodies the best of both: higher radiative
decay rate and RISC rate from para- and meta-connected dendrons. Furthermore, under
N2, tBuCz2pTRZ and tBuCz2mTRZ exhibited similar PLQY values of 61% and 59%, while
tBuCz2m2pTRZ exhibited the highest PLQY of 86% in neat films. High PLQY in neat
films illustrated another intrinsic advantage of tBuCz2m2pTRZ, i.e., a larger number of
dendrons in tBuCz2m2pTRZ, as compared to the model dendrimers tBuCz2mTRZ and
tBuCz2pTRZ, suppresses emitter to emitter interactions leading to reduced concentration
quenching (see Chapter 4.2). Host-free solution processed OLEDs with tBuCz2m2pTRZ as
emitters exhibited an excellent maximum external quantum efficiency (EQEmax) of 28.7%.
Importantly, the severe efficiency roll-off of the OLEDs at practical luminescence efficiencies
was found to be significantly improved when the non-doped (host-free) emissive layer was
replaced with a doped emissive layer.

6.6 Low Efficiency Roll-off Blue TADF OLEDs Employing a Novel
Acridine-Pyrimidine based High Triplet Energy Host

The investigations presented in Chapter 11 and Chapter 12 deal with the parameters affecting
the RISC process so that the EQEmax of the TADF emitter based OLEDs can be enhanced.
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6.6 Low Efficiency Roll-off Blue TADF OLEDs Employing a Novel Acridine-Pyrimidine
based High Triplet Energy Host

Though, this is a necessary condition for the design of efficient OLEDs, it is not a sufficient
one. Additional constraint is, obtaining high EQE at practical brightness levels (for ex. at
1000 cd m−1), which can be ensured by optimizing the efficiency roll-off of the device. As
illustrated in Chapter 12, it can be achieved by using doped emissive layers. This could either
be done to balance the electron and hole transport in the emissive layer (cf. Chapter 12) or to
confine the triplet excitons to emitters so that the detrimental bimolecular effects (described
in Chapter 2.3) associated with the long-lived triplet excitons can be suppressed. In any case,
a strict requirement is that the triplet energy (ET ) of the host material must be higher than
that of the TADF emitter. This is particularly challenging for blue-emitting OLEDs as they
require a ET > 3 eV. As detailed in Chapter 4.2, additional complexities arise in bipolar D-A
hosts due to the formation of intramolecular CT states, which leads to a narrower band gap
and thus reduced ET .
In the work presented in Chapter 13, acridine (donor) and pyrimidine (acceptor) were
chosen as building blocks for the design of host materials because of their high triplet
energies. In particular, the objective was to strategically use pyrimidine acceptor motifs
with disrupted π-conjugation with an aim to increase the ET of donor-acceptor type bipolar
host materials. I investigated the host molecules 2PPA, 1PPA and 1MPA (Figure 6.10),
based on acridine and three different pyrimidine groups, namely 2-phenylpyrimidine (2PhPy),
1-phenylpyrimidine (1PhPy) and methylpyrimidine (MePy). In order to estimate the triplet
energies of the host materials, phosphorescence measurements were performed in toluene
solution (concentration of 6− 9× 10−5 M) at liquid nitrogen temperature (77 K). For 2PPA
and 1PPA, the phosphorescence was found to be structured with 0-0 vibrational peaks at 2.81
eV (442 nm) and 2.76 eV (449 nm), respectively (Figure 6.10a and b). The lower energy for T1

state in 1PPA as compared to 2PPA was accounted on the basis of the nature of this state, as
the phosphorescence spectra of 2PPA and 1PPA were similar to the phosphorescence spectra
of their respective pyrimidine acceptor motifs (2PhPy and 1PhPy). This indicated that
the triplet in 2PPA and 1PPA has a localized exciton character (3LE). Based on quantum
chemical calculations (by Stavros Athanasopoulos, Universidad Carlos III de Madrid; see
Chapter 6.7 for author contributions), the lower T1 energy in 1PPA was attributed to the
observation that the phenyl ring is planar with pyrimidine in 1PPA whereas there is a torsion
in 2PPA. I measured the spectra at different excitation wavelengths between 300 and 350 nm,
and found no change in the spectra. However, as shown in Figure 6.10c, the phosphorescence
of 1MPA was found to depend on the excitation wavelength. When exciting with 300 nm
(4.13 eV) and 320 nm (3.88 eV), I obtained a structured phosphorescence band with 0-0
vibrational peak at 3.18 eV. However, for excitation at 335 nm (3.70 eV) and 350 nm (3.54
eV), the phosphorescence band had a similar shape but was shifted to lower energy (with
onset at 3.07 eV). To understand the nature and origin of these two bands, I measured the
phosphorescence of acridine (donor) and MePy (acceptor), as well as the phosphorescence
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Figure 6.10: The phosphorescence (Ph) spectra (delay time: 150 ms, gate width: 50 ms) of a) 2PPA, b)
1PPA and c) 1MPA measured at 77 K in toluene glass. The excitation wavelengths (λexc) used for the
measurements are specified in the respective plots. Molecular structures of 2PPA, 1PPA and 1MPA are
also shown.
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excitation spectra. Based on this data, we ultimately attributed the higher energy (T2) state
to be a 3LE state localized on acridine and the lower energy T1 state to be a state with
mixed CT-LE character, where the LE contribution would be from the acridine.
In summary, the insights obtained in Chapter 13 exemplify the impact of reducing the
conjugation length of the acceptor unit on ET in D-A type bipolar host materials. While
for 2PPA and 1PPA, the 3LE state localized on the respective acceptor motifs (2PhPy and
1PhPy) were found to be the lowest energy triplet states, with an onset at about 2.9 eV. This
was no longer the case when the conjugation was reduced to MePy with a phosphorescence
0-0 peak at 3.42 eV; well above the onset of phosphorescence of acridine motif. As a result
of this reordering of the lowest energy triplet excited states, the T1 state in 1MPA (ET =
3.07 eV) became one with a mixed CT-LE character with the LE contribution from acridine.
Furthermore, the host material 1MPA, with ET > 3 eV, was combined with blue emitter to
fabricate TADF OLED with low efficiency roll-off, even beyond the practical brightness of
1000 cd m−1.
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6.7 Author’s contributions

Role of the Reorganization Energy for Charge Transport in Disordered Organic
Semiconductors

This work is published in Physical Review B (Phys. Rev. B, 2021, 103, 165202) and reprinted
in Chapter 8. The authors are:

Rishabh Saxena, V. R. Nikitenko, I. I. Fishchuk, Ya. V. Burdakov, Yu. V. Metel,
Jan Genoe, Heinz Bässler, Anna Köhler, and Andrey Kadashchuk.

I, V. R. Nikitenko, and Andrey Kadashchuk designed the study and wrote the manuscript.
I wrote the Python program for KMC study, managed all the simulations, and interpreted
the KMC data. V. R. Nikitenko, Ya. V. Burdakov, and Yu. V. Metel were responsible for
multiple trapping and release (MTR) calculations. I. I. Fishchuk performed effective medium
approximation (EMA) calculations. I analyzed the experimental data based on theoretical
and simulation results after the discussions with Heinz Bässler and Anna Köhler. Jan Ge-
noe, Heinz Bässler and Anna Köhler discussed the results and critically revised the manuscript.

Impact of Energy Correlations on Narrowing of Occupied Density of State
Distribution for Charge Carriers at Low Temperatures in Disordered Organic
Semiconductors

This work is in preparation and the draft is reprinted in Chapter 9. The authors are:

Andrei Stankevych,‡ Rishabh Saxena,‡ Alexander Vakhnin, Christof Pflumm, Jan Ge-
noe, Heinz Bässler, Anna Köhler, and Andrey Kadashchuk.

‡ Andrei Stankevych and I contributed equally to this work.
Andrey Kadashchuk initiated this study, analyzed experimental results, and wrote a part
of the manuscript. I wrote the Python program for variable time step (vt-KMC) approach,
managed vt-kMC simulations, adapted kMC simulations to account for energy correlation
effects, interpreted the simulation results and wrote a part of manuscript. Andrei Stankevych
wrote the Python program for constant time step kinetic Monte Carlo (ct-kMC) approach,
managed ct-kMC simulations, interpreted his simulation data, was responsible for experi-
mental thermally simulated luminescence (TSL) studies, contributed to upgrading the TSL
experimental set-up and to writing the manuscript. Alexander Vakhnin contributed to
TSL measurements. Christof Pflumm provided especially synthetized high-quality OLED
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materials for this study. Andrei Stankevych, I and Andrey Kadashchuk formulated major
conclusions of this paper after discussions with Heinz Bässler and Anna Köhler. Jan Ge-
noe, Heinz Bässler and Anna Köhler discussed the results and critically revised the manuscript

Kinetic Monte Carlo Study of Triplet-Triplet Annihilation in Conjugated
Luminescent Materials

This work is published in Physical Review Applied (Phys. Rev. Applied, 2020, 14, 034050)
and reprinted in Chapter 10. The authors are:

Rishabh Saxena, Tobias Meier, Stavros Athanasopoulos, Heinz Bässler, and Anna Köhler.

I designed and organized the work, wrote the Python program used for the kinetic Monte Carlo
(KMC) study, managed all the simulations, interpreted the data, and wrote the manuscript.
Tobias Meier wrote the Python code for the generation of a parallel morphology; I used
this code to generate the code for the grid morphology and integrated both morphologies
in the main KMC code. Stavros Athanasopoulos provided crucial suggestions regarding the
development of the morphology code as well as the KMC code. Heinz Bässler and Anna
Köhler supervised the work, helped with the interpretation of simulation data, and critically
edited the manuscript. All authors reviewed the manuscript.

Regiochemistry of Donor Dendrons Controls the Performance of Thermally
Activated Delayed Fluorescence Dendrimer Emitters Translating in Their Use in
High Efficiency Solution-Processed Organic Light-Emitting Diodes

This work is published in Advanced Science (Adv. Sci., 2022, 2201470) and reprinted in
Chapter 11. The authors are:

Dianming Sun,‡ Rishabh Saxena,‡ Xiaochun Fan, Stavros Athanasopoulos, Eimantas
Duda, Ming Zhang, Sergey Bagnich, Xiaohong Zhang, Eli Zysman-Colman, and Anna Köhler.

‡ Dianming Sun and I contributed equally to this work.
Dianming Sun designed and synthesized the molecules, performed electrochemical measure-
ments, carried out device fabrication and measurements. I performed the photophysical
measurements. Eimantas Duda assisted me in these measurements. Sergey Bagnich helped
in the interpretation of the photophysical data. Xiaochun Fan scaled up the synthesis. Ming
Zhang participated in making devices. The quantum chemical calculations were performed by
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Dianming Sun and Stavros Athanasopoulos, coordinated by me. I discussed the calculation
results with Dianming Sun, Stavros Athanasopoulos and Anna Köhler, and proposed the
RISC mechanism and its dependence on the regiochemistry of the molecules. Dianming Sun,
I, Anna Köhler and Eli Zysman-Colman discussed all the data and wrote the manuscript.
In particular, I wrote some parts of introduction section, and major parts of results and
discussion section of the manuscript. Xiaohong Zhang, Anna Köhler and Eli Zysman-Colman
supervised the work in their respective groups. All authors discussed the progress of research
and reviewed the manuscript.

Thermally Activated Delayed Fluorescent Dendrimers that Underpin
High-efficiency Host-Free Solution-Processed Organic Light Emitting Diodes

This work is published in Advanced Materials (Adv. Mater., 2022, 2110344) and reprinted
in Chapter 12. The authors are:

Dianming Sun,‡ Eimantas Duda,‡ Xiaochun Fan, Rishabh Saxena, Ming Zhang, Sergey
Bagnich, Xiaohong Zhang, Anna Köhler, and Eli Zysman-Colman.

‡ Dianming Sun and Eimantas Duda contributed equally to this work.
Dianming Sun designed and synthesized the molecules, performed electrochemical measure-
ments, carried out device fabrication and measurements, and performed quantum chemical
calculations. Eimantas Duda performed the photophysical measurements. I and Sergey Bag-
nich helped Eimantas Duda with the photophysical measurements, with the interpretation
of the data obtained and with the writing of photophysics section of the manuscript. In
particular, I carried out PLQY measurements. Xiaochun Fan scaled up the synthesis. Ming
Zhang participated in making devices. Dianming Sun, Eimantas Duda, Anna Köhler and Eli
Zysman-Colman discussed all the data and wrote the manuscript. Xiaohong Zhang, Anna
Köhler and Eli Zysman-Colman supervised the work in their respective groups. All authors
discussed the progress of research and reviewed the manuscript.

Low Efficiency Roll-off Blue TADF OLEDs Employing a Novel
Acridine-Pyrimidine based High Triplet Energy Host

This work is published in Journal of Materials Chemistry C (J. Mater. Chem. C, 2021, 9,
17471) and reprinted in Chapter 13. The authors are:

Francesco Rodella, Rishabh Saxena, Sergey Bagnich, Dovydas Banevičius, Gediminas
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Kreiza, Stavros Athanasopoulos, Saulius Juršėnas, Karolis Kazlauskas, Anna Köhler, and
Peter Strohriegl.

Francesco Rodella performed the synthesis and characterization of the host materials, as well
as the thermal and electrochemical analysis. I performed the photophysical studies. Sergey
Bagnich helped with the interpretation of the photophysical data. Dovydas Banevičius and
Gediminas Kreiza fabricated OLEDs. Stavros Athanasopoulos was responsible for quantum
chemical calculations. I, Stavros Athanasopoulos, and Anna Köhler interpreted the calculation
results with reference to the photophysical measurements. Francesco Rodella, I, Stavros
Athanasopoulos and Karolis Kazlauskas wrote the manuscript. In particular, I wrote the
photophysics section of the manuscript. Saulius Juršėnas, Karolis Kazlauskas, Anna Köhler,
and Peter Strohriegl supervised the experiments and corrected the manuscript.
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7 Conclusions and outlook

Overall, the investigations presented in this thesis contribute to the understanding of pa-
rameters affecting the intermolecular charge and triplet transport as well as the transitions
between the lowest energy triplet and singlet excited states. From the work in Chapter 8-10,
I can conclude that dynamic disorder, as expressed in terms of the reorganization energy,
contributes only weakly to charge and triplet transport within the inhomogenously broadened
DOS. The investigations presented in Chapter 8 justify the use of the material-independent
Miller-Abrahams rate for the extraction of DOS width from the analysis of temperature-
dependent charge transport measurements. In Chapter 9, I found that the distribution of
charge carriers narrows as the charge carriers relax to deeper states within the DOS at low
temperatures and that this “spectral narrowing” is a genuine property of energetic relaxation
within the regime of dispersive transport. Moreover, consideration of spatial correlations
among the lattice sites has a significant impact on this narrowing effect. Additionally, as
highlighted in Chapter 10, dispersive transport is crucial for promoting bimolecular TTA
instead of monomolecular quenching of triplets at the non-radiative trap sites. Static disorder
has an additional role in promoting TTA, as it modifies the energetic landscape to increase
the spatial density of triplets in the energetic valleys, thus increasing the bimolecular TTA
rate and the associated delayed fluorescence yield in conjugated polymers.
The work in Chapter 11 and Chapter 12 indicates that regiochemistry, notably the connection
of donor dendrons and acceptor moieties via meta- or para- position on a bridging phenyl
ring, can be used to modulate the intramolecular reorganization energy and hence the RISC
rate in the dendrimers. Further, I illustrated that it is possible to resolve the conflicting
requirements of simultaneously achieving high RISC rate and a large oscillator strength by
incorporating both, meta- as well as para-connected donor dendrons, about the acceptor core
in the dendrimer molecular structure. Finally in Chapter 13, I demonstrated that varying
the extent of π-conjugation within the acceptor unit results in a reordering of the energy
of the lowest energy locally excited and intramolecular charge transfer states and that by
careful molecular modification, it is possible to design a donor-acceptor type bipolar host
material with a triplet energy higher than 3 eV.
In terms of optimizing the KMC simulation protocol, I suggest that the future studies
regarding the modelling of charge and exciton transport should focus on reducing the amount
of “useless events”: events that occur frequently but do not contribute to the convergence of
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simulations, such as back-and-forth hopping of a carrier between two sites of almost equal
energy. This can be resolved by identifying such sites and replacing them with an “aggregate
site”: a site with properties of both sites. Such an approximation should have no influence
on the macroscopic properties of the system; however, it can lead to a significant reduction
of the computational cost. Additionally, it is important to remember that if conventional
DOS simulations are being used for comparison with the analytical results derived under the
premise of equilibrium transport, one needs to be sure that the simulations have converged
to the equilibrium value, i.e., the results do not exhibit any time dependence. This might be
computationally demanding and thus ODOS simulations, as introduced in Chapter 8, can be
utilized as an alternative for such a purpose.
Previous experimental and KMC studies on spectral diffusion of excitons focused extensively
on their energetic relaxation within the DOS while the spectral narrowing effect was often
overlooked. In view of the study presented in Chapter 9, it would be interesting to investigate
the effect of energy correlations on spectral narrowing associated with triplet diffusion and
it’s evolution when moving from the dispersive to non-dispersive transport regime. The KMC
simulations in Chapter 10 were performed using simplified morphologies. However, more
realistic morphologies can be generated with ab initio methods and it is worth investigating
the role of such microscopic details on the diffusion-assisted bimolecular processes.
As seen in Chapter 11 and Chapter 12, understanding the RISC mechanism is still an
ongoing process and the dependence of RISC rate on reorganization energy is relatively less
recognized. Though the intramolecular reorganization energy can be evaluated from quantum
chemical calculations, it is often difficult to account for the solvent (or matrix) effects in
such calculations. As an experimental alternative, Franck-Condon analysis of absorption
and emission spectra can be quite useful in this case. Firstly, we need to identify the crucial
vibrational modes (using Raman spectra, for example) and then utilize this information to
extract reorganization energy for a set of dendrimers with different molecular structures.
Such a study combined with steady-state and time-resolved photophysical studies should
enable us to quantify the exact role of reorganization energy on the RISC process.
Finally, I would like to emphasize that dendrimers are an excellent class of emitters because
they can be utilized for the fabrication of efficient non-doped solution-processed OLEDs
with simplified device architectures; thus providing a cost-effective alternative to vacuum-
deposited OLEDs. However, they suffer from severe efficiency roll-off at high luminescence.
Different mechanisms can contribute to this roll-off effect, such as imbalanced charge transport,
field-induced exciton dissociation as well as bimolecular processes such as exciton-exciton
annihilation and exciton-polaron quenching. Contribution of these processes to the net roll-off
of these non-doped OLEDs needs to be quantified because overcoming this problem would
bring us closer to the commercialization of dendrimer based solution-processed OLEDs for
their application in economical mass-market applications.
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While it is commonly accepted that the activation energy of the thermally activated polaron hopping transport
in disordered organic semiconductors can be decoupled into a disorder and a polaron contribution, their relative
weight is still controversial. This feature is quantified in terms of the so-called C factor in the expression for
the effective polaron mobility: μe ∝ exp[−Ea/kBT −C(σ/kBT )2], where Ea and σ are the polaron activation
energy and the energy width of a Gaussian density of states (DOS), respectively. A key issue is whether the
universal scaling relation (implying a constant C factor) regarding the polaron formation energy is really obeyed,
as recently claimed in the literature [Seki and Wojcik, J. Chem. Phys. 145, 034106 (2016)]. In the present work,
we reinvestigate this issue on the basis of the Marcus transition rate model using extensive kinetic Monte Carlo
simulations as a benchmark tool. We compare the polaron-transport simulation data with results of analytical
calculations by the effective medium approximation and multiple trapping and release approaches. The key result
of this study is that the C factor for Marcus polaron hopping depends on first the degree of carrier localization,
i.e., the coupling between the sites, further whether quasiequilibrium has indeed been reached, and finally the
σ/Ea ratio. This implies that there is no universal scaling with respect to the relative contribution of polaron and
disorder effect. Finally, we demonstrate that virtually the same values of the disorder parameter σ are determined
from available experimental data using the C factors obtained here irrespective of whether the data are interpreted
in terms of Marcus or Miller-Abrahams rates. This implies that molecular reorganization contributes only weakly
to charge transport, and it justifies the use of the zero-order Miller-Abrahams rate model for evaluating the DOS
width from temperature-dependent charge transport measurements regardless of whether or not polaron effects
are accounted for.

DOI: 10.1103/PhysRevB.103.165202

I. INTRODUCTION

Charge-carrier transport in amorphous organic semicon-
ductors (AOSs) occurs by noncoherent hopping through the
manifold of localized states distributed in space and energy,
which is commonly described by a Gaussian density of states
(DOS) distribution of energetic width σ . The latter is a mea-
sure of the energetic disorder that is generally accepted to be a
dominant factor governing the charge transport in AOS films.
Although the pertinent energetic disorder can account for a
broad variety of experimental observations in AOSs, such
as the mobility temperature and electric-field dependences,
or the transition from nondispersive to dispersive transport
regimes upon lowering temperature [1], in some organic sys-
tems polaron formation is sometimes taken into account. This
is because an organic molecule or a subunit of a conjugated
polymer can undergo structural reorganization upon charging.
Depending on the value of the reorganization energy, this

*kadash@iop.kiev.ua

could result in a significant polaronic nature of charge trans-
port, and consequently, the observed temperature dependence
of the carrier mobility may be governed by the superposition
of disorder and polaron effects.

Although a large amount of work was done on the descrip-
tion of charge-carrier transport in AOSs for the last decades,
an adequate theoretical description of the polaronic transport
in disordered media remains challenging. In particular, there
has been a long-standing discussion concerning the expression
for the effective polaron mobility μe obtained for energetically
disordered organic semiconductors when using a Marcus-type
intersite hopping rate model. The commonly accepted rela-
tion, which was heuristically suggested, splits the activation
energy of the zero electric field mobility into a disorder and a
polaron term. It reads as follows [2]:

μe = μ0 exp

[
− Ea

kBT
− C

(
σ

kBT

)2]
. (1)

The argument presumes that transport occurs by hopping in
a Gaussian-shaped distribution of energy sites, but each jump
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is associated with an additional constant activation energy,
that is, the polaron activation energy Ea, which is equal to a
quarter of the total reorganization energy associated with the
charge transfer (Ea = λ/4). The prefactor μ0 is the infinite
temperature mobility. What has been in dispute for decades
is the numerical value of the C factor (coefficient) which
weights the relative contribution of disorder and polaron ef-
fects. In their original paper [2], Bässler et al. suggested a
long time ago to consider the C factor in Eq. (1) as a constant
that is determined entirely by the energetic disorder effects
and, consequently, to adopt the same value as that derived
before for the charge transport in a polaron free system (i.e.,
C = 4/9 ≈ 0.44) within the Miller-Abrahams rate model [1].
Recently, this issue was thoroughly investigated [3–5] by
combining Monte Carlo simulation studies and analytical cal-
culations using an effective medium approximation (EMA),
and a dependence of the C factor on the σ/Ea ratio was shown.
The latter effect has also been confirmed by several different
theoretical approaches [6–8].

Nevertheless, recently Seki and Wojcik [9] have questioned
the variability of the C factor in Eq. (1) and the existence
of a nonlinear dependence of the relative weights of polaron
and disorder contributions to the hopping transport on the
σ/Ea ratio. They performed both kinetic Monte Carlo (KMC)
numerical simulations and EMA calculations considering the
nearest-neighbor hopping regime. They used Marcus rates
and found that the C factor is virtually independent of Ea.
A value of C ∼= 1/2 was obtained by EMA, while the KMC
data revealed slightly different values of C = 0.42 and 0.5 for
three-dimensional (3D) and two-dimensional (2D) transport
systems, respectively. This would imply a universal scaling
relation for the polaronic mobility with the polaron formation
energy. A similar conclusion was also drawn in Ref. [10]
where a very weak σ/Ea dependence of the C factor was
reported. It is important to mention that the authors of Ref. [9]
actually used a simplified Marcus relation, where the prefactor
was assumed to be constant.

In the present paper, we reinvestigate the C factor issue
on the basis of Marcus theory for polaron hopping rates by
combining kinetic Monte Carlo simulations and two alterna-
tive theoretical approaches EMA and a multiple trapping and
release (MTR) formalism. We have advanced these methods
for considering the hopping transport problem for different
rates, and obtained the C factor in the context of Eq. (1). Our
work brings additional insights to light on aspects related to
polaronic hopping transport that have not been considered so
far. We demonstrate that the C factor turns out to depend on
whether transport has reached equilibration or not, and on the
degree of carrier localization. Moreover, it changes with the
σ/Ea ratio. Thus, our study is in sharp contrast to the notion
of a “universal scaling law” recently published by Seki and
Wojcik in Ref. [9], and we clarify that and why there is no
universal scaling regarding the polaron formation energy. The
present results help to build an understanding on the interplay
of disorder and polaronic effects, and their quantitative depen-
dence on different transport parameters.

This paper is organized as follows. First, we describe
our kinetic Monte Carlo simulation method (Sec. II) and
the theoretical formulation of our EMA and MTR analytic
approaches (Sec. III). In Sec. IV we present the results

of the KMC simulations and the theoretical calculations
of the temperature-dependent diffusivity obtained for Miller-
Abrahams (MA) and Marcus hopping rates for the nearest-
neighbor hopping regime, and the corresponding C factors are
evaluated as a function of the σ/Ea ratio. Subsequently we
consider the impact of variable-range hopping. In Sec. V we
apply our results to reanalyze available experimental data, and
a concluding discussion is given in Sec. VI.

II. MONTE CARLO SIMULATIONS

The thermally activated hopping of excitations in a disor-
dered organic solid is studied using a grid-based kinetic Monte
Carlo (KMC) method to monitor the motion of excitations
as hopping events. We place a particular emphasis on the
dependence of the C factor on the σ/Ea ratio and the degree
of excitation localization. The excitation can, in principle,
be equally well a charge carrier or a triplet exciton since (i)
both move by an exchange mechanism, and (ii) the transfer
of a triplet can, to first order, be described as a correlated ex-
change of two charges. The physical meaning of the excitation
depends on the value chosen for the energetic disorder and
the reorganization energy. The KMC simulations were done
by employing an isotropic three-dimensional (3D) simulation
box (50×50×50 lattice sites) with a lattice constant of 1.5
nm. Since energetic disorder is inherent to conventional thin-
film organic semiconductors, the lattice sites are assigned a
random energy drawn from a Gaussian distribution g(ε) with
a standard deviation σ centered at zero energy, i.e., ε0 = 0.

g(ε) = N

σ
√

2π
exp

[
−1

2

(
ε − ε0

σ

)2]
, (2)

where N is the density of localized states. To describe the
diffusion of excitations through the disordered medium, both
Miller-Abrahams (MA) and Marcus hopping rates have been
used. This is done to find out whether the hopping process
and thus the value of the C factor is altered by the hopping
rate chosen for determining the diffusivity of the excitations.
The MA hopping rate between an initial site of energy εi and
final site of energy ε j is given by [11]

Wi j = W0 exp

[
−|ε j − εi| + (ε j − εi )

2kBT

]
,

W0 = ν0 exp(−2γ Ri j ), (3)

where W0, the MA rate prefactor, is determined by the hopping
distance Ri j . The inverse localization radius γ is related to
the electronic coupling matrix element between adjacent sites.
ν0 is the attempt to escape frequency usually being close
to an intermolecular phonon frequency, kB is the Boltzmann
constant, and T is temperature. The parameter γ is assumed
to be isotropic in all directions. The MA formalism does not
consider any polaronic effects related to the reorganization
energy. These effects can be taken into account by considering
a semiclassical Marcus-type hopping rate [12,13]:

Wi j = W1 exp

[
− Ea

kBT
− ε j − εi

2kBT
− (ε j − εi )2

16EakBT

]
,

W1 = (Ji j/h̄)
√

π/4EakBT , (4)
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where W1 denotes the Marcus prefactor that, in contrast to
the MA rate, depends on temperature. Ji j = J2

0 exp(−2γ Rij )
represents the electronic coupling, J0 is the nearest-neighbor
coupling constant, Ea is the small-polaron activation energy
related to the reorganization energy λ by Ea = λ/4.

In conventional Monte Carlo simulations, the initial site en-
ergy is typically sampled from the DOS distribution centered
at ε0 = 0. Therefore, an excitation generated at a site with
arbitrary energy in the DOS first energetically relaxes toward
the tail states. While the energetically downward hops are
dominant initially, a quasiequilibrium between the thermally
activated upward hops and the downward hops is eventually
obtained at later times. Therefore, the diffusivity within a dis-
ordered semiconductor is time dependent until the excitation
has relaxed to a mean equilibrium energy below the center
of the DOS (εeq = −σ 2/kBT ). This time dependence, i.e.,
the nonequilibrium nature of the simulated diffusivity, affects
the resulting transport properties [14,15]. Thus, the diffusion
coefficient can critically depend on whether the initial energy
is chosen from the DOS (centered at 0 eV) or the occupied
DOS (ODOS) distribution centered at the equilibrium energy
εeq below the DOS center, with the same σ . The analytical
theories in the present paper (and, in general) are formulated
under the premise of equilibrium transport; in order to pro-
vide an adequate comparison with the analytical results, our
KMC simulations are thus performed under the conditions
that the initial energy of an excitation is sampled from a Gaus-
sian ODOS distribution of width σ centered at ε0 = εeq =
−σ 2/KBT . Hereafter we refer to this as the “ODOS approach”
to distinguish it from the conventional “DOS approach.”

At the beginning of the simulation, t = 0, an excitation is
generated randomly at one of the lattice sites. In the case that
the simulation is intended to start with an excitation in the
ODOS, the energy of that lattice site is manually adjusted
to be part of the ODOS. At each kinetic step, the excitation
can hop to any of the nearest-neighbor sites. For the case
of variable-range hopping (VRH) simulations, excitations are
also allowed to access non-nearest hopping sites. Every per-
missible hop is treated as an event and for each event i, the
rate Wi is calculated. For the selection of an event, firstly,
for each event i the partial sum Si = ∑i

β=1 Wβ is calculated.
A random number ϕ is drawn from the interval (0, WT ],
with WT = ∑NE

β=1 Wβ , NE being the total number of events
(permissible hops). From all possible events, the event i for
which Si−1 < ϕ � Si holds is selected. The selected event is
executed for the corresponding excitation and the simulation
time (t) is updated by the waiting time, τw = −ln(X )/WT

where X is a random number between 0 and 1. The simulation
stops after 105 hops. The initial (t = 0) and final (after
105 hops) position of the excitation in the lattice are used to
determine the values for mean diffusivity, D = �x2/t . Results
are obtained by averaging over 5000 simulation trials account-
ing for different disorder configurations. The simulations do
not take the effect of conjugation or correlated disorder into
consideration.

III. THEORETICAL FORMULATION

A. Effective medium approximation approach

The effective medium approximation (EMA) is an ana-
lytic method that has been often used to describe different
aspects of the charge transport properties in disordered semi-
conducting materials. This approach is conventionally used
for the nearest-neighbor hopping transport in a periodic cubic
lattice of different spatial dimensionalities from one dimen-
sional (1D) to 3D. Within the EMA approach, the disordered
organic medium with localized states for charge carriers
is replaced by an effective ordered cubic 3D lattice with
spacing a = N−1/3 equal to the average distance between
the localized states, where N is the density of the local-
ized states. We consider that the energy ε of the localized
states is randomly distributed and their DOS can be de-
scribed by a Gaussian function with width σ , represented
by Eq. (2). Such kind of DOS distribution is applicable
for both charged and neutral excitations (excitons) in or-
ganic disordered solids. Polaron effects arising at sufficiently
large electron-phonon coupling and/or high enough tem-
peratures can be accounted for by employing the Marcus
rate for nonadiabatic hopping transfer given by Eq. (4).
Recently, we suggested a generalized EMA approach [5]
which is applicable for an arbitrary polaron activation energy
Ea compared to the energetic disorder parameter σ . This
approach is based on the following self-consistency equa-
tion suggested earlier by Kirkpatrick [16] for the effective
conductivity σe = Ge/a characterizing the whole disordered
system,

〈
σ12 − σe

σ12 + (d − 1)σe

〉
= 0, (5)

where σ12 = G12/a is conductivity in two-site cluster
approximation, d is the dimensionality of the hopping
transport system, G12 is two-site conductance, and angular
brackets 〈· · · 〉 denote the configuration averaging. The
above-mentioned EMA study, similar to that in the paper by
Seki and Wojcik [9], was done using a constant Marcus rate
prefactor W1 = 1 in Eq. (4). This approach will be hereafter
referred to as a “simplified Marcus” rate approach.

In the present work, we performed EMA calculations of
the effective diffusion coefficient by using the full Marcus rate
equation, i.e., explicitly taking into account the temperature-
dependent prefactor. We focus our consideration here on the
low carrier concentration transport regime and the limit of
weak electric fields, when eF�Ri j � σ . �Ri j is the hopping
distance which, implicitly, depends on the energetic disorder.
As demonstrated in Ref. [5], the effective diffusivity is De =
a2We, where We is the effective jump rate between neighboring
localized sites. It can be derived within the EMA approach
by the following integral equation obtained as a result of
configuration averaging in Eq. (5):

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2 exp

[
−1

2

(
t2
1 + t2

2

)2
] x1/2 exp

[− x
16xa

(t1 − t2)2 − x
2 (t1 + t2) − 1

2 x2
] − Xe

x1/2 exp
[− x

16xa
(t1 − t2)2 − x

2 (t1 + t2) − 1
2 x2

] + (d − 1)Xe
= 0, (6)
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where Xe = De/D0, D0 = a2(J/h̄)
√

π/4Eaσ exp(−x xa), x =
σ/kBT , and xa = Ea/σ . It is worth noting that in the EMA
approach we use direct configurational averaging over a DOS
distribution, which avoids shortcomings involved in the ef-
fective transport energy εtrans or percolation concepts. The
EMA is in particular a suitable method for studying hopping
transport in disordered materials with not very large energetic
disorder and it naturally allows accounting for the dimension-
ality of the system.

B. Multiple trapping and release approach

The multiple trapping and release (MTR) theory was
initially developed for the description of trap-controlled trans-
port in inorganic semiconductors with band conduction. Thus,
according to the MTR, charge carriers can only be transported
via conductive delocalized states lying above the so-called
mobility edge εc. The carriers interact with localized states
(traps) through trapping and thermal release. Despite the fact
that all electronic states in conventional organic semiconduc-
tors are localized, a relatively simple MTR formalism can still
be used to describe the hopping transport. The MTR descrip-
tion is commonly based on the concept of the transport energy
εtrans playing the role of the mobility edge in the classical
MTR model. There are two general approaches to defining
the transport energy. The first one considers the transport level
εtrans as a characteristic energy of the states predominantly
contributing to the electric conductivity [17–20]. Due to the
energetic disorder, such “conductive states” are actually dis-
tributed over a certain energy interval. Another approach (the
effective transport energy concept) [18,19,21–26] considers
the transport level as a parameter in the mean release rate
of carriers from rather deep, mostly populated states. This
release rate can be approximated in a form similar to the MTR
model:

ω(ε) = ω0 exp

(
−εtrans − ε

kBT

)
, (7)

where ε is the energy of the initial state, and ω0 is the fre-
quency factor which is different from W0 in Eq. (3).

It should be noted that there are many reports (see, for
instance, [17–21,24,25]) on derivations of the transport energy
for nonpolaronic hopping transport in Gaussian DOS, which
were formulated for the Miller-Abrahams rate. There have
been few applications of the effective transport energy concept
to the Marcus rate model, except to its truncated form [22,23].
On the other hand, the transport energy approach does not
need to be invoked explicitly to apply the MTR method to
the hopping transport. Instead, the problem of defining the
transport energy can be circumvented in the event that one
can split all the available states into “transporting” states,
which provide the principal contribution to the transport and
“trapping” states, which delay carriers. The former states can
be referred to as conductive states in a similar manner to the
classical MTR model, and the latter ones can be considered
as traps. This idea was proposed long ago by Schmidlin [27];
however, more work needs to be done on developing a gen-
eral calculation method to obtain transport parameters with
this approach. Below, we present our MTR approach, which
makes use of this idea by Schmidlin. Our approach is quite

general and is suitable for the description of hopping transport
irrespective of a jump rate model. We apply it to the analysis
of temperature-dependent carrier diffusivity for both MA and
Marcus rates in the limit of small carrier concentration and
low electric fields. The gist of our approach lies essentially
in reducing the well-known master equation of hopping trans-
port [24,27,28] to the balance equation of the MTR model at
arbitrary jump rates (see the Appendix for more details).

In practice, we identify a “conductive” state by the con-
dition that the escape time from this state does not exceed a
certain time t0. Since the carrier release is a stochastic process,
the probability that a given state is conductive, is determined
by the Poisson distribution as

ϕ(ε) = 1 − exp[−ω(ε)t0] ≈ ω(ε)t0, ω(ε)t0 � 1, (8)

provided that the critical time t0 is rather small relative to a
typical hopping time. Note that the approximation (7) is not
relevant anymore to Eq. (8) and to the subsequent equations.
The trap-controlled diffusivity in the MTR approach can then
be expressed as [25,29]

D = Dc
pc

p
≈ (a2/t0)

∫∞
−∞ dεgODOS(ε)ϕ(ε)

∫∞
−∞ dεgODOS(ε)

, (9)

where pc and p are the carrier concentration in “conduc-
tive” states and the total concentration, respectively. Dc ≈
a2/t0 is the carrier diffusivity in conductive states, a ≈
N−1/3 is the mean hopping distance in conductive states,
and gODOS(ε) is the ODOS distribution proportional to the
product g(ε)exp(−ε/kBT ) under quasiequilibrium conditions.
The parameter t0 cancels in Eq. (9) after combining Eqs. (8)
and (9), and therefore the diffusivity is proportional to the
mean release rate averaged over the ODOS distribution. The
resulting relation reads as

D ≈ a2〈ω(ε)〉 = a2

∫ ∞
−∞ dεω(ε)g(ε) exp (−ε/kBT )∫ ∞

−∞ dεg(ε) exp (−ε/kBT )
. (10)

Further, to determine the mean release rate ω(ε) and to
consider the variable-range hopping (VRH) regime, we use
the mean hopping parameter method suggested by Arkhipov
et al. [30], which is very similar to the method proposed by
Apsley and Hughes [31] for a weak electric field and low car-
rier concentration limit. The function ω(ε) can be expressed
as follows:

ω(ε) = ω0e−〈u〉(ε), 〈u〉(ε) =
∫ ∞

0
du e−n(ε,u), (11)

where u is the hopping parameter; n(ε, u) is the average
number of target neighbor sites whose hopping rates are not
smaller than a given value of ω0 exp(−u). An important mod-
ification was done here with respect to the previous works
[30,31] in order to preclude multiple carrier jumps within
pairs of occasionally close localized states: Hopping neigh-
bors for which return jumps to initially occupied states are
more probable than jumps to other states are excluded from
n(ε, u). This also implies including the percolation effects
[24,32,33] in a first approximation (see the Appendix for
details). If the oscillations of a carrier within pairs of local-
ized states are not excluded, then our MTR approach for the
MA rate leads to a similar low-field mobility as obtained in
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Ref. [30]. This similarity applies within the accuracy of the
prefactor a2, and using the Einstein relation μ = eD/kBT .
It should be mentioned that results of the calculation with
Eq. (11) for the MA rates showed that Eq. (7) can be consid-
ered as a good approximation for the release frequency ω(ε)
when the localized states are rather deep, ε < εtrans. Upon
applying Eq. (7) and the Einstein relation, Eq. (10) reduces to
the well-known result from the transport level method: μ ≈
(eω0a2/kT )exp [−εtrans/kBT −0.5(σ/kBT )2] [17–21,24,25].
However, using Eq. (7) as an approximation is generally in-
appropriate in the case of the Marcus rate model.

IV. RESULTS

A. C factor in the limit of purely disorder-controlled transport

To find the value of the C factor, which weighs the
polaronic and disorder contributions to the temperature depen-
dence of the mobility [Eq. (1)], we first consider simulations
of charge-carrier transport using the kinetic Monte Carlo
method. We differentiate between two cases, that is, transport
in thermal equilibrium, and transport out of thermal equilib-
rium. It is well known that, in many experimental situations,
e.g., in time of flight (TOF) and transient electrolumines-
cence (TEL) measurements, one observes an initial short,
sharp spikelike decay of the signal. This is because imme-
diately after carrier injection or creation somewhere within
the DOS, the carrier is usually not in thermal equilibrium.
Rather, it relaxes energetically through a sequence of ener-
getically downhill jumps until a quasiequilibrium transport
is achieved, where thermally activated uphill jumps are in
balance with downhill jumps. Experimentally, this is visible as
a plateau in the intensity of the transient signal. This implies
that the carrier moves between states that are energetically
distributed, statistically with the same width (σ ) as before,
yet centered around an equilibrium energy, εeq = −σ 2/kBT ,
below the center of the full DOS. The energetic distribution
of these states is referred to as occupied density of states
(ODOS). The relaxation behavior is well reproduced in KMC
simulations when a carrier is initially placed at a random
site within the full DOS. Following the carrier’s trajectory
implies following the relaxation process [1,14,15]. Transport
in thermal equilibrium is reached and monitored eventually,
yet long simulation times may be needed to arrive at this
stage. A different situation prevails when the carrier moves
under equilibrium conditions. This is the case, for example,
in charge extraction by linearly increasing voltage (CELIV)
experiments. Here, the carrier moves only within the ODOS.
In KMC simulations, this can be realized by imposing the con-
dition that the carrier starts its trajectory on a site within the
equilibrium distribution, i.e., within the ODOS. The impact of
nonequilibrium transport on the diffusivity is thus eliminated.
For our KMC study, we consider both transport under equi-
librium and out of equilibrium. The analytical EMA method
and the MTR formalism in the present study apply only to the
case of equilibrium transport.

Here, we first assess the impact of the two different KMC
simulation approaches (DOS vs ODOS) on the temperature
dependence of a quasiparticle diffusion coefficient (D) within
the premise of the Miller-Abrahams rate model, using Eq. (3)

FIG. 1. Kinetic Monte Carlo simulations (symbols) of the diffu-
sion coefficient as a function of disorder-normalized temperature for
the Miller-Abrahams rate and the nearest-neighbor hopping regime
in an isotropic 3D disordered organic system with different energetic
disorder values (σ = 50, 70, and 100 meV, indicated by red squares,
green circles, and blue triangles, respectively). The KMC simulations
are performed (a) for equilibrium transport, using the ODOS and (b)
for nonequilibrium transport, using a conventional DOS as starting
distribution. Dotted lines in both figures represent a linear fit to
ln(D) ∝ −C(σ/kBT )2. Dashed and solid curves in (a) are the results
obtained by MTR and EMA theories, respectively. These calculated
curves are shifted vertically relative to each other for clarity. The
arrow in (b) depicts the crossover from nondispersive to dispersive
transport.

for the hopping rate. This implies that we neglect any po-
laronic disorder, corresponding to the situation of Ea = 0 in
Eq. (1). We expect ln(D) to be proportional to −C(σ/kBT )2

from Eq. (1), so that the value of C corresponds to the slope
in a ln(D) vs (σ/kBT )2 plot, as shown in Fig. 1. The results
obtained for equilibrium transport are compared against those
obtained using the EMA method and the MTR formalism in
Fig. 1(a). The simulations were done employing our ODOS-
simulation method for a lattice representing an isotropic
3D disordered organic system with different widths of the
Gaussian ODOS (σ = 50, 70, and 100 meV), and consider-
ing solely the nearest-neighbor hopping (coordination number
N = 6). Since all excitations are thermally equilibrated right
from the start of the simulation, a perfect linear dependence
of ln(D) vs (σ/kBT )2, depicted by a dotted line, is observed
over a broad temperature range irrespective of the energetic
disorder. The slope of this dependence yields a C factor of
about 0.47. The temperature dependences of the diffusion
coefficient calculated by effective medium and MTR theories
are presented by solid and dashed lines, respectively, and are
vertically translated for clarity of display. They demonstrate
almost perfect agreement with the KMC simulation data over
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FIG. 2. Temperature dependencies of the diffusion coefficient obtained for the Marcus rate by kinetic Monte Carlo simulations (symbols)
for the nearest-neighbor hopping in an isotropic 3D disordered organic system at different number of hops during simulations (ranging from
103 to 105) performed using (a), (c) conventional DOS and (b), (d) equilibrated ODOS-simulation approaches. Simulations are done at σ =
100 meV and Ea = 30 meV. Straight lines in (c), (d) represent the linear fit of the above simulated super-Arrhenius plot (symbols) made in the
temperature range where the ln[D/exp(−Ea/kBT )] ∝ (σ/kBT )2 law is obeyed.

a broad range of σ/kBT , yielding virtually the same C factor
(0.43–0.44) for the Miller-Abrahams hopping in conjunction
with the nearest-neighbor hopping regime. This testifies the
reliability of our ODOS-based simulation approach, which
can be adequately compared against analytic theories formu-
lated just for the nondispersive transport in disordered organic
solids.

Figure 1(b) presents the temperature-dependent diffusivity
simulated in the more conventional way, i.e., when the energy
of an initial site is sampled from the DOS distribution. The fig-
ure demonstrates that the diffusion coefficient obtained by the
conventional DOS-simulation approach follows the predicted
ln(D) ∝ −C(σ/kBT )2 dependence (depicted by a dotted line)
only at relatively low energetic disorder or high temperatures
(σ/kBT � 3.3). The dependence progressively deviates from
a straight line at larger σ/kBT values. This is a well expected
result indicative of the contribution from the nonequilib-
rium (dispersive) transport to the simulated diffusivity, which
consequently leads to an overestimation of diffusion co-
efficients at larger σ/kBT . Hence, the C factor can be
derived only from the high-temperature branch of the obtained

dependence, where it is 0.47 as in the case of equilibrium
transport.

B. C factor when a polaronic contribution is considered

Next, we test our equilibrated Monte Carlo simulation
approach for the Marcus rate model, using Eq. (4) for the
hopping rate. This is equivalent to the situation of Ea �= 0, and
σ �= 0 in Eq. (1). Figures 2(a) and 2(b) show temperature-
dependent diffusion coefficients, parametric in the number
of hops during simulations, obtained for equilibrium trans-
port (ODOS approach) and nonequilibrium transport (DOS
approach), respectively. We used σ = 100 meV and Ea =
30 meV, and hopping is restricted to the nearest-neighbor
lattice sites. A general observation is that the diffusivity in-
creases as the temperature increases, and this is accompanied
by a decrease in the rate of increment. This is a typical behav-
ior for thermally activated hopping transport [1]. The results
for the two simulation approaches differ insofar that for the
ODOS approach, representing equilibrium transport, the tem-
perature dependence of diffusivity remains almost identical
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irrespective of the number of hops after which the diffusion
coefficient is evaluated. When plotting ln[D/exp(−Ea/kBT )]
vs (σ/kBT )2 such as to readily read off the value of C from the
slope in Fig. 2(c), the expected linear dependence (with C =
0.4) is obtained irrespective of the number of hops executed
by the excitation (with minor deviations at lower number
of hops). In contrast, when transport is not in equilibrium,
represented by the conventional DOS approach, the temper-
ature dependence of the diffusivity depends on the number
of hops executed, and ln[D/exp(−Ea/kBT )] deviates signif-
icantly from the linear dependence on (σ/kBT )2, suggesting
an overestimation of diffusivity values at lower temperatures
[Fig. 2(d)], analogous to the behavior of the diffusivity for
the case of MA rates in Fig. 1(b). Moreover, the dependence
on the number of hops complicates the determination of the
exact C factor even when considering the high-temperature
(low σ/kBT ) range since the lower the number of hops, the
further away the transport is from equilibrium. Extrapolating
the high-temperature regime by linear fits, shown as dashed
lines in Fig. 2(d), yields a C factor that increases progressively
from C = 0.22 (for 103 hops) to 0.32 (104 hops) and to 0.35
(105 hops).

To summarize the results obtained so far, in Sec. IV A we
considered the value of C, allowing for only nearest-neighbor
hops, for a purely disorder-controlled transport for the case
of transport both in and out of equilibrium. In thermal equi-
librium, the values obtained by three independent approaches,
that is, KMC simulation, EMA theory, and the MTR formal-
ism, agree on a value of C = 0.45 ± 0.02. Out of thermal
equilibrium, KMC predicts a lower value that depends on
the deviation from the equilibrium situation. In Sec. IV B we
extended our KMC study to the case of transport in a disor-
dered energy landscape with consideration of reorganization
energy, exemplarily using σ = 100 meV and Ea = 30 meV
( σ

Ea
= 3.3). A value of C = 0.40 is approached asymptotically

as carriers reach thermal equilibrium. This value is lower than
what we obtained for the case when polaronic contributions
are neglected. In the next section, we focus on the depen-
dence of the C factor on the relative size of the disorder to
the reorganization energy, still restraining our simulations to
nearest-neighbor hops.

C. Impact of the reorganization energy on the C factor

Having seen that the value of the C factor is modified when
a polaronic contribution to the transport is taken into account,
we systematically addressed the dependence of the C factor on
the magnitude of the polaronic contribution. Figure 3 presents
the C factor as a function of the σ/Ea ratio. As before, we
used the Marcus-type hopping rate in the presence of disor-
der, Eq. (4), and allowed only for nearest-neighbor hops. In
addition to the results obtained for equilibrium (ODOS) and
nonequilibrium (DOS) transport, we show the results from
the MTR formalism and the EMA calculations, which treat
the equilibrium situation. For comparison, we also include the
values obtained with the simplified Marcus expression used
previously by Seki and Wojcik [9], where the preexponential
factor [W1 in Eq. (4)] is approximated by a constant (W1 = 1).

For all approaches we obtain the same qualitative result,
that is, that the factor C increases with increasing σ/Ea ratio,

FIG. 3. C factor vs σ/Ea derived from kinetic Monte Carlo sim-
ulations of the nearest-neighbor hopping diffusivity D(T ) using a
Marcus rate in an isotropic 3D system and 2γ a = 10. Also shown
are results from analytic MTR and EMA calculations. The KMC
simulations marked “DOS, full” refer to the case of nonequilibrated
transport; all other data are obtained for transport under equilibrium.
For comparison, values obtained using a Marcus-type hopping rate
with a constant preexponential factor is also shown (“ODOS, simpl.”)

i.e., with increasing the relative strength of the disorder effect.
This is in line with our previous finding [5]. We note that the
C factor obtained under inclusion of polaronic effects is al-
ways smaller than that obtained using a pure Miller-Abrahams
rate (C ∼= 0.44). Evidently, any contribution from geometric
reorganization of the molecule reduces the relative weight of
the disorder contribution to transport. However, in the limit of
vanishing Ea, exemplified by the data point at σ/Ea = 10 in
Fig. 3, the MA result is recovered asymptotically.

Regarding the results, we again find a gratifying quan-
titative agreement between the three different equilibrium
nearest-neighbor hopping (NNH) approaches used, that is, the
KMC simulation (ODOS), the MTR formalism, and the EMA
calculations, as depicted in Fig. 3 by stars and solid line,
respectively. As expected, the EMA calculations agree with
simulation data only at low to moderate energetic disorder
(σ/Ea < 2), where EMA formalism is more justified. In the
present study we used a conventional EMA approach based
on a self-consistency equation (5), which is not suitable for
a strongly inhomogeneous medium, or in other words, for
high disorders. This explains the disagreement between the
KMC ODOS simulations and EMA at large σ/Ea values [34].
The agreement between the three different and independent
approaches gives confidence in the absolute values obtained
for the factor C.

Analogous to the results in the previous sections, calcula-
tions carried out using a conventional KMC approach, where
the carrier is placed at random in the DOS and then relaxes,
yield a reduced value of the factor C as compared to the ODOS
approach, i.e., a lower contribution of the disorder to trans-
port, depending on how far from equilibrium the transport
takes place. In contrast, an increased value of the factor C is
obtained when the Marcus-type hopping rate is simplified by
assuming a constant prefactor. We obtain principally the same
results as that obtained before for W1 = 1 in the paper by Seki
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FIG. 4. The C factor as a function of localization derived from
kinetic Monte Carlo simulations of hopping diffusivity D(T) in both
the nearest-neighbor hopping (empty symbols) and variable-range
hopping (filled symbols) regimes using (a) a Miller-Abrahams or (b)
a Marcus-type hopping rate. Results of analytic MTR calculations in
the VRH regime for MA and Marcus rates are shown by red stars in
(a), (b), respectively.

and Wojcik [9]. Evidently, this simplification is a rather coarse
approximation that overestimates the C factor.

D. C factor in variable-range hopping (VRH) regime

The nearest-neighbor hopping (NNH) considered in the
preceding section was modeled assuming just six nearest
neighbors of a site i on a cubic 3D lattice (N = 6). However, it
is well known that hops between the non-nearest-neighboring
sites can also contribute to the hopping transport. This is
described by variable-range hopping (VRH) [6] which is a
more general approach and considers transitions of carriers
to further neighbors than the nearest ones. Here VRH was im-
plemented in the KMC simulations by allowing long-distance
jumps to as many as N = 26 neighbors in total, i.e., up to
the third-nearest neighbor. The probabilities of such jumps
are determined by the carrier localization parameter (2γ a).
Figure 4 presents the C factor obtained as a function of 2γ a,
with larger values implying stronger localization. Simulation
results are shown for jumps to the third-nearest neighbor
(N = 26 sites), thus enabling the VRH regime (filled trian-
gles), and they are compared to those allowing for hopping
to next-nearest neighbors (N = 6, empty triangles). We only
considered the case of equilibrium transport, once for purely
disorder-controlled transport, using a Miller-Abrahams type
hopping rate [Eq. (3)] and once when including polaronic
effects through a Marcus-type hopping rate [Eq. (4)]. Also
shown are values obtained using the MTR formalism. For
the EMA calculations that we used in the previous section,
a distinction between NNH and VRH cannot be implemented
explicitly.

As expected, no dependence of the C factor on the local-
ization length was observed for the case of NNH because
this regime is preserved at N = 6 irrespective of the inverse
localization length (γ ) value. On the other hand, Figs. 4(a) and
4(b) demonstrate a clear decrease in C factor with decreasing

2γ a in the VRH regime as found by both the KMC simula-
tions (filled triangles) and the MTR theoretical calculations
(stars). At large localization, the values converge to the value
of NNH for all the simulations, which is a trivial observation,
since at large localization or very poor electronic coupling,
the NNH regime becomes dominating. We note the difference
between the KMC and the MTR obtained values for C in
the limit of large localization. While this is a minor effect
for pure disorder-dominated transport, it is significant when
polaronic contributions are included. We speculate whether in
this case, MTR is less suitable, since the distinction between
“transporting” and “trapping” states, on which this formalism
is based, becomes blurred [33].

Overall, the results obtained so far have demonstrated that
(i) There is very good agreement between three ap-

proaches for the C factor for equilibrium transport. Depending
on conditions, values range from 0.30 to 0.47.

(ii) The value of the C factor decreases when transport is
out of equilibrium.

(iii) The value of the C factor decreases when reorganiza-
tion contributes to the transport.

(iv) The value of the C factor decreases when the wave
function of the charge or excitation is less localized.

This behavior is not consistent with the notion of a “univer-
sal scaling law,” at least not in the strict mathematical sense.
For practical purposes, one may consider that, in thermal
equilibrium, the values for C range around 0.40 ± 0.05. We
shall therefore evaluate the impact of this variation in the next
section.

V. ANALYSIS OF EXPERIMENTAL DATA

The theoretical and simulation results obtained in the pre-
vious sections are utilized here to analyze earlier experimental
transport data. A frequently encountered albeit problematic
procedure adopted in the community to obtain the polaronic
activation energies (Ea) for transport is to analyze the 1/T de-
pendence of zero-field mobility using Eq. (1) presuming zero
disorder, i.e., Eq. (12a). Similarly, the energetic disorder can
be obtained by analyzing the temperature dependence of the
zero-field mobility (1/T 2 dependence) assuming C = 0.44
within a purely disorder-controlled MA formalism, i.e., Ea =
0, as established by previous KMC and EMA approaches [1];
see Eq. (12b):

μ(T ) = μ0 exp

[
−

(
Ea

kBT

)]
, (12a)

μ(T ) = μ0 exp

[
−0.44

(
σ

kBT

)2]
. (12b)

However, this procedure has serious shortcomings, because
disorder and reorganization energy are entangled, as reflected
in the use of the unified model, Eq. (1).

In this section, we illustrate how much difference can
be expected in the σ and Ea values when using different
formalisms to fit the data. For this assessment, we analyze
the temperature dependence of the zero-field TOF mobility
for holes in a series of conjugated alternating phenanthrene
indenofluorene copolymers reported by Hoffmann et al. [35].
We analyze four copolymers from this paper labeled as
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TABLE I. Ea and σ values obtained from fitting with Eq. (12).
Also given are Ea values obtained from DFT calculations (from
Ref. [35]).

Ea (meV) σ (meV) Ea (meV)
Copolymer by Eq. (12a) by Eq. (12b) by DFT

1 178 ± 2 109 ± 2 46
3 235 ± 2 102 ± 2 38
7 329 ± 2 89 ± 2 25
9 397 ± 2 91 ± 2 31

copolymers 1, 3, 7, and 9 (see Sec. 1 of the Supplemental
Material [36] or Ref. [35] for chemical structure). For refer-
ence, we quote in Table I the values obtained in Ref. [35] from
fitting the mobilities of the copolymers with Eq. (12).

As discussed in detail in Ref. [35], it turns out that the
σ values obtained from Eq. (12) are consistent with those
obtained by other methods, while the Ea values are unre-
alistically large. Thus, one needs to obtain estimation for
Ea by other means, such as density-functional theory (DFT)
calculations.

If we wish to assess how the values derived for σ and Ea

depend on the C factor used, a straightforward test is therefore
to take the DFT-calculated Ea value and subsequently employ
Eq. (1) to determine σ for several values of C. Figure 5(a)
presents the experimental mobility data reported by Hoffmann
et al. [35] (symbols) plotted against 1/T 2 on a semilogarith-
mic scale. The solid lines are the corresponding fits done
using Eq. (1) with C = 0.40 and using the DFT-calculated
Ea values summarized in Table I. A comparison of the fits
to the experimental data with Eq. (1) for C = 0.35, 0.40,
and 0.44 is shown exemplarily for copolymer 1 in Fig. 5(b).
It illustrates that the fits with different approaches coincide
perfectly and are almost indistinguishable. Given the limited
temperature range from 300 to 350 K for which the mobility
was determined, this is expected. The data for copolymers
3, 7, and 9 agree similarly well and are shown in Sec. 2
of the Supplemental Material [36]. The disorder parameters
obtained as a result of fittings are summarized in Table II.

We observe that the σ values obtained when using a pure
MA approach, Eq. (12b), or a unified approach, i.e., Eq. (1),
with different values for C differ by less than 10% from each
other. This is within the typical experimental error range (note
that the error given refers to the fitting procedure). Our result
implies that the consideration of the polaronic contribution
to the transport description, and the question of how much

TABLE II. The σ values obtained from fitting with Eq. (1), using
the DFT-calculated Ea values from Table I.

σ (meV) σ (meV) σ (meV)
by Eq. (1), by Eq. (1), by Eq. (1),

Copolymer C = 0.35 C = 0.40 C = 0.44

1 116 ± 2 108 ± 2 103 ± 2
3 108 ± 2 101 ± 2 96 ± 2
7 95 ± 2 89 ± 2 85 ± 2
9 97 ± 2 91 ± 2 86 ± 2

FIG. 5. (a) The temperature dependence of the mobility plotted
as μ vs 1/T 2 on a semilog scale, along with the zero-field TOF
mobility for copolymers 1 (red squares), 3 (green circles), 7 (pink
triangles), and 9 (blue diamonds) as reported in Ref. [35]. Solid lines
represent the fitting results using Eq. (1) with C = 0.40 and Ea

values presented in Table I. (b) Comparison of the fits done by using
Eq. (1) with C = 0.35, 0.40, and 0.44, and by using Eq. (12b) (MA
rate).

weight this should be given, is not critical for the deter-
mination of the disorder value as long as C ranges around
C = 0.40 ± 0.05.

However, a very different result is obtained when the dis-
order value from the pure MA approach is used in Eq. (1),
and Ea is determined parametric in the C factor. Table III
summarizes the values obtained. The fits to the experimental
data are as good as in Fig. 5. They can be found in Sec. 2
of the Supplemental Material [36] for reference. However, the

TABLE III. Ea values obtained from fitting with Eq. (1), using σ

values from Table I.

Ea (meV) Ea (meV) Ea (meV)
by Eq. (1), by Eq. (1), by Eq. (1),

Copolymer C = 0.35 C = 0.40 C = 0.44

1 78 ± 2 35 ± 2 0 ± 2
3 69 ± 2 33 ± 2 0 ± 2
7 50 ± 2 21 ± 2 0 ± 2
9 54 ± 2 24 ± 2 0 ± 2
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Ea values span a much wider range, implying that the fitting
approach has a huge effect. This demonstrates that the value
obtained for Ea depends more strongly on the correct choice
of the C factor than the values obtained for σ . It seems that the
range of values obtained using Eq. (1) with C = 0.40 ± 0.03
is reasonably realistic (cf. Sec. 3 of the Supplemental Material
[36] for detailed discussion), while a full neglect of disorder
contributions as in a pure Marcus model, Eq. (12a), results in
values that are at variance with other experiments.

VI. DISCUSSION AND CONCLUSIONS

This study illuminates several points regarding the de-
scription of charge transport. It clarifies that the relative
contribution of polaron and disorder effects to the charge-
carrier mobility, as quantified through the value of the C
factor, depends on various factors.

One aspect is whether charge transport takes place in equi-
librium or out of equilibrium: The further away the transport is
from equilibrium, the lower is the contribution of disorder, and
thus the lower is the C factor. It is straightforward that disorder
should play a lesser role when hops occur mostly downward in
energy. One may need to bear this in mind when analyzing ex-
perimental data where transport is far out of equilibrium, e.g.,
on very short timescales after carrier generation. Our study,
notably Figs. 1 and 2, indicates that this is of relevance to both
MA as well as Marcus rates. Correspondingly, it can become
important to perform the KMC calculations under equilibrium
conditions, e.g., by starting from the ODOS distribution in-
stead of the full DOS, if one wishes to obtain a reliable value
that is independent of simulation time or temperature. This
is an important insight, as most available KMC simulations
are premised on the condition that the initial energy of an
excitation is sampled from a DOS distribution.

Another aspect is that the value of the C factor depends
on the ratio between the reorganization energy and the dis-
order. This had been noted before by several groups [5,6,22],
though there are also disagreeing calculations [9]. The grat-
ifying feature in our work is the quantitative agreement of
C(σ, Ea) obtained via three independent approaches, that is,
KMC simulations, EMA calculations, and the MTR formal-
ism. As discussed above, EMA calculations apply to the
range of lower disorder values, while the MTR formalism
is more meaningful for the range of higher disorder values
where the distinction between conducting and trapping states
is maintained. KMC applies over the entire range of disorder
values, though for comparison with the EMA and MTR for-
malism, one needs to ensure that the simulation is conducted
for the quasiequilibrium case. In this context, we noticed the
importance of using the full Marcus-type hopping rate, i.e., in-
cluding the temperature-dependent prefactor. The evolution of
C(σ, Ea) was only rendered consistently between the three ap-
proaches when using Eq. (4) with the temperature-dependent
prefactor. This may account for the difference to the work by
Seki and Wojcik, who assumed a constant Marcus prefactor
[9].

A further aspect concerns the dependence of the C fac-
tor on the delocalization of the carrier wave function. We
revealed the effect of the degree of carrier localization in
organic semiconductors on the C factor for Marcus polaron

hopping. It was found to feature a qualitatively similar trend
to that obtained for MA hopping of nonpolaronic carriers
(Fig. 4). In both cases the weak carrier localization gives rise
to a significantly lower C factor. This is equivalent to the
earlier noticed dependence of the C factor on lattice geometry,
coordination number, or dimensionality [37–39]. Our study
implies a reduced contribution of disorder when more lattice
sites are accessible for transport. It is easy to see that disorder
should matter less when a particular energy barrier can simply
be circumvented by a different pathway, so that increases in
dimensionality, coordination number, or accessible neighbor
sights all reduce the contribution of disorder. This aspect is
easily overlooked, and perhaps not always sufficiently appre-
ciated. For example, in our earlier work [5], we reported a
stronger dependence of the C factor on σ/Ea than here. The
reason is that in the earlier work, the lattice chosen was not
a strictly simple cubic lattice but a slightly orthorhombic one.
This was done in order to match the experimental conditions
and it resulted in a stronger evolution of C(σ, Ea). This depen-
dence on dimensionality and available lattice sites implies that
the distribution of chromophores in a film, and in particular,
any existence of partial order, will have a significant impact
on the appropriate value of the C factor.

Given the variation of the C factor with experimental
conditions, one may question what can be learned from an
analysis of temperature-dependent mobility data in the frame-
work of Eq. (1). The investigation we performed clearly
indicated that such an analysis provides a reasonable basis for
the assessment of disorder using a C factor of C = 0.40 ±
0.03. “Reasonable” means here that the values are within
10% of each other and the value obtained from a pure MA
approach, and agree with any other information available from
experiments [35]. In this way, our work eventually provides a
“legitimization” for the use of the simple MA rate model to
the description of the charge transport in realistic disordered
organic solids. This is a key message of our paper, especially
relevant for experimentalists, who routinely use the Gaussian
disorder model (GDM) for their data analysis and naturally
want to know to what extent this zero-order approach is
accurate in determination of the width of the DOS. We em-
phasize that Eq. (1) with C = 0.40 ± 0.03 is fully applicable
only when the carrier transport is in quasiequilibrium. This
is when (σ/kBT )2 < 10, i.e., σ/kBT < 3.3 as evident from
Figs. 1 and 2. Experimentally, these conditions are usually
fulfilled for CELIV measurements or for nondispersive TOF
measurements where the plateau and the subsequent kink in
the current transients are clearly visible. Note that our con-
clusion about the appropriateness of the MA rate is consistent
with the recent finding by de Vries et al. in Ref. [40] based
on full quantum mechanical treatment; however, in our work
the problem was tackled from the standpoint of established
hopping-transport theories and computer simulations. As also
mentioned by de Vries, the values obtained for the reorganiza-
tion energy are significantly less reliable. Typical values of the
reorganization energy in conventional organic semiconductor
have been estimated as λ = 100–200 meV [40].

Further, we would like to note that, although the impact
of carrier equilibration on the C factor was indeed shown
before for the case of nonpolaronic transport (MA rates), it
has rarely been considered for the polaronic hopping transport

165202-10

95



ROLE OF THE REORGANIZATION ENERGY FOR CHARGE … PHYSICAL REVIEW B 103, 165202 (2021)

given by the Marcus rate. Also, the effect of the degree of
carrier localization in organic semiconductors on the C factor
was not reported before for the Marcus hopping rate, while it
has been demonstrated for the nonpolaronic transport regime.
In addition, almost all theoretical efforts in the description
of variable-range hopping (VRH) in organic semiconductors
were based so far just on the MA rate model and the VRH
remains virtually unexplored for the Marcus rate model. Our
work resolves the long-standing controversy regarding the C
factor and explains why different values were obtained in the
literature. We identify differences in the approaches used in
the previous works and their specific aspects leading to the
contradictory results.

Our initial question on how strongly the reorganization
energy contributes to charge transport in disordered organic
semiconductors may thus be answered in a brief way as “not
much.” The polymers of Ref. [35] that we used as experi-
mental example are typical conjugated polymers insofar that
their backbones consist of bridged or fused, i.e., rigid, phenyl
rings as well as more flexible triphenylamines. They have a
disorder parameter around 100 meV and an Ea of less than
50 meV, i.e., a reorganization energy λ of less than 200 meV.
These values can be considered as representative. We found
that entirely ignoring the polaronic contribution by analyzing
the μ(T ) data in terms of the simple Gaussian disorder model
overestimates the disorder by roughly 10%. This can be taken
as an indication that the polaronic contribution is small.

Finally, in the present paper we made important method-
ological advancements in both analytical treatment and
computer simulations of polaron transport. In particular, we
have extended the multiple trapping and release (MTR) the-
oretical approach to describe the Marcus polaron hopping.
An important advantage of the suggested approach is that
it allows avoiding the transport energy (TE) concept, as the
calculation of the TE for Marcus rates turned out to be very
problematic, which is in contrast to MA rates where this
concept is conventionally used. Further, we have improved
the algorithm of kinetic Monte Carlo simulations (KMC) to
consider adequately the equilibrated polaron transport in a
Gaussian DOS, which can be ensured under the conditions
that the initial energy of an excitation is sampled from a
Gaussian occupational DOS (ODOS) distribution shifted by
the equilibrium energy below the DOS center. We found that
this aspect has a significant impact on the polaron transport,
which has normally been overlooked in previous relevant
KMC simulation studies.
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APPENDIX: APPLICABILITY OF THE MULTIPLE
TRAPPING MODEL TO THE DESCRIPTION

OF HOPPING TRANSPORT

We start from the well-known master equation of hopping
transport for the occupation probability, fi, of the ith hopping
state [24,28],

∂ fi/∂t =
∑
j �=i

[ν ji f j (1 − fi ) − νi j fi(1 − f j )], (A1)

where νi j is the hopping rate of a carrier from the ith state to
the jth state. We assume that the release of carriers from the
rather deep states i, the rate of release from which determines
the magnitude of diffusivity and mobility, occurs preferably
to relatively shallow energy states j having very low occupa-
tion probability, f j � 1. This contrasts with the mechanism
of the Mott-type conductance near the Fermi level, which
might typically be realized in the low-temperature limit and
is not considered here [25]. The low occupation probability
results from low mean occupation time of these states, since
most of the jumps per unit time occur via these shallow j
states. Particularly, capture of carriers by the deep i states
occurs from these “fast” j states. Further, we assume that
the population of the “fast” states (of the energies ε j) can
be described by the quasiequilibrium Boltzmann’s function,
f j = f0exp[−ε j/kBT ]. At the same time, the deep states of the
energies εi can be filled with much higher probability fi

∼= 1;
their population can also be far from a quasiequilibrium dis-
tribution if the initial energy distribution of the carriers is not
equilibrated as a consequence of a rather small number of
the release events from i states. Using the detailed balance
principle, ν ji = νi j exp[(ε j − εi )/kBT ], and introducing the
symbol ωi = ∑

j �=i νi j , one can rewrite the balance equation
(A1) as follows:

∂ fi/∂t = f0(x, t ) exp[−εi/kBT ](1 − fi )ωi − fiωi, (A2)

where x is the set of spatial coordinates. One may assume that
the prefactor f0 in Eq. (A2) is j independent, provided that
the spatial scale and timescale of variations of this prefactor is
much larger than several hopping lengths and several hopping
times, respectively.

The magnitude of the release frequency of a carrier from
the state i, ωi, not only depends on its energy, εi, but also on
other characteristics (such as energies, distances, and orienta-
tions) of the surrounding states. It is known from percolation
theory that the states, which contribute to the transport pre-
dominantly, form a network with some characteristic size rc0

(correlation radius of percolation cluster) [32–34]. One can
simplify the description of transport, provided that the func-
tion f in Eq. (A1) is averaged on the spatial scale of rc0 (which
is temperature and disorder dependent) and on the respective
timescale, tc0 (the diffusion time for the distance rc0). One
can select the “conductive” states among the “fast” states by
relating the prefactor f0(x, t ) and the concentration of carriers
(the “mobile” carriers) in these states, pc(x, t ),

f0(x, t ) = pc(x, t )/Nc, (A3)

where Nc is an effective concentration of “conductive” states.
This concentration does not depend on coordinates and time
due to quasiequilibrium occupation of conductive states and

165202-11

96



R. SAXENA et al. PHYSICAL REVIEW B 103, 165202 (2021)

macroscopic uniformity of the material. The other “fast” states
and i states are considered below as traps (the shallower
and the deeper fraction, respectively). Then one can rewrite
Eq. (A2) in the continual form, introducing the spatially
uniform energetic distribution function of traps gt (ε), energy-
dependent release frequency ω(ε) instead of ωi, the averaged
occupation probability f (ε, x, t ), and the distribution of oc-
cupied traps ρ(ε, x, t ) = gt (ε) f (ε, x, t ). Multiplying Eq. (A2)
by gt (ε), and using Eq. (A3), one obtains the balance equation
of the MTR model [29],

∂ρ(ε, x, t )

∂t

1

c(ε)

= [gt (ε) − ρ(ε, x, t )]pc(x, t ) − NCρ(ε, x, t )exp

(
ε

kBT

)
,

(A4)

where c(ε) = [ω(ε)/NC]exp(−ε/kBT ) is the capture rate of a
carrier on a trap of given energy. A model of hopping rates,
ν ji, defines only the shape of the function ω(ε), and hence
c(ε), аnd the value of NC . One can find the latter value from
the equation which follows from Eq. (A3) and the definition
of the function, ϕ(E ); see Eq. (8),

pc(x, t ) = pc(x, t )

NC

∫ ∞

−∞
dEg(ε)ϕ(ε)exp

(
− ε

kBT

)
, (A5)

eliminating pc(x, t ) from both sides of this equation. Since
ϕ(ε) ≈ ω(ε)t0, hence gt (ε) ≈ g(ε). Provided that p(x, t ) ≈
∫∞

−∞ dερ(ε, x, t ), under quasiequilibrium Eq. (A4) yields

p(x, t ) = pc(x, t )
∫ ∞

−∞
dE

g(ε)

NC
exp

(
− ε

kBT

)
. (A6)

Equation (10) follows from Eqs. (9), (A5), and (A6).
Thus, one needs to calculate the release frequency ω(ε) for

defining c(ε) and NC in Eq. (A4). In this work, we calculate it
from Eq. (11), where

n(ε, u) =
∫∫

�(ε,u)
dε′d3rg(ε′)P(ε, ε′, u), (A7)

where the integration volume �(ε, u) in the ε′ − r space
(r is the distance to a neighbor state and ε′ is its en-
ergy) is defined by the condition that the hopping rate
from the initial state to any state in this volume is not
smaller than a given value, ω0 exp(−u), where u is the hop-
ping parameter; P(ε, ε′, u) is the probability that the jump
is not followed by returning to the initial state (of the
energy ε):

P(ε, ε′, u) =
{

0, n0(ε′, u′) � 1

1 − e−[n0(ε′,u′ )−1], n0(ε′, u′) > 1
, (A8)

where u′(ε, ε′, u) = u + (ε−ε′)/kBT is the hopping parame-
ter for the returning jump, and

n0(ε, u) =
∫∫

�(ε,u)
dε′d3rg(ε′). (A9)

Thus, the neighbor states, for which the initial state is
the nearest hopping neighbor (in u space), are not consid-
ered. The term n0 − 1 appears in Eq. (A8), because one
state (the initial state) definitely persists for the most relevant
(i.e., upward in energy) jumps. The integration volume �

depends on the model of hopping rates (for example, MA or
Marcus).
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1) Chemical structure of co-polymers considered in the present study 
  

 

Figure S1: Chemical structure of copolymer 1, 3, 7 and 9 of Ref. 35 of main text. 
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2) The fitting of experimental data of considered copolymes  

           

Figure S2: Comparison of fitting done by using Eq. (1) with C= 0.35, 0.40 and 0.44, and by 

using Eq. 12b. (MA) for Ea values presented in Table 1. 
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Figure S3: Comparison of fitting done by using Eq. (1) with C= 0.35, 0.40 and 0.44 for σ 
values presented in Table 1 of the main text. 
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3) Estimating a “reasonable” value for the 𝑪-factor 
 

Values for the disorder 𝜎 can be obtained by fitting 𝜇(𝑇) with Eq. 1, using a given 

value of 𝐸! as input. Table 2 in the manuscript shows that the values for 𝜎 vary from each by 

less than 10% when the value taken for the 𝐶-factor ranges from 0.35 to 0.45. We therefore 

consider 𝐶 = 0.40 ± 0.05 to be a “reasonable” value for the assessment of experimental data. 

It turns out that the reorganization energy 𝐸! is more sensitive to the value of the 𝐶-

factor, as evident from Table 3. We can now do the fitting of fitting 𝜇(𝑇) with Eq. 1 again, 

using the disorder obtained from the pure MA case as input. If we take 𝐶 = 0.44, we obtain 

𝐸! = 0. This is clearly an extreme lower limit. On the other hand, if we take 𝐶 = 0.35, we 

obtain values for 𝐸! that are just slightly lower than the values that have been found for the 

singlet exciton, using a Franck-Condon analysis of the emission spectra (see Ref. 35 in the 

manuscript). The reorganization energy for a charged molecule is known to be lower than that 

for an excited molecule. A rough estimate is that it is only about 2/3 of the reorganization 

energy of the excited molecule, implying that 𝐶 = 0.35 would give a value that is slightly too 

high. As a first approximation, one may interpolate linearly between 𝐶 = 0.44 and 𝐶 = 0.35 

and consider that these two values are too extreme. From this, results that 𝐶 = 0.40 ± 0.03 is 

expected to give realistic values for the reorganization energy.  
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Abstract:  

The dynamics of charge carriers in disordered organic semiconductors is inherently difficult to probe 

by spectroscopic methods. Thermally-stimulated luminescence (TSL) measurement is an approach 

that detects the luminescence resulting from the recombination of spatially well separated geminate 

charge pairs at low temperature. In this way, the density of states (DOS) for charges can be 

determined. Another approach to probe charge-carrier relaxation are kinetic Monte Carlo (kMC) 

simulations. Here we use both techniques to determine the DOS distribution of charges at low 

temperatures. We find that the charge dynamics is frustrated, yet this frustration can be overcome 

in TSL by using an infrared (IR) push pulse, and in kMC by a long simulation time that allows for long-

range tunneling. Applying the IR-push TSL to pristine amorphous films of 18 commonly used low 

molecular weight organic light emitting diode (OLED) materials we find that the width (𝜎) of the 

ODOS universally amounts to about 2/3 of the DOS. The same result is obtained in kMC simulations 

that consider energetic correlation between the charge carriers. Without the explicit consideration 

of energetic correlation, the experimental value cannot be reproduced, which testifies to the 

importance of correlations for charges. 
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1. Introduction 

Energetic relaxation of electronic excitations is a ubiquitous and well-established phenomenon in 

disordered organic semiconductors [1-3]. It is a direct consequence of a broad distribution of 

localized states in such materials, usually assumed to be a Gaussian characterized by a width 𝜎𝐷𝑂𝑆. 

In general, the elementary excitations such as charge-carriers or neutral excitations, generated 

randomly within the intrinsic density of states (DOS), are not in thermodynamic equilibrium with the 

lattice initially and therefore tend to thermalize by occupying the lower lying states during their 

migration [1,2]. In the low temperature limit this is a purely dissipative process, while at finite 

temperatures, thermal activation competes with energetic relaxation. In the case of neutral 

excitations, the energetic relaxation process is manifested as “spectral diffusion” effect, which is 

amenable to time-resolved spectroscopy and can be easily assessed by monitoring a gradual spectral 

shift of the photoluminescence spectra with increasing delay time [4-6]. Spectral diffusion has been 

widely observed for both fluorescence and phosphorescence in various disordered organic materials, 

such as conjugated polymers and small molecules (low molecular weight materials). This effect has 

also been described both theoretically and with the help of Monte Carlo (MC) simulations, by 

employing the disorder formalism and the concept of random-walk of singlet and triplet excitations 

among localized sites within the DOS distribution. 

 

The energetic relaxation process is determinant for charge transport in amorphous organic 

semiconductor films. Yet, it is commonly believed that the energy relaxation of the charge-carriers is 

not amenable to spectroscopic probing [1,2]. It could only be assessed indirectly by looking into its 

impact on transport properties, such as those related to the initial decay of the time-of-flight (ToF) 

signal and a transition from non-dispersive to dispersive transport regime occurring at a critical 

disorder parameter (𝜎𝐷𝑂𝑆 𝑘𝐵𝑇⁄ )𝑐𝑟 [1,7]. To prove the concept and testify on the adequacy of the 

basic assumptions underlying the transport model, triplet excitations are conventionally used as 

probe particles as they can be monitored experimentally [1,2]. It is believed that the triplet relaxation 

process is analogous (at least qualitatively) to the charge-carrier relaxation process, despite the finite 

lifetime of triplets. This is because triplets are transported via the same short-range exchange 

interactions as charge-carriers - the only difference being a much larger delocalization of charge-

carriers and concomitantly much shorter jump time (~10-13 s). Triplet energetic relaxation has been 

extensively studied in the last decades. Notably, below a characteristic temperature, the triplet 
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energetic relaxation was found to become progressively frustrated with further decrease in the 

temperature. This effect was attributed to the freezing out of thermally activated excitation jumps 

that otherwise promote spectral diffusion [8]. Such a regime of energetic relaxation is responsible 

for the dispersive charge transport that is typically observed in organic disordered media upon 

decreasing the temperature and/or increasing the amount of the energetic disorder [1].  

 

So far, the energetic relaxation phenomena have been investigated under the premise of a random 

energy disorder which underlies the classical Gaussian disorder model (GDM) proposed by Bässler 

and coworkers [1]; implying that the energies of spatially adjacent localized sites are independent of 

each other. Yet, the localized sites’ energies in polar organic materials can be correlated [9,10]. The 

spatial correlation between the energies of different localized sites is caused by electrostatic 

interaction of charge carrier with randomly oriented permanent dipole moments [10] and/or 

quadrupole moments [11] of the organic molecules. It is well established that accounting for the 

spatial energy correlations is important to describe a wide-field range applicability of the Poole-

Frenkel-type dependence of charge mobility (𝜇) on the electric field (𝐹), ln 𝜇 ∝ 𝐹1/2[9,10]. 

Therefore, the concept of correlated energy disorder has been implemented in an amended version 

of the disorder formalism, the so-called correlated disorder model (CDM) of charge transport [9,10]. 

It should be noted that the presence of correlated disorder implies some flattening of the local 

potential energy landscape on microscopic level as compared to the random energy landscape. This 

circumstance might also have an impact on the energetic relaxation of charge-carriers in polar 

materials. On the other hand, in contrast to charge carriers, no significant spatial energy correlation 

effects are expected for neutral excitations because of their much weaker interactions with 

permanent dipoles.   

 

In the present paper we propose that thermally-stimulated luminescence (TSL) can be used to probe 

energetically relaxed charge-carriers within the DOS. It turns out that the measured TSL curve 

represents an occupied DOS (ODOS) distribution formed in the course of energetic relaxation of 

photogenerated carriers, via their downward hopping at low temperatures. Further, our study is also 

aimed at revealing the role of spatial correlations on the energetic relaxation of photogenerated 

charge-carriers by combining both experiments and computer simulations. A trap spectroscopy 

technique based on TSL has been employed to determine the energy distribution of trapped carriers 

in amorphous films of different organic materials. We point out that the low-temperature energetic 
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relaxation of charge carriers is a key process determining the population of localized states occupied 

by trapped charge-carriers in amorphous films with a Gaussian DOS. The width of the TSL curves 𝜎𝑇𝑆𝐿 

is found to be notably smaller than the DOS width (𝜎𝐷𝑂𝑆). However, it scales linearly with 𝜎𝐷𝑂𝑆, 

featuring a universal ratio 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆⁄  ≈ 2/3 observed for a large set of organic materials commonly 

used in the fabrication of thin-film organic light emitting diodes (OLEDs). This implies a significant 

narrowing of ODOS distribution formed at low temperatures as compared to the DOS width. 

Experimental result was compared against kinetic Monte Carlo (kMC) simulations of the charge-

carrier energetic relaxation processes within a Gaussian DOS assuming either random or spatially 

correlated site energies. Our simulations have corroborated that (i) the ODOS narrowing, which is 

well reproduced in both cases, is a genuine property of the hopping carrier relaxation at low 

temperature, and (ii) demonstrated by comparison of the kMC results for both disorder models with 

TSL data that the energy correlations are necessary to be considered for quantitative agreement with 

the experimental observations in considered small molecule materials. Practical implications of this 

study lie in proposing a useful methodology for evaluating the 𝜎𝐷𝑂𝑆 parameter based on the analysis 

of full TSL band profile and in assessing the importance of energy correlations in amorphous organic 

semiconductor films.  

 

2. Experiments 

2.1.  Materials  

For our study we used the OLED small organic molecule materials shown in Figure 1 along with their 

abbreviated names. A list of full names is given in Note S1 of the supplemental material. These 

compounds were purchased from Sigma-Aldrich, Lumtec Taiwan, with the exception of DMAC-py-

TRZ that has been provided by Eli Zysman-Colman from University of St Andrews, UK.  Three 

materials, referred to as HTM-2, ETM-SB, and TMM were obtained from Merck, and they denote a 

hole-transport, electron transport, and triplet-matrix material, respectively. All materials were used 

as received without any further purification. Thin films of the above compounds were spin-coated 

from 20 mg/ml chloroform or toluene solutions onto cleaned quartz substrates (1000 rpm, 30 s) that 

resulted in typically 150-nm-thick layers.  Subsequently, the deposited films were dried in oven at 40 

°C for 10 m and then in a vacuum for 2 h to remove residual solvent. 
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Figure 1: Molecular structures of the compounds used in this study. 
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2.2.  TSL techniques 

Thermally stimulated luminescence (TSL) is the phenomenon of light emission arising after the 

removal of excitation (UV light, in our case) under conditions of increasing temperature. Generally, 

in the TSL method, the trapping states are first populated by the photogeneration of charge carriers, 

usually at low temperatures. After terminating the excitation, the trapped charge carriers can be 

released by heating up the sample and the luminescence due to charge recombination is recorded as 

a function of temperature (𝐼𝑇𝑆𝐿(𝑇)). TSL measurements were carried out over a temperature range 

from 5 to 300 K using an optical temperature-regulating helium cryostat. The following text 

summarizes the methodology adopted for the three different regimes of TSL measurements 

presented in this study. 

 

Standard TSL: In “standard TSL” experiments, samples were cooled down to 5 K and were excited at 

313 nm (cw-excitation) for 3 minutes. The excitation wavelength (𝜆𝑒𝑥𝑐= 313 nm) was selected from 

a high-pressure mercury (Hg) lamp spectrum with the help of appropriate set of cut-off filters. After 

that the samples were kept in the dark at a constant temperature (5 K) during a certain dwell time 

before the TSL heating run began to allow the long isothermal afterglow (arising due to isothermal 

recombination of short-range geminate pairs) to decay to a negligible value. Then TSL measurements 

were started upon heating the sample from 5 to 300 K with a linear heating ramp (at constant heating 

rate, 𝛽=0.15 K/s). TSL emission (due to the thermally activated recombination of long-range geminate 

pairs) was detected with a cooled photomultiplier tube operated in photon-counting mode, mounted 

adjacent to the cryostat window. 

 

Infrared cleaning (IR-cleaning): After exciting the samples with 𝜆𝑒𝑥𝑐= 313 nm (like “standard TSL” 

method), samples were additionally irradiated with IR photons for 30 minutes; at 5 K. IR irradiation 

was selected by using an IR filter with a transparency band of 900–4500 nm from the emission 

spectrum of the same Hg lamp. After that, the TSL glow curve was recorded upon linear heating, just 

as in the case of standard TSL. We found that as a result of such additional IR irradiation, the TSL 

curve acquires a more symmetrical profile. Hereafter such a procedure is referred as “IR-cleaning” 

and an origin of the effect will be discussed in the succeeding section.   
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Fractional TSL: Fractional heating of TSL is widely used for quantifying trapping state energies in 

solids. Since TSL spectra, 𝐼𝑇𝑆𝐿(𝑇), of disordered organic solids display broad and unstructured bands 

due to a complicated convolution of contributions from different traps at different energies, 

additional TSL measurements in ‘fractional heating’ regime must be performed to extract the 

information about trap energetics and distribution. In the fractional (or partial) heating technique, 

we apply a temperature-cycling program in which many small heating/cooling cycles are 

superimposed on a constant heating ramp, that allows determining the activation energies (〈𝐸𝑎〉) of 

the traps with high accuracy. This is especially useful when different groups of traps are not well 

separated in energy or are continuously distributed. The mean activation energy 〈𝐸𝑎〉 during each 

heating cycle (of constant heating rate, 𝛽) with temperature change ∆𝑇 is determined as, 

〈𝐸𝑎〉(𝑇) = −
𝑑[𝑙𝑛𝐼𝑇𝑆𝐿(𝑇)]

𝑑(1 𝑘𝐵𝑇⁄ )
; 𝑎𝑡𝛽 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡,∆𝑇 ≪ 𝑇, 𝑛 ≪ 𝑛𝑡𝑜𝑡                     (1) 

where, 𝐼𝑇𝑆𝐿(𝑇) is the TSL intensity, 𝑇 is the temperature and 𝑘𝐵 is the Boltzmann constant. Here 𝑛 

is the number of charge-carriers released during each heating cycle and 𝑛𝑡𝑜𝑡  is the total number of 

charge-carriers trapped by the same sort of traps. These conditions determine the “initial rise 

method”, which is the basis for Eq. (1). Since the temperature change, ∆𝑇, is usually much smaller 

than the mean value of 𝑇, 〈𝐸𝑎〉 can be assumed equal to 〈𝐸𝑎〉(𝑇) [12]. Therefore, the 〈𝐸𝑎〉(𝑇) 

dependence is the main outcome of the fractional TSL measurements. Other essential details of this 

technique are summarized in Note S2 of the supplemental material. More details of the fractional 

TSL measurements have been described elsewhere [13-15] . We found that, for the organic materials 

studied in the present work, 〈𝐸𝑎〉 increases linearly with temperature (Figure 2) and can be described 

reasonably well by the following empirical relation:  

〈𝐸𝑎〉(𝑇) = 3.2
𝑚𝑒𝑉

𝐾
× 𝑇 − 91𝑚𝑒𝑉                                                    (2) 

In this work, this empirical calibration, Eq. (2), is used to convert the temperature scale to trap energy 

scale for the analysis of TSL data. It is worth emphasizing that such kind of linear relation for 〈𝐸𝑎〉(𝑇) 

has also been justified for disordered organic semiconductors by analytical variable range hopping 

(VRH) calculations [16] and has also been observed in our previous experimental studies [12,17].  
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Figure 2: Example of temperature dependence of the mean activation energy < 𝐸𝑎 > as obtained 

for organic semiconductor materials studied in this paper by fractional heating (symbols) and 

extrapolation by an empirical expression, Eq. (2) (solid line). 

 

2.2.  Determination of DOS width (𝝈𝑫𝑶𝑺) by TSL 

The low dielectric constant (and consequently large Coulomb capture radius) of the organic materials 

precludes the generation of free charge-carriers upon photoexcitation under zero electric field 

condition relevant to TSL experiments [2,18]. Therefore, after photogeneration at low temperatures, 

charge-carriers are produced in the form of geminate pairs of opposite charges [18]. The separation 

distance between the charges in photogenerated geminate pairs is a subject to distribution. Short-

range geminate pairs are rather unstable and can recombine by tunneling, at a constant temperature, 

giving rise to a delayed luminescence emission [19,20] and long isothermal afterglow [21]. On the 

other hand, the long-range geminate pairs can avoid recombination at low temperatures (such as 5 

K: relevant to TSL experiments). They can only be released, and subsequently recombine, at elevated 

temperatures and are therefore responsible for TSL in organic materials. It is important to note that 

in amorphous organic semiconductors, the mechanism of TSL differs from that commonly accepted 

for crystalline materials with band-type transport where a discrete trapping level model is applicable. 

A specific feature of amorphous solids is that the intrinsic hopping states, localized within the lower 

energy part of the DOS distribution of width 𝜎𝐷𝑂𝑆, can act as shallow traps at very low temperatures, 

and therefore TSL can be observed even in chemically pure materials where the “trap-free charge 

transport” has been postulated [16,21]. Since TSL measurements are normally performed after a long 

dwell time between the photoexcitation and the onset of the heating run, the energy distribution of 
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the localized carriers, the so-called “occupied DOS” (ODOS) distribution is formed under the regime 

of low-temperature energetic relaxation of photogenerated carriers within the Gaussian shaped 

manifold of intrinsic localized states [16]. This is a key process determining the population of trapped 

carriers in disordered solids and therefore the measured TSL curve qualitatively represents an ODOS 

distribution formed at low temperatures.  

Figure 3a shows the normalized TSL glow curves of several organic semiconductor films, namely, NPB, 

TPD, mCBP and NBPhen obtained under the same conditions by the “standard TSL” method (see 

section 2.2 for details). The TSL glow curve of each material represents a single broad band containing 

an additional shoulder-like feature on its low-temperature side, typically below 40 K. The relative 

intensity of this low temperature component is material specific (in some materials it is observed as 

an additional TSL peak). We provisionally ascribe it to either intermediate-range geminate pairs (as 

discussed above) or to photogenerated charge-carriers which are captured by shallow localized 

states. 

As reported by Arkhipov et al. [15] using VRH calculations, an important feature of the low-

temperature energy relaxation of charge-carriers is that the shape of low-energy part of the ODOS 

distribution follows the DOS distribution [16,21]. This forms the basis for the methodology of 

determining the DOS width, 𝜎𝐷𝑂𝑆, by analyzing the shape of high-temperature wing of the TSL curve. 

Hereafter, this method of TSL analysis will be referred as “Method-1” for simplicity. Implementation 

of the above methodology is presented in Figure 3b. Firstly, the empirical calibration Eq. (2) is used 

to convert the temperature scale in Figure 3a to a trap energy scale (〈𝐸𝑎〉). Subsequently, the 

logarithm of TSL intensity (𝐼𝑇𝑆𝐿) is plotted against 〈𝐸𝑎〉
2 in Figure 3b. The high-〈𝐸𝑎〉 part of the plot in 

Figure 3b (and correspondingly, the high-temperature part of standard TSL in Figure 3a) reveals a 

Gaussian dependence (ln(𝐼𝑇𝑆𝐿) = − 〈𝐸𝑎〉
2 2𝜎𝐷𝑂𝑆

2⁄ ) for all samples and the slope of the straight line 

yields the width of the DOS (𝜎DOS). The energetic disorder ranges from 88 to 176 meV for the least 

disordered NPB and the most disordered NBPhen, respectively. This method of TSL analysis (Method-

1) has been extensively applied by our group to a great variety of small molecules and conjugated 

polymers [12-15] and the determined 𝜎DOS values were found to be in good agreement with that 

obtained from charge transport measurements and from molecular dynamics simulations [17]. It is 

worth mentioning that some films also revealed a more slowly decaying deep exponential tail at the 

lowest portion of the DOS, following on from the Gaussian distribution (Figure 3b). This slower 

decaying feature can be of a multiple origin, as described in our previous work [12], and is beyond 
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the scope of the present study. A determination of 𝜎DOS by this Method-1 was done for all materials 

considered in this study and the results are summarized in Table 1.  

 

Furthermore, Movaghar et al. [22] and Bässler et al. [1], demonstrated that the mean ODOS energy 

relative to the center of the DOS distribution in zero-temperature limit is proportional to 

𝜎𝐷𝑂𝑆[𝑑𝑙𝑛𝑙𝑛(𝑡 𝑡0⁄ )]1/2, where 𝑑 is the lattice dimensionality and 𝑡0 is a typical jump time of a carrier 

in a lattice without disorder. This is indeed in line with experimental observations - the TSL peak shift 

towards higher temperature with the increase in energetic disorder (𝜎𝐷𝑂𝑆). Interestingly, it is also 

accompanied by a significant broadening of TSL band (Figure 3a). This implies that the experimentally 

assessable width of the TSL band, 𝜎TSL, might somehow relate to the 𝜎𝐷𝑂𝑆 parameter. 

 

2.3.  Determination of ODOS width (𝝈𝑶𝑫𝑶𝑺) by TSL 

The observed trend, i.e., the TSL peak shift towards higher temperature accompanied by the 

broadening of the TSL band with increasing 𝜎𝐷𝑂𝑆, is also observed after “IR-cleaning”, as shown in 

Figure 3c. The IR radiation leads to a photo-induced release of the trapped carriers, an effect well 

documented for organic materials. The released charge-carriers can either recombine with their 

countercharges (i.e., the opposite charges of the geminate electron-hole pairs) giving rise to the 

phenomenon known as photo-stimulated luminescence [23] or be recaptured by deeper localized 

states.  We speculate that the former process is dominated by the geminate electron-hole pairs with 

smaller spatial separation (and thus larger Coulomb attraction energy) which, as mentioned in 

Section 2.2, can contribute to the low-temperature feature of the TSL glow curve obtained using 

standard TSL method (Figure 3a). This speculation is supported by the experimental observations 

that IR-cleaning leads to an efficient removal of the low-temperature feature of TSL glow curves 

(Figure 3c) as well as an overall reduction in TSL intensity. Consequently, after IR-cleaning, we obtain 

a rather symmetrical bell-shaped TSL band. Moreover, the TSL peak shifts to a slightly higher 

temperature. We believe that the TSL curve after IR cleaning represents the ODOS distribution of the 

relaxed charge carriers. Thus, the dependence of low-temperature ODOS width on the energetic 

disorder (𝜎𝐷𝑂𝑆) was assessed by estimating the standard deviation of the TSL band (𝜎𝑇𝑆𝐿); by fitting 

the IR-cleaned TSL curve with a Gaussian function (after converting temperature scale to the energy 

scale by calibration Eq. (2)). Hereafter this procedure of TSL analysis is referred as “Method-2”. 
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At this point, it is important to distinguish between 𝜎𝐷𝑂𝑆 and 𝜎𝑇𝑆𝐿. 𝜎𝐷𝑂𝑆 is determined from the high-

temperature wing of the TSL curve, i.e., by analyzing the tail of the TSL curve obtained from standard 

TSL experiments by using Method-1. 𝜎𝑇𝑆𝐿  is determined by analyzing the whole TSL curve obtained 

after IR-cleaning by using Method-2. It should be noted that the statistical weight of the high-

temperature wing of the TSL (the tail of the TSL curve analyzed in Method-1) doesn’t contribute much 

to the fitting procedure adopted in Method-2 (< 10% for all the studied materials). Thus, 𝜎𝐷𝑂𝑆 is a 

property of the material itself whereas 𝜎𝑇𝑆𝐿  is a property of the ODOS distribution of the charge-

carriers (𝜎𝑇𝑆𝐿 = 𝜎𝑂𝐷𝑂𝑆).  

 

2.4.  General results 

Figure 4 shows the IR-cleaned TSL glow curves for all 18 organic materials used in this study and, 

compares the 𝜎𝑇𝑆𝐿  derived by using “Method-2” and the 𝜎𝐷𝑂𝑆 parameters as estimated by the 

“Method-1” of TSL analysis. From such a comparison, we find that the 𝜎𝑇𝑆𝐿
 scales linearly with 𝜎𝐷𝑂𝑆 

and that the ratio 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆 ≈ 2/3⁄ .  Surprisingly, this turns out to be a general effect for all 

amorphous organic semiconductor films we measured so far with a mean value of 

𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆 = 0.64 ± 0.04⁄ . The measurement results are summarized in Table 1. For comparison, the 

computed 𝜎𝐷𝑂𝑆 values, as obtained from QM/MM molecular dynamics simulations [12,17,24-26] are 

also listed in Table 1. The DOS width (𝜎𝐷𝑂𝑆) obtained from TSL measurements are in reasonable 

quantitative agreement with the computed 𝜎𝐷𝑂𝑆.  

There are two important consequences of the finding 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆 ≈ 2/3⁄ : (i) from a practical 

perspective, this “2/3-ratio” suggests a useful methodology for the DOS width determination. This is 

because experimentally it is relatively easy to estimate 𝜎𝑇𝑆𝐿  parameter by Gaussian fitting of the 

whole TSL curve (Method-2) measured after IR-cleaning and subsequently one can use a simple 

relation 𝜎𝐷𝑂𝑆=3 2⁄ 𝜎𝑇𝑆𝐿. (ii) From fundamental point of view, the observed ratio 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆⁄  ≈ 2/3 

implies a kind of “spectral-narrowing” effect occurring for the ODOS at low temperatures. This 

experimental finding obviously requires a theoretical justification. Therefore, we further carry out 

KMC simulation-based study to gain a deeper insight into charge-carrier energetic relaxation 

phenomena at low temperatures.  
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Figure 3: a) Normalized TSL intensity (𝐼𝑇𝑆𝐿) curves measured at the constant heating rate 0.15 K/s 

after excitation with 313 nm-light for 3 min at 5 K in NPB, TPD, mCBP and NBPhen films (curve 1, 2, 

3, and 4, respectively); b) Analysis by Method-1 of the high temperature wings of the TSL curves 

shown in (a) (see text for details). The slope of the straight lines is a measure of the DOS width (𝜎𝐷𝑂𝑆), 

and the extracted 𝜎𝐷𝑂𝑆 -parameters are indicated in the Inset; c) Effect of IR-cleaning on the TSL 

curve profile NPB, CBP, mCBP and NBPhen (curve 1, 2, 3, 4 respectively). Standard deviation 

parameters, 𝜎𝑇𝑆𝐿, inferred from such TSL peaks are also listed. Note that these values are notably 

smaller than corresponding 𝜎𝐷𝑂𝑆 for these materials (see text for more details).  
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Table 1: Comparison between energetic disorder parameter (𝜎DOS), the energy width of TSL peak 

(𝜎TSL), and the 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆⁄  ratio for a set of amorphous organic semiconductors. The last column 

shows theoretical 𝜎DOS parameter derived from QM/MM calculations. 

 

 

 Material 
𝜎𝐷𝑂𝑆 

(meV) 

𝜎𝑇𝑆𝐿  

(meV) 

𝜎𝑇𝑆𝐿
𝜎𝐷𝑂𝑆

 

Theoretical 

𝜎𝐷𝑂𝑆 

(meV) 

1 NPB 88 61 0.69 87 [17] 

2 Spiro-TAD 110 69 0.63 90 [17] 

3 TPD 110 69 0.63 - 

4 DMAC-TRZ 110 66 0.60 129 [26] 

5 CBP 125 77 0.62 100[17]  

6 mCBP 131 85 0.65 122 [17] 

7 
mCP 140 99 0.70 

160 [12], 157 

[24] 

8 DMAC-py-TRZ 151 99 0.66 - 

9 mCBP-CN 151 102 0.68 200 [17] 

10 2CzPN 161 100 0.62 - 

11 NBPhen 167 114 0.68 194 [17] 

12 Alq3 177 99 0.56 150 [25] 

13 mCP-CN 177 115 0.65 240 [17] 

14 4CzIPN 213 125 0.59 220 [26] 

15 BCP 226 147 0.65 190 [17] 

16 HTM-2 73 49 0.67 - 

17 ETM-1 103 65 0.63 - 

18 TMM-1 132 90 0.68 - 

Mean 0.64±0.04  
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Figure 4: The TSL curves of different organic semiconductor films obtained after IR-cleaning. 

Experimental data are shown by symbols and the solid lines are the fitted Gaussians. The 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆⁄  

ratios are also indicated for each material. 
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3. Kinetic Monte Carlo simulations 

3.1. Simulation techniques 

The energetic relaxation of charges in a disordered organic solid is studied by using a grid-based 

kinetic Monte Carlo (KMC) method to monitor the motion of charge-carriers as hopping events. The 

KMC simulations were done by employing an isotropic three-dimensional (3D) simulation box (100 × 

100 × 100 lattice sites) with a lattice constant of 1.5 nm [27,28]. We consider both random- and 

spatially correlated energetic disorder. For the simulations with uncorrelated disorder, the lattice 

sites are assigned a random energy drawn from a Gaussian distribution g(ε) with a standard deviation 

𝜎𝐷𝑂𝑆 centered at zero energy: 

g(ε) =
N

σ√2π
exp [−

1

2
(

ε

𝜎𝐷𝑂𝑆
)
2

]                                                  (3) 

For systems with correlated disorder, the energy correlations between the lattice sites are modeled 

using the approach suggested by Bobbert et al. [29]. The energy at a site 𝑖 is taken equal to the 

electrostatic energy resulting from permanent random dipoles 𝑑𝑗 of equal magnitude 𝑑 but random 

orientations on all the other organic sites 𝑗 ≠ 𝑖. The resulting DOS is a Gaussian, with a width 𝜎𝐷𝑂𝑆 

proportional to 𝑑  [10]. The on-site energy 𝐸𝑖 is then evaluated by using the Ewald summation 

method: 

𝐸𝑖 = −∑
𝑒�⃗�𝑗∙(𝑟𝑗−𝑟𝑖)

𝜀0𝜀𝑟|𝑟𝑗−𝑟𝑖|
3𝑗≠𝑖                                                    (4) 

with the sum over all sites 𝑗 in a large cubic box of 30 lattice sites (in each direction) around site 𝑖, 𝑒 

the unit charge, 𝜀0 the vacuum permittivity, and 𝜀𝑟 the material’s relative permittivity. In this report 

we have taken 𝜀𝑟 = 3 for all the simulations. The resulting disorder strength is then given by𝜎𝐷𝑂𝑆 ≈

2.35
𝑒∙𝑑

𝜀∙𝜀0∙𝑎2
 . Figure 5a and b illustrate the impact of spatial correlations on the energy landscape in 

an arbitrary X-Y plane (2D cross section) of the simulation box. In the case of system with random 

disorder (Figure 5a), the position of energetic peaks and valleys is found to be completely 

uncorrelated. On the contrary, in the case of system with correlated disorder the sites of higher 

(lower) energy depicted with blue (red) color (Figure 5b), are found to be in the vicinity of other 

higher (lower) energy sites. The spatial correlation function 𝐶(𝑟𝑖𝑗) which quantifies the degree of 

correlation between sites at a separation of 𝑟𝑖𝑗 from each other can be expressed as:  
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𝐶(𝑟𝑖𝑗) =
〈(𝐸𝑖−〈𝐸〉)(𝐸𝑗−〈𝐸〉)〉

〈(𝐸𝑖−〈𝐸〉)
2〉

                                                    (5) 

where 𝐸𝑖 and 𝐸𝑗 are the energies of the sites 𝑖 and 𝑗 separated by a distance 𝑟𝑖𝑗 and, < ⋯ > 

represents the expectation value. 𝐶(𝑟𝑖𝑗) is 1 if 𝐸𝑖 and 𝐸𝑗 are fully correlated and 0 if they are 

uncorrelated. The spatial correlation function evaluated for the X-Y plane energy sites in Figure 5a 

and b is shown in Figure 5(c) and (d), respectively. While 𝐶(𝑟𝑖𝑗) is found to be 0 for the system with 

random disorder, it exhibits a 1 𝑟𝑖𝑗⁄  dependence for the system with randomly oriented site dipoles 

as expected from the interaction of a charge with the long-range dipole electrostatic potential of a 

three-dimensional ensemble of uncorrelated dipoles [10]. 

 

 

Figure 5:  Heatmap of energetic landscape for a system with a) random disorder and b) correlated 

disorder. The variation of spatial energy correlation function, 𝐶(𝑟𝑖𝑗) (see Eq. (5)) with distance for c) 

random disorder system and d) correlated disorder system.  
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Both variable time step KMC (vt-KMC) and constant time step KMC (ct-KMC) approaches have been 

utilized to solve the master equation. For vt-KMC the following procedure was employed. At the 

beginning of the simulation, t = 0, a charge-carrier is generated randomly at one of the lattice sites. 

At each kinetic step, the charge can hop to any of the nearest-neighbor sites. In the case of KMC 

simulations in VRH regime, charge-carrier is also allowed to access non-nearest hopping sites. Every 

permissible hop is treated as an event and for each event 𝑖, the rate 𝑊𝑖 is calculated. For the selection 

of an event, firstly, for each event 𝑖the partial sum 𝑆𝑖 = ∑ 𝑊𝑖𝑗
𝑖
𝑗=1  is calculated. A random number 𝜑 

is drawn from the interval (0, 1] and from all possible events, the event 𝑖 for which 𝑆𝑖−1 < 𝜑𝑊𝑇 ≤ 𝑆𝑖 

holds is selected, with 𝑊𝑇 = ∑ 𝑊𝑖𝑗
𝑁𝑡𝑜𝑡
𝑗=1 , 𝑁𝑡𝑜𝑡 being the total number of events (permissible hops). The 

selected event is executed and the simulation time (𝑡) is updated by the waiting time,𝜏𝑤 =

− 𝑙𝑛(𝑋) 𝑊𝑇⁄  where 𝑋 is a random number between 0 and 1. 

 

In the ct-KMC simulations, total number of hopping neighbors 𝑁𝑡𝑜𝑡 are defined within a cube 

consisting of 5 x 5 x 5 lattice sites. A hopping event from state 𝑖 to a generic state 𝑗(𝑖 ≠ 𝑗) is sampled 

uniformly from 𝑁𝑗…𝑡𝑜𝑡 hopping neighbors, and the rate 𝑊𝑖𝑗 is calculated. The event is accepted if the 

associated hopping probability, 𝑓𝑖𝑗 =
𝑊𝑖𝑗

𝑣0
> 𝑛 , where 𝑛 is a uniform number between (0, 1], and 𝑣0 

(attempt-to-hop frequency) is the upper bound for hopping rate. Simulation time (𝑡) is updated by 

𝛥𝑡 =
1

𝑣0𝑁𝑡𝑜𝑡
. 𝑙𝑛(1/𝑋), where 𝑋 is a random number such that 𝑋 ∈ (0,1]. If event is accepted, event 

𝑖 → 𝑗 is executed and charge-carrier coordinates are updated. The time scale is defined by 𝑡0 =

1 (𝑣0𝑁𝑡𝑜𝑡)⁄ .  

 

In the present paper, ct-KMC method is used to gain insight on the charge-carrier relaxation in short 

and intermediate time regimes. As the charge-carriers relax within the DOS, the hopping rates 𝑊𝑖𝑗 

(and 𝑊𝑇) can decrease abruptly (by orders of magnitude), even if the number of hopping sites 

remains constant. Thus, a majority of ct-KMC trials are rejected leading to computationally intensive 

simulations. On the other hand, in vt-KMC the time step is evaluated as the inverse of 𝑊𝑇 which leads 

to a non-linear increase in the time step as the charge-carriers relax in energy. As a result, we lose 

temporal resolution and hence the vt-KMC results will be parametrized in terms of the number of 

hops. However, this allows us to examine the long-time limit of the charge-carrier relaxation process 

at a reasonable computational cost using the vt-KMC method. 
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3.2. Simulation results 

As it was mentioned in the experimental section, the TSL curve itself is expected to map a distribution 

of charge-carriers localized within the lower energy states of the DOS distribution, i.e., the ODOS 

distribution, formed because of the downward hopping of the charges within the DOS at 5 K. For 

comparison with the TSL experiments we are therefore interested in the long-time limit of the 

energetic relaxation of the charges and hence we consider vt-KMC simulation results. The selected 

simulation temperature (𝑇 = 5 K) corresponds to a “nonactivated relaxation” (NAR) mode [7], often 

termed the regime of purely downward hopping motion. In contrast, at a moderate degree of 

disorder (and large enough temperature) charge-carriers enter the regime of "activated relaxation" 

(AR) after a critical time (known as segregation time) [7] . Evolution of the distribution of charge-

carriers in a system with random disorder of the DOS width, 𝜎𝐷𝑂𝑆 = 50 meV is depicted in Figure 6(a). 

The data illustrated are the Gaussian fit results of the energy distribution of charges obtained after a 

certain number of hops. With increasing number of hops, the energy distribution of charges moves 

to deeper localized states and narrows. The mean energy (〈𝜀〉) and the width (𝜎) of the charge-carrier 

ensemble, both normalized by the DOS width (𝜎𝐷𝑂𝑆), are plotted in Figure 6(b) as a function of 

number of hops. A significant initial drop in the mean energy is observed, followed by a decrease in 

the relaxation rate. The largest shift in mean energy (〈𝜀〉 ≈ −2.5𝜎𝐷𝑂𝑆) is observed within the first 20 

hops (Figure 6(a) and 6(b)). This is because only the newly visited sites contribute to the shift in the 

mean energy 〈𝜀〉  [1,5,22], and as the charges relax to deeper localized states, the availability of 

suitable energy sites decreases. In other words, once a charge is captured by a deep trap, it oscillates 

infinitely and never leaves the local minima. This feature is also captured in the vt-KMC simulations. 

As shown in Figure S2, the number of newly visited sites increases significantly within the first 20 

hops followed by a slow increase for higher number of hops. It is to be noted that even after 106 hops 

the number of newly visited sites remains less than 10, in agreement with previous reports [1,5,22]. 

 

Like mean energy, considerable initial narrowing of the energy distribution of the charges is followed 

by almost constant 𝜎 as the number of hops is increased further. Since dynamic equilibrium is 

unattainable at 5 K, the charge packet evolves infinitely with simulation time. However, a further 

increase in simulation time should not drastically affect the distribution of charges oscillating in the 

vicinity of local minima and hence the charge ensemble after 106 hops could be considered as the 

ODOS distribution of the charges. In particular, we are interested in ODOS distribution shape (Figure 
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S3a). One can notice that even after 106 hops, it is still asymmetric, i.e., while low energy part, being 

limited by the number of available neighbors, follows Gaussian distribution, high energy part follows 

a function steeper than Gaussian. Such behavior was predicted theoretically by Arkhipov and 

coworkers previously [16]. The ODOS width (𝜎𝑂𝐷𝑂𝑆) could be used as a reference value on the real 

time scale and can be compared with the experimentally measured width of the TSL band 𝜎𝑇𝑆𝐿. One 

can note that our simulation yields 𝜎𝑂𝐷𝑂𝑆 = 0.36 × 𝜎𝐷𝑂𝑆, which does not represent the 

experimentally obtained width 𝜎𝑇𝑆𝐿 = 2/3 × 𝜎𝐷𝑂𝑆 ≈ 0.67 × 𝜎𝐷𝑂𝑆. The system with random disorder 

is thus unsuitable for correct quantitative explanation of the experimental results, motivating the 

exploration of an alternative approach. 

 

 

Figure 6: vt-KMC simulation results - Evolution of charge distribution with the number of hops for a 

system with a) random- and b) spatially correlated energetic disorder. The data illustrated are the 

Gaussian fit results of the energy distribution of charges obtained after the specified number of hops 
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at 5 K.  Variation of mean energy (〈𝜀〉) and width (𝜎) of the energy distribution (both normalized by 

the DOS width, 𝜎𝐷𝑂𝑆) with the number of hops, for c) random and d) correlated disorder. 

 

In the original Gaussian disorder model (GDM) by Bässler, any spatial correlations between the 

energies of the hopping sites were disregarded. The Correlated disorder model (CDM) has been 

crucial in predicting the Poole-Frenkel (PF) mobility field dependence over a broad field range [30-

32]; however, it has never been considered in the context of the energetic relaxation of the charges. 

Since the materials used in this study are polar materials [12,17,33] and the TSL measurements are 

performed at zero fields, we now turn our attention to the results obtained for charge-carrier 

relaxation in an energy correlated medium. Like the system with random energetic disorder (Figure 

6(a)), the charge ensemble shifts to lower energy and narrows in the case of correlated disorder 

system as well (Figure 6(c)). However, unlike the uncorrelated disorder system, narrowing effect is 

considerably weaker in the system with spatially correlated disorder. It can be seen from Figure 6(d) 

that within the span of first 20 hops the width of the energy distribution of the charges reduces to 

0.42𝜎𝐷𝑂𝑆 for random disorder vs. 0.67𝜎𝐷𝑂𝑆 for correlated disorder leading eventually to a larger 

ODOS width of 𝜎𝑂𝐷𝑂𝑆 = 0.64 × 𝜎𝐷𝑂𝑆 (Figure S3b). 〈𝜀〉 decreases significantly within the course of 

first 20 hops followed by a slow logarithmic dependence on the number of hops (Figure 6(d)). The 

shift in mean energy after 106 hops is almost equal for the system with correlated (〈𝜀〉 ≈ −2.6𝜎𝐷𝑂𝑆) 

or random disorder (〈𝜀〉 ≈ −2.7𝜎𝐷𝑂𝑆), the former showing slightly more frustrated behavior than 

the latter. In general, the nonactivated relaxation of carriers clearly takes place at such low 

temperatures and the average rate of distribution narrowing decreases with increasing number of 

hops.  In the case of random disorder all hops to the new sites dominantly contribute to the 

narrowing, whereas hops amongst the correlated sites with almost the same energies are unlikely to 

affect the energy loss during relaxation and consequently the standard deviation of the relaxed 

charge ensemble. A key finding of this work is that the accounting for the spatial energy correlations, 

that are indeed present in organic media, allows reproducing experimentally obtained values for the 

ODOS width, i.e., the calculated 𝜎𝑂𝐷𝑂𝑆 in a correlated system ≈  𝜎𝑇𝑆𝐿  evaluated experimentally.  

 

Temperature and time dependence 

So far, we focused on the non-activated relaxation process, i.e., carrier jumps could only take place 

to lower energy sites. We next take thermal activation into account for both, system with random 
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and with correlated disorder (𝜎𝐷𝑂𝑆 = 50 meV), as shown in Figure 7(a) and (b), respectively. We use 

the ct-KMC approach in order to obtain a dependence in the hopping time rather than in the number 

of hops. This allows for precise temporal tracking of charge carrier relaxation.  

 

A significant drop of mean energy is observed for 𝑡 < 104𝑡0 indicating fast initial energy dissipation 

for all simulated temperatures. This is followed by a slower dissipation process at longer times. A 

particular notable feature of the charge-carrier relaxation is that the mean energy decreases upon 

cooling from 500 K to 150 K yet then increases when temperature is further reduced to 4 K. This 

phenomenon can be explained by the concept of frustrated spectral diffusion. The key idea is the 

following. The charges relax in the DOS by executing jumps to neighboring sites. These jumps may be 

downhill in energy or uphill, provided there is sufficient thermal energy for uphill jumps. As the 

temperature reduces, uphill jumps become less likely and are eventually frozen out. However, to get 

to lower energy sites via nearest-neighbor-jumps, occasional uphill jumps may be required. Their 

freezing out can therefore frustrate the overall relaxation process, so that the carriers remain in a 

local energy minimum. The occurrence of this frustrated spectral diffusion has been observed 

experimentally for triplet excitations [4].  KMC simulations by Athanasopoulos et al. demonstrated 

that the frustration can be lifted if more neighboring sites are available or if jumps can occur to sites 

further away [8]. The top panels of Figure 7a and b thus illustrate the impact that falling out of 

thermal equilibrium – here below 150 K (corresponding to a 𝑘𝐵𝑇 𝜎𝐷𝑂𝑆 < 0.26)⁄  - has on the mean 

energy of the charges. The bottom panels of Figure 7a and b, focus on the effect of energy relaxation 

on the ODOS width. For 𝑡 < 104𝑡0the width reduces with increasing time. At longer times, this 

reduction continues for temperatures below 150 K. In contrast, for higher temperatures the width 

increases as time proceeds. This effect occurs in a similar manner for both random and correlated 

disorder, yet the overall reduction of the width is significantly reduced when correlated disorder is 

considered.  
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Figure 7: ct-KMC simulation results -The simulated normalized variation of mean energy 

(< 𝜀 > 𝜎𝐷𝑂𝑆⁄ , top panels) and the energetic width (𝜎 𝜎𝐷𝑂𝑆⁄ , bottom panels) of the distribution of 

charges as a function of simulation time at variable temperatures for a system with a) random 

disorder and b) correlated disorder. Results are shown for ct-KMC simulations performed for a DOS 

distribution of width, 𝜎𝐷𝑂𝑆 = 50 meV. Solid lines serve as a guide to the eye. 

 

 

 4.    Discussion 

In amorphous organic semiconductor films, energetic relaxation of excitations occurs by a sequence 

of random hops. The condition of finding a low energy hopping site is easily met in the center of the 

DOS so that downhill hops are fast. Yet, for the hopping sites in the tail of the DOS, suitable hopping 

sites are further apart, which slows down the transfer. As a result, the excitations generated in the 

center (or high-energy part) of the DOS distribution relax faster than the ones generated in the tail 

of the DOS. Figure 8a demonstrates temporal evolution of the energy distribution of the charge-

carriers generated uniformly over the DOS at high temperatures (𝑇) and/or low 𝜎𝐷𝑂𝑆, i.e., in the 

regime of equilibrium transport. The distribution shows some narrowing at earlier times because of 
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the domination of downwards hops in such time domain. However, as the time progresses, the 

carriers’ distribution starts to broaden, as the carriers in lower part of the DOS start relaxing at later 

times via executing upward hops. Such a non-monotonous temporal evolution of relaxed carriers’ 

distribution (Figure 8a) is obtained because carrier’s capture by local energetic minima is much faster 

than their release. Eventually, thermal equilibrium is established, and ODOS is formed around the 

equilibrium energy (𝜀𝑒𝑞 = −𝜎𝐷𝑂𝑆
2 𝑘𝐵𝑇⁄ )  with a width 𝜎𝑂𝐷𝑂𝑆equal to the width of the DOS (𝜎𝐷𝑂𝑆) 

[1]. On the contrary, at low temperatures and consequently in the regime of non-equilibrium 

dispersive transport (𝜎𝐷𝑂𝑆/𝑘𝐵𝑇 ≫ 1; high 𝜎𝐷𝑂𝑆 or low 𝑇), the thermal equilibrium is unattainable. 

Therefore, at low temperatures, the photogenerated excitations hop towards the lower energy sites 

until they reach the DOS tail (Figure 8b). At any instance in time, irrespective of the mean energy of 

the relaxed charge carrier ensemble, the excitations at relatively higher energy sites within the DOS 

still relax faster than the excitations at relatively deeper energy sites. As a result, the width (𝜎𝑂𝐷𝑂𝑆) 

of the relaxed charge-carrier ensemble decreases monotonously with increasing time (Figure 8b). 

These two scenarios are well reproduced in the ct-KMC results presented in Figure 7, which clearly 

demonstrate that ODOS narrowing is a consequence of non-equilibrium transport. This is also 

corroborated by previous reports, which suggest that in the regime of equilibrium transport such a 

narrowing is absent [1,5]. The observation that an ODOS smaller than the full DOS width is a result 

of the non-equilibrium nature of the transport has not been made before. It is a major result of our 

study.  
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Figure 8: Schematic representation of the temporal evolution of the charge carrier ensemble for a) 

equilibrium transport b) non-equilibrium transport for selected time intervals.  

 

As briefly mentioned in the previous sections, the energetic relaxation has already been extensively 

studied for singlet and triplet excitations and is manifested as spectral diffusion in this context [34]. 

Experimentally, spectral diffusion has been visualized as the bathochromic shift of fluorescence and 

phosphorescence with temperature for many conjugated systems such as poly(p-phenylenevinylene) 

[35], poly(p-phenylene) [4,8,36] and polyfluorenes [8,37], as well as for small molecular materials 

such as thermally activated delayed fluorescence emitters [38] and dendrimers [39]. It has also been 

crucial in analyzing the photocurrent and photoluminescence spectra of charge transfer (CT) states 

in donor-acceptor blends, commonly used as an active layer in organic solar cells [40-43]. Though a 
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lot of attention was attributed to the shift in mean energy of the relaxed excitation ensemble as the 

spectral diffusion progresses, the spectral narrowing was often not analyzed or discussed [8,37]. 

Recently, Kahle et al. [44] pointed out that the experimentally observed fluorescence linewidths are 

significantly lower than those of absorption. This implies that radiative decay of excitations occurs 

before the spectral diffusion has attained equilibrium and thus further illustrates the importance of 

spectral narrowing studies in the regime of non-equilibrium transport.  

 

While the migration of singlet and triplet excitations can be examined spectroscopically, it is difficult 

to monitor the diffusion of charges. Though the charge carrier relaxation dynamics process cannot 

be probed with TSL, the latter technique allows us to investigate the ODOS distribution formed as a 

result of the charge-carrier relaxation process. As shown in the KMC results of Figure 6 and 7, 

relaxation never achieves equilibrium at low temperatures. Though, the rate of relaxation is fast at 

earlier times, it slows down as the time progresses. At large delay times after excitation, the mean 

energy and energetic width of the charge carrier ensemble virtually saturates. It is therefore 

important to point out that, since the process of photogeneration and relaxation of excitations take 

place at Helium temperature in TSL experiments, the TSL experiments probe a quasi-stationary ODOS 

distribution.  

 

As theoretically illustrated by Arkhipov et al. [16] the ODOS spectra measured in TSL experiments 

also serve as a direct optical probe of energetic disorder of the organic semiconductor films. 

However, in such an analysis (“Method-1”) only the high temperature wing of the TSL spectra is 

analyzed which could be of relatively low intensity in some organic materials. Therefore, as suggested 

in the present paper, the new experimental methodology, namely “Method-2” of determining the 

DOS width, where the full TSL signal rather than the just the high temperature wing of the TSL signal 

is analyzed, could be useful. Furthermore, “Method-2” relies on the general observation reported in 

this work, based on the study done on the neat organic semiconductor films of 18 commonly 

employed materials (used as hosts, emitters, hole/electron transport materials) in the fabrication of 

amorphous thin film OLEDs, that 𝜎𝑇𝑆𝐿 = 𝜎𝑂𝐷𝑂𝑆 = 2/3𝜎𝐷𝑂𝑆.  

 

At last, we discuss the impact of spatial energy correlations on the energetic relaxation process in 

amorphous organic semiconductor films at low temperatures. The general observation (𝜎𝑂𝐷𝑂𝑆 =

2/3𝜎𝐷𝑂𝑆) of the TSL experiments could only be reproduced after the introduction of energy 
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correlations. It is worth noting that in the initial studies the concept of correlation between the 

energies of spatially adjacent sites, known as the “correlated disorder model” (CDM) [10,11,45] was 

mostly utilized to justify an extended range of Poole-Frenkel-type field dependence of the charge 

mobility as obtained from time-of-flight measurements (i.e., in the low carrier concentration regime). 

Later, it was recognized that accounting for the carrier concentration dependence of mobility in the 

analysis of transport measurements of organic electronic devices (operating in space charge limiting 

current regime) is also crucial to establish the actual applicability of the GDM or CDM; and to resolve 

controversies concerning the presence and degree of spatial correlation of the site energies 

[31,32,46]. It has been theoretically demonstrated [32] that presence of the correlated disorder leads 

to a less pronounced carrier density dependence of charge mobility as compared to randomly 

disordered system, however the field dependence becomes more pronounced. Generally, energy 

correlations are not universally important for reproducing current-voltage (IV) characteristics in all 

organic materials. Coehoorn and coworkers [31,46] analyzed IV-characteristics, measured for 

different layer thicknesses and temperatures in sandwich-type devices based on amorphous small-

molecule organic semiconductors, and concluded that site energies are spatially correlated in these 

materials. This was based on the observation that the site density, as obtained from the analysis of 

the IV-curves, is much lower than the experimentally determined molecular volume density in the 

case of CDM than for the case of GDM. On the other hand, the same group has also found [32] that 

site-energy correlations do not play an important role in poly(p-phenylenevinylene) based devices 

and much better fit of their current–voltage–temperature characteristics could be obtained by 

assuming a random disorder. In the present paper we suggest a much simpler approach of assessing 

the importance of energy correlations in the amorphous organic semiconductor films by using a 

purely spectroscopic TSL technique. In this regard, a key result of the present study is that energy 

correlations have a significant role in determining the “spectral narrowing”, as observed in TSL 

experiments and hence on the energetic relaxation within the disordered energetic landscape at low 

temperatures. Evidently, in the case of random disorder all hops to the new sites contribute to the 

narrowing, whereas hops among the correlated sites with almost the same energies do not. 

 

5. Conclusions 

In summary, TSL technique is used to probe the distribution of relaxed charge-carriers trapped within 

the DOS, i.e., an occupied DOS (ODOS) distribution formed as a result of energetic relaxation of 
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charges within the DOS at low temperatures. The high-temperature wing of the TSL curve is an exact 

replica of the deeper portion of the DOS distribution and thus, it’s Gaussian analysis (Method-1) 

yielded the effective DOS width, 𝜎𝐷𝑂𝑆. Moreover, a Gaussian fit of the IR-cleaned TSL curve (𝜎𝑇𝑆𝐿) 

allowed us to determine the ODOS width (Method-2). TSL experiments conducted on pristine 

amorphous films of 18 low molecular weight organic materials commonly used in the fabrication of 

OLEDs led to a rather general observation that, the ODOS distribution formed at low temperatures is 

narrower as compared to the DOS; and that it leads to a universal ratio of 𝜎𝑇𝑆𝐿 𝜎𝐷𝑂𝑆 = 𝜎𝑂𝐷𝑂𝑆 𝜎𝐷𝑂𝑆⁄⁄  

≈ 2/3. To gain deeper insight into this effect, we performed KMC simulations of charge-carrier 

energetic relaxation process within the DOS. The KMC simulation-based study illustrated that the 

"spectral narrowing" effect as observed in TSL experiments, is a genuine property of the carrier 

relaxation within the Gaussian DOS at low temperature and that spatial correlations among the 

energy of the hopping sites have a significant effect on this narrowing effect. Moreover, though it 

was never considered important in the past, a key finding of this work is that the introduction of 

energy correlations, which are indeed present in organic media, allows reproducing experimentally 

obtained values for the ODOS width, i.e., 𝜎𝑂𝐷𝑂𝑆 in a correlated system ≈ TSL𝜎𝑂𝐷𝑂𝑆. 
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Note S1: Full names of the compounds used in this study 

The full names of the molecular structures presented in Figure 1 of the main text are as follows: 

N,N′-Di(1-naphthyl) -N,N′-diphenyl-(1,1′-biphenyl)-4,4′-diamine (NPB), N,N′-Di(1-naphthyl)-N,N′-

diphenyl-(1,1′-biphenyl)-4,4′-diamine (Spiro-TAD), N,N′-Bis(3-methylphenyl)-N,N′-diphenylbenzidine 

(TPD), 10-(4-(4,6-Diphenyl-1,3,5-triazin-2-yl)phenyl)-9,9-dimethyl-9,10-dihydroacridine (DMAC-TRZ), 

4,4′-Bis(N-carbazolyl)-1,1′-biphenyl (CBP), 3,3′-(di(9H-carbazol-9-yl)-1,1′-biphenyl (mCBP), 1,3-Bis(N-

carbazolyl)benzene (mCP), 10-(4-(4,6-Diphenyl-1,3,5-triazin-2-yl) pyridin-3-yl)-9,9-dimethyl-9,10-

dihydroacridine (DMAC-py-TRZ), 3',5-di(9H-carbazol-9-yl)-[1,1'-biphenyl]-3- carbonitrile (mCBP-CN), 

4,5-Bis(carbazol-9-yl)-1,2-dicyanobenzene (2CzPN), 2,9-Dinaphthalen-2-yl-4,7-diphenyl-1,10-

phenanthroline (NBPhen), Tris(8-hydroxyquinoline)aluminum (Alq3), 9-(3-(9H-Carbazol-9-yl)phenyl)-

9H-carbazole-3-carbonitrile (mCP-CN), 1,2,3,5-Tetrakis (carbazol-9-yl)-4,6-dicyanobenzene, 2,4,5,6-

Tetrakis(9H-carbazol-9-yl) isophthalonitrile (4CzIPN) and 2,9-Dimethyl-4,7-diphenyl-1,10-

phenanthroline (BCP). 

 

Note S2: Fractional thermally stimulated luminescence (TSL) methodology  

The main idea of fractional TSL technique is the following: during each heating cycle 𝑖, the sample is 

heated from an initial temperature 𝑇𝑖 = 𝑇0 + (𝑖 − 1)∆𝑇1 (𝑇0 = 5 K, ∆𝑇1 = 5 K) to the final temperature 

𝑇𝑓,𝑖 = 𝑇𝑖 + ∆𝑇2 (∆𝑇2 = 20 K) using a constant heating rate 𝛽 (for schematic illustration, see Figure 

S1a) and the emitted light intensity, 𝐼𝑇𝑆𝐿(𝑇), is recorded during the heating process, as shown in 

Figure S1b. Subsequently, as demonstrated in Figure S1c, the activation energy 〈𝐸𝑎〉 for each heating 

cycle is calculated by performing an Arrhenius analysis of the fractional TSL data. The calculated 

activation energies can then be plotted against the mean temperature of the heating cycle for which 

a given 〈𝐸𝑎〉 value was obtained. We found that, for the organic materials studied in the present 

work, 〈𝐸𝑎〉 increases linearly with temperature (Figure 2, main text) and can be described reasonably 

well by the following empirical relation (Eq. (2), main text). 
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Figure S1: a) Schematic illustration of heating cycles used in fractional TSL method, b) TSL intensity 

(𝐼𝑇𝑆𝐿) measured during each heating cycle and c) Arrhenius plot (ln(𝐼𝑇𝑆𝐿)𝑣𝑠. 1/𝑇) for each heating 

cycle for the calculation of activation energy (〈𝐸𝑎〉) during each heating cycle. 
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Figure S2: vt-KMC simulation results - comparison of the newly visited sites as a function of number 

of hops for system with random and correlated disorder. 
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Figure S3: vt-KMC simulation results – comparison of ODOS distribution (after 106 hops) for system 

with random and correlated disorder.  
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Figure S4: ct-KMC simulation results - mean energy of the distribution of hopping carriers normalized 

by the width of DOS (< 𝜀 > 𝜎𝐷𝑂𝑆⁄ ) as a function of simulated time for a) random and b) correlated 

disorder system. Energetic width of the distribution of hopping carriers normalized by the width of 

DOS (𝜎 𝜎𝐷𝑂𝑆⁄ ) as a function of simulated time for c) random and d) correlated disorder system. 

Number of new visited sites and number of hops as function of time for e) random and f) correlated 

disorder system. 
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Figure S5: The simulated normalized variation of mean energy (< 𝜀 > 𝜎𝐷𝑂𝑆⁄ , top panels) and the 

energetic width (𝜎 𝜎𝐷𝑂𝑆⁄ , bottom panels) of the distribution of charges as a function of 𝑘𝐵𝑇 𝜎𝐷𝑂𝑆⁄  at 

variable simulation time for a system with a) random disorder and b) correlated disorder. Results are 

shown for ct-KMC simulations performed for a DOS distribution of width, 𝜎𝐷𝑂𝑆 = 50 meV. The black 

solid line in the top panels indicates the spectral relaxation expected for thermal equilibrium 

according to < 𝜀 > 𝜎𝐷𝑂𝑆⁄ = −𝜎𝐷𝑂𝑆/𝑘𝐵𝑇. Other solid lines guide the eye. 

 

 

 

 

 

 

 

142



10 Kinetic Monte Carlo Study of
Triplet-Triplet Annihilation in
Conjugated Luminescent Materials

Rishabh Saxena, Tobias Meier, Stavros Athanasopoulos, Heinz Bässler, and Anna Köhler

Published in
Physical Review Applied, 2020, 14, 034050
(DOI: 10.1103/PhysRevApplied.14.034050)

Reprinted with permission from American Physical Society
Copyright (2020) American Physical Society

143



PHYSICAL REVIEW APPLIED 14, 034050 (2020)

Kinetic Monte Carlo Study of Triplet-Triplet Annihilation in Conjugated
Luminescent Materials

Rishabh Saxena,1 Tobias Meier,1 Stavros Athanasopoulos,2 Heinz Bässler,3 and Anna Köhler1,3,*

1
Soft Matter Optoelectronics and Bavarian Polymer Institute (BPS), University of Bayreuth, Universitätsstr. 30,

95440 Bayreuth, Germany
2
Departamento de Física, Universidad Carlos III de Madrid, Avenida Universidad 30, 28911 Leganés, Madrid,

Spain
3
Bayreuth Institute of Macromolecular Research (BIMF), University of Bayreuth, Universitätsstr. 30, 95440

Bayreuth, Germany

 (Received 25 June 2020; accepted 17 August 2020; published 18 September 2020)

It is well known that in organic solids the collision of two excitons can give rise to delayed fluores-
cence (DF). Revived interest in this topic is stimulated by the current endeavor towards the development
of efficient organic optoelectronic devices such as organic light-emitting diodes (OLEDs) and solar cells,
or sensitizers used in photodynamic therapy. In such devices, triplet excitations are ubiquitously present
but their annihilations can be either detrimental, e.g., giving rise to a roll-off of intensity in an OLED, or
mandatory, e.g., if the sensitizer relies on up-conversion of long-lived low-energy triplet excitations. Since
the employed materials are usually noncrystalline, optical excitations migrate via incoherent hopping.
Here, we employ kinetic Monte Carlo simulations (KMC) to study the complex interplay of triplet-triplet
annihilation (TTA) and quenching of the triplet excitations by impurities in a single-component system
featuring a Gaussian energy landscape and variable system parameters such as the length of the hopping
sites, i.e., a conjugated oligomer, the morphology of the system, the degree of disorder (σ ), the concen-
tration of triplet excitations, and temperature. We also explore the effect of polaronic contributions to the
hopping rates. A key conclusion is that the DF features a maximum at a temperature that scales with
σ/kBT. This is related to disorder-induced filamentary currents and thus locally enhanced triplet densities.
We predict that a maximum for the TTA process near room temperature or above requires typically a
disorder parameter of at least 70 meV.

DOI: 10.1103/PhysRevApplied.14.034050

I. INTRODUCTION

Triplet-triplet annihilation (TTA) plays an important
role in controlling the operation of organic optoelectronic
devices such as organic light-emitting diodes (OLEDs),
organic solid-state lasers, and organic solar cells (OSCs)
[1–5]. In OLEDs, TTA is devised as one of the effi-
cient ways of converting the dark triplet excitons into
emissive singlet excitons, which can decay radiatively to
contribute to delayed fluorescence (DF) [6,7]. In solar
cells, TTA can also be employed to improve efficien-
cies. The maximum theoretical power-conversion effi-
ciency (PCE) of single-junction solar cells is dictated
by the Shockley-Queisser limit, which depends on the
bandgap of the light-absorbing material. TTA sensi-
tized photon up-conversion can increase the PCE of
OSCs by converting the low-energy photons into high-
energy radiations that can be utilized by the absorber
[8,9]. The same mechanism is used for sensitizing

*anna.koehler@uni-bayreuth.de

semiconductor photocatalysts using the broad-spectrum
sunlight [10,11]. TTA sensitized photon up-conversion is
also advantageous in the fields of biomedical applications
such as photoinduced drug delivery and photodynamic
therapy [12,13]. In particular, up-conversion of red light
with increased penetration in biological systems into blue
light that is required for most photochemical reactions has
been proved to be highly relevant [14].

TTA involves the collision of two triplets and thus
depends on the diffusivity of triplet excitons [6,7,15–17].
Therefore, from a theoretical viewpoint, studying TTA
in a model system also contributes to the fundamental
understanding of triplet transport. The transport of neu-
tral excitations through the inhomogenously disordered
medium such as an amorphous organic semiconductor
film proceeds via incoherent hopping between the local-
ized sites [18]. In this scenario, the transport is controlled
by the electronic coupling between the constituent molec-
ular units and the static disorder present due to differ-
ent possible configurations of the constituent molecules
[19]. The electronic coupling for spin-triplet excitations in

2331-7019/20/14(3)/034050(16) 034050-1 © 2020 American Physical Society
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purely organic materials is dominated by exchange inter-
action (Dexter-type transfer), which depends on the wave-
function overlap [20]. Thus, the understanding devel-
oped in the process of investigating TTA can be uti-
lized to control the triplet diffusion in order to optimize
the efficiency of organic semiconductor devices extend-
ing from next-generation thermally activated delayed-
fluorescence OLEDs [21] to phosphorescent-sensitizer-
employed OSCs [22].

In phosphorescent OLEDs or TADF-based OLEDs
made with host-guest systems, TTA is considered as one
of the principle contributors towards the efficiency roll-
off at high luminance [21,23,24]. Another main factor
determining the efficiency roll-off in OLEDs is triplet-
polaron quenching, which again depends on the diffusion
of triplet excitons [25,26]. However, TTA does not nec-
essarily need to be detrimental. It can also enhance the
internal quantum efficiency of OLEDs when it contributes
to delayed fluorescence via an up-conversion mechanism
[27–29]. This requires efficient bimolecular recombina-
tion whereas monomolecular quenching of triplets at trap
sites needs to be avoided [30,31]. Thus, in summary,
TTA can be useful for solar energy conversion, photo-
dynamic therapy, and understanding of triplet diffusivity
and for the efficiency of OLEDs, and numerous studies
have been devoted to improving these processes [9,13,32].
Nevertheless, a comprehensive study on how the bimolec-
ular annihilation and monomolecular quenching processes
compete with each other and the influence of material
and film properties in controlling and modifying this com-
petition is still lacking. We, therefore, intend to address
this issue for a single-component system through our
study.

We report an investigation of triplet hopping by means
of kinetic Monte Carlo (KMC) simulations. In particu-
lar, we study the interplay between bimolecular TTA and
monomolecular quenching processes (at trap sites) to even-
tually simulate the temperature dependence of quenching,
delayed fluorescence, and phosphorescence (Ph) efficiency
in conjugated polymers. Our simulation results are in
agreement with the experimental observations of Hoff-
mann et al. [30]. In that paper, the authors studied the
temperature dependence of Ph and DF in a series of
poly(p-phenylene) derivatives and analyzed the findings
on the basis of conventional rate equation for triplet exci-
tons under steady-state conditions, yet only in the limit of
low excitation intensities. KMC simulations provide the
additional advantage of elucidating the temperature acti-
vation of the trap-induced quenching processes, which is
difficult to do experimentally. When recording the phos-
phorescence intensity as a function of temperature, we
can only observe that the Ph reduces, yet without direct
indication of which fraction of this was caused by TTA,
by trap-induced quenching, or by other thermally acti-
vated nonradiative decay channels. Moreover, with the

KMC simulations, we can disentangle the effect of each
individual material parameter on the temperature depen-
dence of various photophysical processes. Therefore, we
use Monte Carlo simulations to determine which material
properties need to be tuned to obtain minimum quenching
and maximum DF at room temperature.

The simulation parameters are the degree of electronic
coupling between the hopping sites, the static energetic
disorder and the quencher (“trap”) concentration. Conju-
gated segments are designed, and the delocalization effects
associated with the conjugated polymers are studied in
terms of the length of the conjugated chromophores and
anisotropic triplet hopping rates. Athanasopoulos et al.
[33] showed in a KMC study of the temperature depen-
dence of spectral diffusion that triplet transport could be
affected by the number of available energetic sites for hop-
ping because of the short-range nature of the exchange
coupling. In a realistic film, polymer chains may be more
or less rigid and entangled or partially aligned, so that
the resulting morphology is complex. Two limiting real
morphologies is one where all chains are aligned and one
where all chains cross each other heavily. We try to real-
ize these two limiting cases in our model through two
design morphologies, referred to as parallel and grid lat-
tice. In both cases, the polymer chains are taken as a rigid
one-dimensional sequence of lattice sites. For the paral-
lel lattice, the chain orientation is the same in each layer,
whereas for the grid lattice, the chain orientation is rotated
by 90° between alternate layers. As detailed in the meth-
ods section, this results in a significantly higher number of
nearest neighbors for the grid lattice. In this way, we inves-
tigate the role of morphology in controlling the interplay
between bimolecular TTA and monomolecular quenching
processes. Furthermore, Miller-Abrahams triplet hopping
rates only include the disorder contribution to triplet dif-
fusion. It does not take into consideration the polaronic
effects associated with the conformational distortions upon
energy transfer, described in terms of the geometric reor-
ganization energy. These polaronic effects can be incor-
porated by including an activation energy in the triplet
hopping rates through Marcus-type formalism [34,35]. We
discuss in detail how the presence of reorganization energy
effects does alter the temperature dependence of mono and
bimolecular processes.

This paper is structured as follows. The details of the
simulation technique are given in Sec. II. The results
section, Sec. III, is concerned with analyzing the influ-
ence of morphology, defects, excitation density, wave-
function delocalization, energetic disorder, and geomet-
ric relaxation energy. We also focus on comparing our
KMC results to what is expected from solving rate equa-
tions. In the concluding discussion, Sec. IV, we discuss
how parameters need to be tuned to obtain a high TTA
yield at room temperature while summarizing our key
findings.
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II. SIMULATION TECHNIQUE

The dynamic interplay of triplet-triplet annihilation and
quenching of triplets at trap sites has been studied by
employing a lattice-based kinetic Monte Carlo method to
monitor the motion of excitons as hopping events. To
describe the diffusion of triplet states through the disor-
dered medium, we initially consider a Miller-Abrahams-
(MA) type hopping between energetically uncorrelated
sites of a point lattice [36]. This corresponds to a single-
phonon-assisted tunneling between two sites of energy εi
and εj with a rate

kij ,T =
{

ν0 e−2γ Rij , εi ≥ εj ,
ν0 e−2γ Rij e−(εj − εi)/kBT, εi < εj .

(1)

ν0 is the attempt-to-hop frequency, γ is the inverse local-
ization length, Rij is the hopping distance, and kBT the
thermal energy. The absolute value of γ determines the
localization of the triplet (or charge) wave function; small
γ implies a large delocalization. The exponential decrease
of the hopping rate with γ Rij incorporates the short-
range nature of the MA rate. The MA model assumes
that the Boltzmann factor is equal to 1 for a downward
hop, whereas thermal activation is required for a hop to a
higher-energy site. The attempt-to-hop frequency is typ-
ically of the order of a phonon mode, here we choose
ν0 = 1012 s−1. The minimum hopping time is defined by
t0 = (1/ν0)e2γα , where α is the lattice spacing (minimum
hopping distance). The triplet lifetime (τ T) is described
as a multiple of t0 and is defined in such a way that
(1/kISCτPh) ≈ (τT/t0), where kISC and τ Ph are the inter-
system crossing (ISC) rate and phosphorescence lifetime,
respectively.

While the triplets and charges are taken to diffuse only
via exchange interaction [18,20,37], which depends upon
the wave-function overlap, singlet excitons can also diffuse
by long-range dipole interaction. Thus, to model singlet
diffusion, we consider a MA + Förster-type rate:

kij ,S =

⎧⎪⎪⎨
⎪⎪⎩

[
ν0 e−2γ Rij + 1

τs

(
RF
Rij

)6
]

, εi ≥ εj ,[
ν0 e−2γ Rij + 1

τs

(
RF
Rij

)6
]

e−(εj − εi)/kBT, εi < εj .

(2)

τ s is the intrinsic lifetime of singlet exciton and RF is the
Förster radius. γ is assumed to be the same for singlets and
triplets. Here we consider τ s = 1 ns and RF = 3 nm [38,39].
RF depends on the spectral overlap of the absorption spec-
trum of the acceptor and emission spectrum of the donor
and is defined such that at the Förster radius the energy-
transfer rate is equal to the sum of radiative and nonra-
diative decay rates. Dipole coupling is usually dominant
over exchange coupling but in the case where the long-
range Coulombic rate is very small (large τ s or small RF ),

as discussed below for the triplets, the Förster rate becomes
less than the Dexter rate and the short-range exchange
mechanism becomes the dominant diffusion mechanism
for singlets as well.

For host-guest systems, the Eindhoven group have
investigated the diffusion of triplets in detail by using tran-
sient PL measurements coupled with KMC simulations,
and have analyzed the relative contribution of single-
step Förster-type triplet-triplet interactions and the multi-
step triplet diffusion processes to the mechanism of TTA
in phosphorescent host-guest systems [1,32,40–43]. The
results from the Eindhoven group stimulated us to con-
sider the contribution of dipole-dipole-coupling-induced
long-range Förster rate to the triplet hopping in addition
to the short-range Dexter rate [1,40–42]. The impact of
increasing the Förster contribution to triplet transport on
the temperature dependence of quenching, DF and Ph
events is shown in Fig. S1 (see the Supplemental Mate-
rial [44]). The data are shown for purely Dexter-type
rates and for increased contribution from the Coulombic
interactions represented by the increase in Förster radius
from 1 to 5 nm. No significant changes are observed
with the incorporation of Förster rates. The reason lies in
the comparatively long lifetime of the triplet states. The
Förster-type transfer rate is inversely proportional to the
lifetime of the state considered. Thus, for triplet states,
the Förster-type energy rate is rather low, so that it can-
not compete with the Dexter-type energy-transfer rate. As
a result, the Dexter transfer dominates the energy-transfer
process entirely here. This is different from the case of
strongly phosphorescent emitters that are characterized by
a much shorter triplet lifetime. We, therefore, subsequently
only considered the Dexter-type MA rate for the triplet
hopping process.

At time t = 0, random lattice sites in the simulation box
(100 × 50 × 50 lattice sites) are initialized with a prede-
fined number of triplets in accordance with an initial triplet
density [T0]. In our simulation, the lattice points have a
spacing of 1.5 nm in direction of the x and z axis, while
a spacing of 1.68 nm is adopted along the y axis. This
anisotropic choice is based on matching experimental con-
ditions in previous work [18,33]. By repeating some of the
simulations for an isotropic lattice configuration, we con-
firm that our use of a slightly anisotropic lattice does not
have a significant impact on our results and conclusion (see
Fig. S2 within the Supplemental Material [44]). Generating
100 triplet excitations in this simulation box corresponds to
a triplet density of about 1017 cm−3.

In addition, some of the point sites are assigned as deep
trap sites (sites of significantly lower energy) based upon a
trap concentration (ct). The triplet (singlet) energy is taken
from a Gaussian distribution centered on energy ET (ES)
with a variance of σ T (σ S) representing the static uncorre-
lated disorder in triplet (singlet) excited-state energies. At
each Monte Carlo step each excitation can either diffuse to
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a neighboring site with rate kij ,T (kij ,S) or can decay radia-
tively with rate kR,T (kR,S) or can decay nonradiatively with
rate kNR,T (kNR,S). Singlets can also undergo ISC (with rate
kISC) thus leading to the generation of triplets. A schematic
of all the radiative and nonradiative processes considered
is shown in Fig. 1(a). Exciton-exciton annihilations and
triplet quenching at the trap sites are considered as on-
site and instantaneous processes, i.e., if two excitons reach
the same lattice site, they annihilate. Similarly, if a triplet
reaches a trap site, it is quenched. The quenching rate (kQ)
is represented as kQ = ktcQ, where kt is the triplet diffu-
sion rate and cQ is the effective quencher concentration,
which here is simply the trap concentration (ct) [30]. The
trap depth is taken to be 300 meV, so that detrapping is
negligible [45]. An interaction between two triplets can
give rise to singlets, triplets, and quintets with a statisti-
cal probability of 1/9, 3/9, and 5/9, respectively. Therefore,
if the formed singlets decay radiatively, they contribute to
delayed fluorescence. Quintets are generally not formed
because of the high energy associated with them; thus,
this event can be simply described as the scattering of two
triplets. This is how triplet-triplet annihilation is executed
in this “computer experiment.” Singlet-triplet annihilation
(STA) and singlet-singlet annihilation (SSA) are included
in the simulations, and are modeled as on-site and instanta-
neous processes, in a similar way as TTA. However, they
eventually turn out to be negligible as compared to other
emissive and exciton loss processes. There are two reasons
for this: firstly, the short lifetime of singlets (in the range

of ns) prevents the buildup of a significant population that
is needed for SSA or STA events. This is in contrast to
triplets that live for milliseconds and so have enough life-
time to find each other as a sequence of hops. Second,
the singlets (here) in the KMC simulation are generated
from the TTA events, i.e., the initial singlet population
is only a small fraction of the initial triplet population.
Thus at low initial triplet density considered in the sim-
ulation ([T0] = 1016–1018 cm−3), the number of singlets
present at any given time is rather low. These two reasons
combined, the chances of a singlet encountering a triplet
or another singlet are insignificant and consequently STA
and SSA events are less probable as compared to TTA.
This might not be true for high [T0] (for example, [T0]
≥5 × 1018 cm−3) and thus the STA and SSA events may
no longer be negligible.

For each excitation, the rates of the processes described
are determined. For computational efficiency reasons, hops
to only a fixed number of nearest neighbors are consid-
ered, that is, we took sites up to the fourth-nearest neighbor
into account. For each event i, the rate ki is calculated.
For the selection of an event, firstly, for each event i the
partial sum Si = ∑i

β=1 kβ is calculated. A random num-
ber is drawn from the interval (0, kT], with kT = ∑N

β=1 kβ ,
N being the total number of events. From all possible
events, the event i for which Si−1 < ϕkT ≤ Si, ϕ ∈ (0, 1]
holds is selected. The selected event is executed for the
corresponding excitation and the simulation time is
updated by the waiting time, τw = −ln(X )/kT, where X

(a) (b)

(c)

(d)

FIG. 1. (a) Schematic of all the radiative and nonradiative processes considered in the KMC simulation (PF, prompt fluorescence;
DF, delayed fluorescence; IC, internal conversion; ISC, intersystem crossing; Ph, phosphorescence; TTA, triplet-triplet annihilation).
The reaction of TTA can be given as T1+ T1 → (TT)*. (b) Pictorial representation of the design of a conjugated segment with “n”
isoenergetic repeat units and separate inverse localization lengths for triplet transport parallel and perpendicular to the chain. (c) Top
view of the parallel lattice with all the chains along y direction in all the layers. (d) Top view of the grid lattice with all the chains in
layer 1 and layer 2 aligned along y and x direction, respectively.
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is a random number between 0 and 1. The simulation
stops when there is no excitation left in the simulation
box. Results are obtained by averaging over a sufficiently
high number of trials, e.g., 100 trials (for details, refer to
Sec. S1 within the Supplemental Material [44]). The effects
of morphology and material parameters such as conjuga-
tion length (n), inverse localization length along (γ‖) and
perpendicular (γ⊥) to the chain, trap concentration (ct)
and energetic disorder (σ ) on quenching, delayed fluores-
cence and phosphorescence processes are simulated. The
resulting variation of quenching, DF and Ph events with
temperature is expressed in terms of the percentage of the
initial (t = 0) number of triplets in the simulation box.

By considering extended conjugated chromophores, our
study explicitly includes the effect of conjugation length.
Following the approach of Athanasopoulos et al. we imple-
ment the delocalization of an exciton over several repeat
units by defining a conjugated chromophore as a segment
with “n” isoenergetic lattice sites as illustrated in Fig. 1(b),
that have strong electronic coupling between them [18,33].
The different electronic coupling for transport parallel and
perpendicular to the conjugated chromophores is obtained
by adopting different values for the inverse localization
length γ if the sites i and j are in a direction parallel to
the chain (γ‖) or perpendicular to the chain (γ⊥). Thus, the
ratio γ‖ : γ⊥ determines the anisotropy of the triplet trans-
port. For example, γ‖ = 1 nm−1 and γ⊥ = 2 nm−1 (γ‖ :
γ⊥ = 0.5) implies higher coupling in a direction parallel
to the chain and lower coupling for hops perpendicular to
the chain, thus making triplet hops parallel to the chain
more probable than hops perpendicular to the chain. This
applies to both, hops between conjugated segments of
adjacent chains and hops between conjugated segments
along the same chain. Moreover, since each conjugated
segment is represented by a sequence of lattice points
with identical energy, while the energies differ between
the conjugated segments, the hops within a conjugated
segment are inherently faster than the hops between the
conjugated segments. This procedure allows us to treat
the conjugation and delocalization effects in a stochastic
manner.

When considering elongated chromophores, their
mutual arrangement, i.e., the film morphology, becomes
a key parameter. This is because the electronic coupling
for the hopping of triplet excitons is provided by exchange
interaction, which depends on the orbital overlap of the
sites involved in the hopping process [Eq. (1)]. Thus, the
number of accessible and adjacent neighboring sites is
crucial for the transport of triplets, and for elongated chro-
mophores, different film morphologies result in a different
number of accessible neighbors. Consider, for example, a
thin film consisting of elongated conjugated chromophores
such as rigid oligomers that are all oriented along the same
direction, e.g., along the y axis [Fig. 1(c)]. In the simplest
case of such a parallel arrangement, hops are possible from

each chromophore to adjacent neighbors on either side as
well as on the top and bottom and at the chromophore ends.
In contrast, consider now the case where the oligomers are
still all aligned along the y axis in one layer, yet they are
all aligned orthogonally, e.g., along the x axis, in the layer
above and below it [Fig. 1(d)]. This gridlike arrangement
increases the number of contact points to next neighbors in
the layer above and below from previously only two con-
tacts in total to several contacts [for Fig. 1(d) that is two
times three equal contacts in total, for the layers above and
below, as illustrated in Fig. S3 within the Supplemental
Material [44]]. As a consequence, more hops to sites of
different energy are possible, and this significantly impacts
on triplet diffusion.

The same approach was taken by Athanasopoulos et
al. [33] who studied the temperature dependence of spec-
tral relaxation for triplet states. They found that increas-
ing the number of available lattice sites for hopping by
changing from a parallel chromophore arrangement to a
gridlike chromophore arrangement helps in overcoming
local energy barriers that otherwise stop the relaxation
prior to reaching lower-energy sites, in agreement with
experimental results. This approach of chains in paral-
lel or gridlike arrangement represent two extreme cases.
Of course, real polymer films have far more complex
morphologies and sophisticated approaches exist to rep-
resent them [46], yet our approach is sufficient to cap-
ture the essential physics with reasonable computational
effort.

III. RESULTS AND ANALYSIS

A. General features

In KMC simulation, we monitor the interplay between
intrinsic decay of triplet excitations, i.e., phosphorescence,
quenching at nonradiative scavengers (Q), and delayed flu-
orescence as a function of temperature and a whole set
of system parameters. Figure 2(a) shows the evolution
of these quantities for two lattices and for two different
values of initial triplet density, [T0] = 5 × 1016 cm−3 and
1018 cm−3, equivalent to 50 and 1000 excitations, respec-
tively. The resulting incidences are given as a percentage of
the initial (t = 0) number of triplets in the simulation box.
Results for a wider range of initial triplet densities [T0] can
be found in Fig. S4 within the Supplemental Material [44].
The percentages of Ph, DF, and quenching do not add up to
100% due to the spin statistics inherent in the TTA process.
Independent of the choice of lattice and excitation density,
we obtain general trends that are in excellent agreement
with the experimental observations of Hoffmann et al. [30],
thus confirming our computational approach. The general
evolution we observe is the following.

At very low temperature, there is phosphorescence
as well as some delayed fluorescence. Upon increasing
temperature, quenching turns on at the expense of Ph.
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(a) (b)

FIG. 2. Comparison of simulated quenching, DF, and Ph events (a) in the grid (green circles) and parallel lattice (blue diamonds) to
study the influence of morphology on the temperature dependence of monomolecular and bimolecular recombination processes. Data
are shown for two different values of initial triplet density, [T0] = 5 × 1016 cm−3 (empty symbol, dashed line) and 1018 cm−3 (filled
symbol, solid line). (b) With the triplet quenching rate parametrized in terms of the trap concentration (ct). Data for ct = 1017 cm−3 (red
squares), ct = 5 × 1017 cm−3 (green circles), ct = 1018 cm−3 (brown triangles), and ct = 3 × 1018 cm−3 (blue diamonds). A constant
coupling along and perpendicular to the chain (γ‖ = 1.5 nm−1 and γ⊥ = 2 nm−1) is used and a disorder of σ = 35 meV is used for the
triplet energy distribution. For (a), ct = 5 × 1017 cm−3 and for (b) grid lattice morphology with n = 3 is used. Solid lines serve as a
guide to the eye.

Simultaneously DF increases such as to pass over a
maximum. This behavior is a generic feature of hop-
ping of excitations within a Gaussian density of states
(DOS) distribution. At very low temperatures, most of
the triplets that have been initially generated randomly
within the DOS relax up to some point and subsequently
emit phosphorescence [33]. At intermediate temperatures
thermally activated dispersive transport leads to growing
DF. At even higher temperatures, DF decreases because

the concentration of triplets needed for their bimolecular
encounter is diminished due to progressive quenching at
triplet scavengers.

B. Effect of lattice choice and excitation intensity

The KMC simulations allow us to explore how the
DF intensity is affected by the film morphology and the
excitation density, even for high illumination intensities.
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When comparing the two lattices, we observe less quench-
ing and more DF for the grid lattice (shown in green
circles). This applies not only to the peak value but, also
to the value at 300 K where devices typically operate. Fur-
thermore, the temperature Tmax at which the DF peaks,
shifts to slightly higher values for the grid lattice. The
fraction of phosphorescence events is not affected by the
choice of lattice. We observe a similar trend, i.e., a reduced
fraction of quenching events, more DF and, in contrast to
the change of lattice, a reduction of Ph when the excitation
density is increased.

The intensity dependence is straightforward to under-
stand. For a given temperature, a higher excitation density
increases the triplet population [T], so that the bimolec-
ular process, TTA, is favored over the monomolecular
quenching process. In Fig. 2(a) we see that using a grid
lattice has the same effect as increasing the excitation
density, i.e., the bimolecular DF process is favored over
the monomolecular quenching process. Evidently, using
an arrangement with many contact points that allow for
more isotropic hopping increases the chance of two triplets
meeting each other, even if they have been generated at
some distance and at different chains. This is consistent
with the earlier results of Athanasopoulos et al. on spec-
tral diffusion, where very low-energy sites in the DOS can
only be reached for the grid lattice [33].

Since our primary aim is to establish guidelines for
achieving high DF at room temperature, therefore we
discuss the influence of all the other material parame-
ters for the grid lattice with an initial triplet density [T0]
of 5 × 1016 cm−3. This value corresponds to the triplet
density generated in an optical experiment with an excita-
tion fluence of approximately 10 µJ/cm2, incident photon
wavelength of 355 nm (typical of a Nd : YAG laser), an
absorption length of 100 nm with an underlying assump-
tion of uniform absorption with a coefficient of about
105 cm−1 throughout the film thickness and considering a
singlet-to-triplet yield of about 1%–2% typical for purely
organic materials (with no heavy atoms and ISC rate of
approximately 107 s−1) [20].

C. Influence of trap concentration (ct)

Even well synthesized and purified compounds con-
tain some residual amount of structural or chemical defect
sites where triplet states can be quenched. It is clear that
their amount plays a key role in controlling the dynamic
interplay between the bimolecular and monomolecular
processes. Figure 2(b) illustrates quantitatively the impact
of reducing the concentration of such quenching sites. In
agreement with typical defect concentrations [47], we vary
the trap concentration from 3 × 1018 cm−3 to 1017 cm−3

and observe a strong increase in the DF at room temper-
ature as the defect concentration reduces, in addition to a
slight shift of the DF peak (Tmax) to higher temperatures.

Evidently, the purity of compounds is a key parameter to
obtain high TTA rates.

D. Influence of delocalization

The present OLED technology is dominated by using
molecules suitable for making devices through thermal
evaporation in vacuum. Nevertheless, using solution-
processed molecules such as oligomers or even polymers
is still a possible avenue. Moreover, triplets move by
means of wave-function overlap, so that transport along
a conjugated backbone is usually faster than hopping to
an adjacent chromophore [18]. Therefore, conjugation of
the chromophore should affect the temperature evolution
of bimolecular annihilation and monomolecular quenching
processes. As described above and as depicted in Fig. 1(b),
in our simulation, the length of a chromophore is defined
through the number of adjacent isoenergetic sites (n) along
the chain.

Figure 3(a) shows the effect of conjugation on quench-
ing, DF and Ph events for the grid lattice. Quenching
events decrease with increasing length of the conjugated
segment and concomitantly, DF events increase with the
peak in DF (represented by Tmax) remaining at approx-
imately similar temperature. The fraction of DF events
at room temperature is also raised. This effect can be
understood by the reasoning already brought forward to
comprehend the increased DF for the grid morphology
compared to the parallel lattice. As the length of the conju-
gated segment is increased, the number of crossing points
to chromophores of different energies raises [cf. Fig. 1(d)].
In this way, an increasing conjugation length leads to an
increased rate of successful hops to adjacent chromophores
and, somewhat paradox, more isotropic diffusion. This, in
turn, enhances the chance of two triplets meeting, i.e., the
bimolecular recombination rate, and thus suppresses the
relative number of quenching events.

The anisotropy of the excitation transport also becomes
key when considering transport along the polymer chains.
This anisotropy is studied by systematically varying the
ratio γ‖ : γ⊥ as, due to the Dexter-type nature of triplet
transfer, this ratio controls the directionality and hence the
anisotropy of triplet diffusion [18,33]. γ‖ : γ⊥ = 1 corre-
sponds to isotropic diffusion, whereas γ‖ : γ⊥ < 1 ensures
that coupling along the chain is stronger than perpendicu-
lar to it. Figure 3(b) summarizes this effect for a conjugated
segment of length n = 10. As the hopping events perpen-
dicular to the chain direction are increased by reducing γ⊥
from 4 to 2, we observe an increase in DF events up to
about 150 K, yet there is no effect at higher temperatures.
This is in contrast to the effects obtained when using the
grid over the parallel-chain arrangement or when increas-
ing the conjugation length, and, at first sight, may seem
counterintuitive since increasing the electronic coupling
to adjacent chains should have a similar effect. A similar
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(a) (b)

FIG. 3. Influence of delocalization is studied by simulating the number of quenching, DF, and Ph events by (a) varying the length
of the conjugated segment (n) from 3 to 40 for the grid lattice morphology with γ‖ = 0.5 nm−1 and γ⊥ = 2 nm−1 and (b) for a fixed n
(n = 10) by varying the anisotropy of coupling with a constant parallel to the chain inverse localization length of γ‖ = 1.5 nm−1 and
varying the one perpendicular to the chain (γ⊥) from 4 to 2 nm−1, thus increasing the interchain hopping transport. The results are
obtained with a constant trap concentration ct = 5 × 1017 cm−3 and energetic disorder σ = 35 meV. Solid lines serve as a guide to the
eye.

result is obtained when keeping γ⊥ constant and reducing
γ‖ such as to increase the conjugation along the chain, see
Fig. S5 within the Supplemental Material [44].

It can be easily understood by recalling that the MA
rate [Eq. (1)], consists of two exponential terms, that is the
strength of the electronic coupling, e−2γ Rij , and the Boltz-
mann factor for upward jumps. Increasing the coupling
perpendicular to the chain increases the off-chain hopping
rate. While this dominates from low temperatures up to
about 150 K, from 150 K onwards the Boltzmann term
controls the total rate, irrespective of the enhancement in

the coupling. We note that going to even smaller values
than 2 for γ⊥ is unrealistic. This strong influence of the
Boltzmann factor calls for a closer inspection on the impact
of energetic disorder.

E. Influence of energetic disorder (σ )

Figure 4(a) shows the variation of Ph, DF, and quench-
ing events for different energetic disorder values for the
triplets, using the same parameters and the MA rate
employed so far. As the energetic disorder increases from
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(a) (b) (c)

FIG. 4. Effect of static disorder (σ ) is investigated on the temperature dependence of quenching, DF, and Ph events for (a) and (b)
Miller-Abrahams rate and (c) for a Marcus rate with Ea = 60 meV. (b) shows data in (a) represented with respect to thermal energy
normalized disorder (σ ) values instead of temperature on a semilog scale. A grid morphology with the length of the conjugated segment
n = 3 and a constant coupling along and perpendicular to the chain (γ‖ = 1.5 nm−1 and γ⊥ = 2 nm−1) is used. Trap concentration
ct = 5 × 1017 cm−3 is used for obtaining the simulation results. Solid lines serve as a guide to the eye.

20 to 70 meV, both TTA and quenching rates slow
down and the DF peak (Tmax) shifts to room temperature
for a disorder of 70 meV, while remaining at the same
value throughout. It appears that the same curves are just
stretched towards higher temperature values.

In fact, for a Gaussian DOS with a MA hopping rate,
there is an inherent scalability between disorder and tem-
perature [19,39,48,49]. This is illustrated in Fig. 4(b),
where the same data are displayed on a semilogarith-
mic scale as a function of σ /kBT instead of temperature.
As shown, the quenching, DF, and Ph events for all the
disorder values superimpose on each other for identical
σ /kBT values. In particular, the DF events peak at around
σ/kBT ≈ 3 for all the disorder values. Thus, to obtain max-
imum DF at room temperature (with kBT ≈ 25 meV), an
energetic disorder of σ ≈ 75 meV is required (for values
of γ and trap concentration as given in the caption to
Fig. 4).

F. Influence of geometric relaxation energy (λ)

The MA rate is very easy to implement in a simulation,
and it is thus widely used to model excitation transport in
disordered materials. However, it neglects that the trans-
fer of an excitation from one site to another is generally
associated with some change in molecular configuration.
The energetic changes associated with these molecular
distortions are expressed in terms of the geometric relax-
ation energy (λ) [50]. When λ is small compared to the
site disorder parametrized through σ , the MA rate still
gives a very good description [34,37]. We estimate this
is often the case for charges, yet not for triplets, where
geometric relaxation energies can be large compared to σ ,
so that they dominate the transport at room temperature
[37,51]. When such electron-phonon coupling cannot be
neglected, relaxation energy must also enter the expression
of triplet hopping rate as an additional activation term and
the transport at high temperatures can be modeled within
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the Marcus formalism [35].

kij = J 2
ij

�

√
π

4EakBT
exp

{
− (�G + 4Ea)

2

16EakBT

}
, (3)

where Jij = J0e−γ Rij represents the electronic coupling. J 0
is the nearest-neighbor coupling constant. Ea represents
the additional activation energy due to the geometric reor-
ganization and relates to the reorganization energy (λ) as
Ea = λ/4. �G = (εj − εi) represents the free-energy differ-
ence between the two hopping sites and thus incorporates
the effect of energetic disorder (σ ).

We compare the influence of material parameters on
TTA and quenching rate when the Marcus rate, Eq. (3), is
used for triplet diffusion and summarize the differences as
compared with the MA approach. We find that the influ-
ence of trap concentration (ct), conjugation length (n),
and anisotropy ratio (γ‖ : γ⊥) are qualitatively and quan-
titatively very similar to the results obtained by using
Miller-Abrahams rate, as shown in Figs. S6, S7, and S8
within the Supplemental Material [44]. A quantitative dif-
ference occurs when considering the effect of energetic
disorder on the temperature dependence of quenching, DF,
and Ph events in the presence of geometric reorganization
[Fig. 4(c)]. The activation energy is fixed at Ea = 60 meV
and σ is varied from 20 to 70 meV. Similar to the sce-
nario when the MA rate is used, the relative influence of
quenching compared to TTA is suppressed with increasing
disorder so that the peak of the DF shifts to higher temper-
ature. However, this peak shift is now accompanied by an
increase in overall intensity for high disorder values, and a
decrease for low disorder values. For σ of about 35 meV,
the temperature and intensity of the DF peak are identical
for the MA and the Marcus rate.

To understand the origin of this difference, we com-
pare the effect of disorder for both the approaches (Fig.
S9 within the Supplemental Material [44]). We find that
the percentage of quenching events at the DF peak tem-
perature, Tmax, is constant when MA rates are used, yet
it reduces with increasing disorder when Marcus rates are
used. More precisely, the quenching events in the Mar-
cus case fall from values above the one for the MA case
to values below it. The reason for this is related to the
way how an additional activation energy impacts on the
overall hopping rates given by Eqs. (1) and (3). For a
MA rate, an increase in disorder can be compensated by
an increase in temperature, so that the average hopping
rate remains unchanged. For higher disorder, the DF peak
occurs at correspondingly higher temperature, yet the ratio
of quenching events to DF events at Tmax remains unaf-
fected. In contrast, in the Marcus rate, Eq. (3), a constant
term is added. How this impact on the rate depends on σ

relative to Ea [34,52]. A detailed analysis is complex and
requires going beyond the rate equation for two individ-
ual sites, rather, the statistical mean value for the mobility

of the triplet exciton needs to be considered, as detailed in
Sec. S2 within the Supplemental Material [44]. The effect
is that in the Marcus case, the mobility of triplets decreases
faster with temperature when the disorder is large, com-
pared to the MA case. As a result, at higher temperatures,
quenching is more suppressed than in the MA case. Less
quenching implies a higher triplet concentration [T], and
thus the bimolecular TTA process is favored. Overall, this
shifts Tmax to lower temperatures compared to the MA case
[Fig. 4(a)] and leads to higher peak values.

While variation of the disorder has a strong impact on
the fraction of TTA events that occur, changes in the geo-
metric reorganization energy do not affect the intensity of
the room-temperature DF (Fig. 5). Similar to the case of
varying the off-chain coupling [Fig. 3(b)], the additional
activation energy due to molecular reorganization effects
only modifies the low-temperature part of the curve, while
the behavior at room temperature is entirely dominated by
the disorder contribution.

G. The role of disorder in the TTA process

The role of disorder is twofold. First, it changes the hop-
ping rate, i.e., Eq. (1) or (3). Second, and perhaps less
appreciated though relevant, is the fact that by changing
the energy landscape, it modifies the spatial distribution
of the triplet states. This is illustrated in Fig. 6 for MA
rates for two cases, σ /kBT < 1 and σ /kBT > 1. Taking kBT
at room temperature, this corresponds to σ values of 20
and 70 meV, respectively. Analogous figures for 35 and
50 meV can be found within the Supplemental Material
[44] (Fig. S10). The color plot in Fig. 6 (heat map) indi-
cates an exemplary cut through the X-Z plane. In the top
panel, the color indicates the number of annihilations that
occur at any lattice site in that plane. They are normalized
relative to the maximum number of annihilations observed
at a lattice site in that plane. In the bottom panel, any lattice
sites with energies that are more than 1.5σ below the center
of the DOS are indicated in red color. Grid lines are shown
to ease visual comparison between the top and bottom
panel. In addition, an enlarged view is shown in Fig. S11
within the Supplemental Material [44]. Evidently, there is
little correlation between the fraction of TTA events in a
lattice plane and the lower-energy sites when the disorder
is smaller than the mean thermal energy. However, when
the energetic landscape has valleys deeper than the mean
available thermal energy, the TTA events are observed
mostly in the energetic valleys. To allow for a more quan-
titative assessment, we calculate Pearson linear correlation
function (ρ). Essentially, this function corresponds to the
covariance of the energy of the lattice sites and the number
of annihilations happening at those lattice sites within a
particular plane normalized by the product of their stan-
dard deviations (for expression refer to Sec. S3 within
the Supplemental Material [44]). We find ρ =−0.12 for a
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FIG. 5. Simulated dependence of quenching, DF, and Ph
events with Marcus rate in the presence of both energetic dis-
order and reorganization induced polaronic disorder. Simulated
data for energetic disorder σ = 35 meV and Ea = 40, 60, 80, and
100 meV. Solid lines serve as a guide to the eye.

disorder parameter of σ = 20 meV, yet ρ = −0.21, −0.23
and −0.22 for σ = 35, 50, and 70 meV. These ρ values are
obtained by averaging over all the planes in the simula-
tion box. It is negative because there is negative covariance
(low energy implies a high number of annihilations).

This is straightforward to understand and can be
explained in the framework of the transport energy devel-
oped for charge carriers [53]. For σ /kBT > 1, the triplets

relax energetically and hop predominantly through the val-
leys, so that a nonuniform distribution results. Such a
filamentary nature of excitation transport has previously
been observed for charges in disordered materials [54,55].
As the bimolecular TTA process depends quadratically on
the triplet density, the TTA events also take place predom-
inantly in the valleys. This implies a higher effective TTA
rate than is expected on the basis of the spatially averaged
triplet density. Evidently, a high σ /kBT value is required
for a high TTA yield.

H. Comparison to analytical calculation

It is instructive to compare the results of the MC simu-
lation to experimental data and to analytical calculations.
In earlier work, we along with others were already able
to demonstrate that kinetic MC simulations can accurately
reproduce the spectral signatures of triplet diffusion in con-
jugated materials [1,18]. Nearly a decade ago, Hoffmann
et al. published a detailed investigation of the temperature
dependence of delayed fluorescence and phosphorescence
for poly- and oligofluorenes [30]. As mentioned earlier,
the results of our MC simulation are in very good agree-
ment with the experimental data by Hoffmann et al. In this
work, Hoffmann et al. also formulated an analytical theory
for the limit of low excitation density that could describe
the experimental results, albeit only when the conjugation
length was not too long. Here we extend the approach
by Hoffmann et al. to apply to any excitation density and
compare the analytical result to our KMC data.

Bimolecular recombination with an annihilation rate
constant γTTA (not to be confused with the symbol for
inverse conjugation length) gives rise to DF with an
intensity

IDF = cγTTA[T]2, (4)

where c is a constant equal to the fraction of triplet-
triplet encounters that generate a singlet state times the
rate constant for the radiative singlet decay. [T] denotes
the concentration of triplet excitons. Under steady-state
conditions

d[T]
dt

= 0 = G − (kR + kNR + kQ)[T] − γTTA[T]2, (5)

where G is the formation rate of triplet excitons, kR and
kNR are radiative and nonradiative decay rates, and kQ is
the monomolecular quenching rate. Solving the quadratic
Eq. (5) for triplet exciton concentration and neglecting the
negative solution for [T] yields

[T] =
−(kR + kNR + kQ) +

√
(kR + kNR + kQ)2 + 4γTTAG

2γTTA
.

(6)
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(a) (b) FIG. 6. Color maps showing
(top panels) the relative number
of annihilations per lattice site in
the X -Z plane (with gray indicat-
ing zero annihilations and black
implying the maximum number
of annihilation events found in
that plane at a site), and (bottom
panels) the triplet state energies
for each site in that plane. Sites
with energies below 1.5σ of the
mean triplet energy (ET) are col-
ored in red. This is shown for
300 K for (a) σ = 20 meV (i.e.,
σ /kBT < 1) and (b) σ = 70 meV
(i.e., σ /kBT > 1).

The condition to derive Tmax, the temperature at which DF
exhibits a maximum.

∂IDF

∂T
= 0. (7)

To carry out the derivative, we need to assume a tempera-
ture dependence for the different parameters involved. We
take G, kR, and kNR to be independent of temperature in
agreement with usual experimental findings, while we con-
sider kQ and γTTA to vary with temperature. For simplicity,
we assume an Arrheniuslike temperature dependence of kQ
and γTTA with constant activation energy Eact, viz.

kQ = kQ0 + kQ1 exp
(−Eact

kBT

)
, (8)

γTTA = γ0 + γ1 exp
(−Eact

kBT

)
. (9)

Inserting Eqs. (8) and (9) into Eq. (6), Eq. (6) in Eq. (4)
and then using I DF from Eq. (4) into Eq. (7) and solving it,
we obtain

Tmax,1 = Eact

kB

{
ln

[
γ1kQ1

γ1(kR + kNR + kQ0) − 2kQ1γ0

]}−1

,

(10)

Tmax,2 = Eact

kB

[
ln

(−γ1

γ0

)]−1

. (11)

In Eq. (9) γ0 and γ1 > 0, so that Tmax,2 is not a proper solu-
tion in this context. Thus Tmax= Tmax,1. This is, exactly
the same expression that was obtained by Hoffmann et
al. in the limit of low exciton concentration by neglect-
ing the quadratic triplet-triplet annihilation term in Eq. (5).
As shown by Hoffmann for the low-intensity case, a simi-
lar expression results when the argument (Eact/kBT) in the
exponential of Eqs. (5) and (6) is replaced by (σ /kBT)2, that
is

Tmax,1 = σ

kB

{
ln

[
γ1kQ1

γ1(kR + kNR + kQ0) − 2kQ1γ0

]}−1/2

.

(12)

Equations (10) and (12) reflect the dependence of Tmax on
key parameters such as the sample purity and on the ener-
getic disorder. The central observation is, however, that
Tmax does not contain any dependence on the generation
rate G. This is at variance with the simulation results (cf.
Fig. 1 and S4) as well as with the experimental observa-
tions. Both indicate a dependence of DF peak position on
the excitation intensity. Thus, we reach the conclusion that
the constants kQ0, kQ1, γ0, and γ1 as described in Eqs. (8)
and (9) must, in some way, be dependent on the generation
intensity.
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This information is key and needs to be included to
correctly predict the dependence of DF on the excita-
tion intensity. In contrast to analytical calculations, MC
simulations inherently consider the excitation intensity
dependence of different emissive processes and exciton-
loss processes. In addition, any time dependence of the
diffusion and annihilation processes is inherently included,
while analytical calculations (described above) represent
the steady-state condition [56]. The energetic relaxation
and subsequent diffusion of excitations into the valleys of
the energy landscape is well known [54,57]. This enhances
the local triplet density there over the average value. We
consider this nonuniform triplet density to be the reason
for the dependence of the above constants on the genera-
tion rate G. [Comparison to the MC simulations in Figs. 3
and 4 with Eq. (10) further show that the dependence of
Tmax on conjugation length and transport anisotropy is also
not captured by Eq. (10), unless the impact of conjugation
length and transport anisotropy on the constants kQ0, kQ1,
γ0 and γ1 are explicitly taken into account. This is, though,
of lesser relevance since this dependence is comparatively
weak, as evident in Figs. 3 and 4.]

IV. CONCLUDING DISCUSSION

One of the advantages of kinetic MC simulations is that
it allows to decouple the effects caused from different mate-
rial parameters by systematically varying only one of them.
In this way, our study allowed us to identify and highlight
the strong role of detrimental triplet quenching by impuri-
ties. Further, we find that the film morphology plays a key
role in determining the relative extent of bimolecular and
monomolecular recombination. A morphology of mostly
parallel chains, conducive for directional transport, favors
quenching at the trap sites whereas a gridlike morphology
of many crossing chains that allows for more isotropic hop-
ping enhances the fraction of TTA events. Our study of
delocalization effects suggests that increasing the length of
conjugated segments improves DF by raising the number
of readily accessible crossing points to other chains, thus
increasing the isotropy of transport.

The role of energetic disorder is twofold. First, an
increased disorder reduces the triplet diffusivity [19,39,
48]. A high diffusivity enables triplet motion to impu-
rity sites where their concentration is reduced. Since TTA
depends quadratically on the triplet concentration, the
fraction of TTA events eventually reduces. Thus, a mod-
erately low triplet diffusivity is desirable. In fact, in our
earlier study we found that the reason why the number
of TTA events peaks at a certain temperature is sim-
ply that the temperature activated diffusivity becomes too
high [30]. This is consistent with the results of Blom and
co-workers on singlet diffusion in poly-(p-phenylene viny-
lene) (PPV) derivatives [58]. They found that the more
disordered super-yellow-PPV had a lower diffusivity at

room temperature and thus a longer exciton lifetime. This
gives rise to a higher photoluminescence quantum yield
due to the slower exciton diffusion towards quenching
sites [59].

The second role of energetic disorder, however, is that
it causes filamentary transport, thus enhancing the proba-
bility of two triplets to encounter each other rather than an
impurity. A key result of our study is that energetic dis-
order is crucial for obtaining a high yield of TTA events
at room temperature. For typical values of the remain-
ing parameters, a disorder in the order of σ/kBT ≈ 3 is
required to obtain a DF peak at room temperature. Using
values such as σ ≈ 70 meV, a trap concentration of approx-
imately 1017 cm−3, γ‖ = 0.5 nm−1, γ⊥ = 2 nm−1 and a
conjugation length of 20 repeat units, we obtain a yield
of TTA events of 140%, i.e., about 30% DF events for
an excitation intensity of 5 × 1016 cm−3 (Fig. S12 within
the Supplemental Material [44]). We note that the yield of
TTA events exceeds 100% of the initial number of triplets
present. This is because through the spin statistics, we con-
sider secondary processes, i.e., that two triplets may collide
to form one TTA event, then separate (e.g., because they
formed a quintet state), and collide again with a certain
probability.

We finally address the question of modeling exci-
tation transport via the energetic-disorder-controlled
Miller-Abrahams or polaronic-activation-controlled Mar-
cus approach, which has always been a topic of debate in
the community [60]. Coehoorn and co-workers have been
able to successfully model charge transport and exciton
dynamics in OLEDs by simply incorporating the Miller-
Abrahams transport rates [1,32,40–42]. The recent full
quantum treatment of charge-carrier dynamics in amor-
phous organic semiconductors indeed confirms that the
MA approach captures the salient features of transport,
albeit at low temperatures [61]. In our earlier studies
we observed that the reorganization energy can have a
substantial influence on the rates for triplet processes,
notably at higher temperatures (>100 K), which requires
the use of the Marcus rate to describe the hopping pro-
cess [18]. Therefore, we use the MA approach to first
address the current problem and subsequently only high-
lighted the key differences that can be expected if the
reorganization energy effects are explicitly considered in
these energetically disordered materials. We observe that
delocalization effects and the effects due to trap con-
centration do not change. Disorder effects are also more
or less similar except for an increase in DF intensity
for higher energetic disorders. Decreased reorganization
energy increases the DF at low temperatures but does not
have any effect on room-temperature DF. We attribute the
comparatively low sensitivity of the result to the specific
hopping rate chosen to the fact that this study is concerned
with determining yields for triplet processes rather than
rates.
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In brief, we develop a kinetic Monte Carlo study that
describes how TTA, triplet quenching and phosphores-
cence evolve as a function of temperature when a wide
range of experimental and material parameters are var-
ied. Our results are qualitatively consistent over a whole
range of parameters with the experiments performed on a
series of poly(p-polyfluorenes), confirming the suitability
of the model [33]. We find that the choice of hopping rate
is not critical when considering the yield of TTA events,
and that analytical studies need to include the intensity and
time dependence of quenching and annihilation constants
to come to a description that reflects experiments. Opti-
mizing the TTA process, and concomitantly the yield of
DF, to peak at room temperature is possible. It requires
(i) a high disorder and therefore dispersive transport (in
the range of σ /kBT ≈ 3), (ii) a high sample purity (about
1017 quenching sites per cm3), and (iii) a morphology and
conjugation length with many contact points that enables
isotropic hopping.
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Figure S1: Systematic study of increasing Förster contribution to triplet diffusion rate 

represented in terms of the triplet Förster radius. 
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Figure S2: The effect of deviating from a perfectly isotropic lattice (lattice constant 1.5 nm) to 

an anisotropic lattice. 
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Section S1- Technical detail: 

The number of necessary trials is determined by considering the noise level. Because of the 

energetic disorder, a proper statistics can only be obtained if the results are averaged over the 

trajectory of several thousand of excitons traversing different disordered landscapes. Generally, 

anything above 1000 excitons is sufficient to produce good statistically averaged results; we 

have considered this number to be around 5000 for the present study. Thus, the ‘sufficient 

number of trials’ required to obtain a good statistics depends on the initial triplet density. For 

example, for 100 excitons in the simulation box, corresponding to an initial triplet density of 

around 1017 cm-3, we have used 50 trials; for 50 excitons at t = 0 we have used 100 trials and so 

on. 
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Figure S3: The side view for a) parallel chain lattice (Fig. 1c) and b) grid chain lattice (Fig. 1d) 

of the manuscript for the case of a polymer chain with conjugation length 3. We recall that 

within each conjugated segment, the lattice points have the same energy implying that hops 

within a conjugated segment are very fast. We have therefore indicated possible hops to nearest 

neighbors only from the center point of each conjugated segment. It is evident that the lattice 

grid, in the 2D YZ-plane, has only 4 nearest neighbors (i.e. sites with different energies) to 

which hops are possible. In contrast, for the grid lattice, 8 nearest neighbors with different 

energies are accessible within the YZ plane. This then multiplies when considering the full 3D 

arrangement.  
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Figure S4: Influence of initial triplet density (T0) is studied by simulating the number of 

quenching, DF and Ph events for grid (left panel) and parallel (right panel) lattice with γ‖ = 1.5 

nm-1 and γꞱ = 2 nm-1. Data for T0 = 5 x 1016 cm-3 (red squares), T0 = 1017 cm-3 (green circles), 

T0 = 5 x 1017 cm-3 (brown triangles) and T0 = 1018 cm-3 (blue diamonds).  The results are 

obtained with a constant length of the conjugated segment, n = 3, trap concentration ct = 5 x 

1017 cm-3 and energetic disorder σ = 35 meV. Solid lines serve as a guide-to-the-eye. 
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Figure S5: Influence of delocalization is studied by simulating the number of quenching, DF 

and Ph events for a fixed n (n = 10) by varying the anisotropy of coupling with a constant 

perpendicular to the chain inverse localization length of 𝛾⊥ = 1.5 nm-1 and varying the one 

parallel to the chain (𝛾∥) from 2 to 0.5 nm-1, thus increasing the interchain hopping transport. 

The results are obtained with a constant trap concentration ct = 5 x 1017 cm-3 and energetic 

disorder σ = 35 meV. Solid lines serve as a guide-to-the-eye. 
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Figure S6: Effect of trap concentration (ct) on the temperature dependence of quenching, DF 

and Ph events is investigated using Marcus rate for triplet hopping. Data for ct = 1017 cm-3 (red 

squares), ct = 5 x 1017 cm-3 (green circles) and ct = 1018 cm-3 (blue diamonds). Grid lattice 

morphology with the length of the conjugated segment n = 3 and a constant coupling along and 

perpendicular to the chain (γ‖ = 1.5 nm-1 and γꞱ = 2 nm-1) is used. A disorder of σ = 35 meV is 

used for the triplet energy distribution. Solid lines serve as a guide-to-the-eye. 
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Figure S7: Effect of length of the conjugated segment (n) on the temperature dependence of 

quenching, DF and Ph events is investigated using Marcus rate for triplet hopping. Data for n 

= 3 (red squares), n = 10 (green circles) and n = 20 (blue diamonds). Grid lattice morphology 

with the length of the conjugated segment n = 3 and a constant coupling along and perpendicular 

to the chain (γ‖ = 0.5 nm-1 and γꞱ = 2 nm-1) is used. A trap concentration of ct = 5 x 1017 cm-3 

and a disorder of σ = 35 meV is used for the triplet energy distribution. Solid lines serve as a 

guide-to-the-eye. 
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Figure S8: Effect of the anisotropy of coupling on the temperature dependence of quenching, 

DF and Ph events is simulated with a constant perpendicular to the chain inverse localization 

length of γꞱ = 2 nm-1 and varying the same for parallel to the chain transport (γ‖) from 1.5 to 0.5 

nm-1, thus increasing the intrachain hopping transport. Simulations are performed for a grid 

lattice morphology with the length of the conjugated segment n = 10, trap concentration ct = 5 

x 1017 cm-3 and energetic disorder σ = 35 meV. Solid lines serve as a guide-to-the-eye. The 

simulations are done using Marcus rate for triplet hopping. 
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Figure S9: Quenching and DF events at the DF peak remain same for Miller-Abrahams rate 

remain the same for all disorder values whereas for Marcus rate, the quenching events at the 

DF event peak decrease with the disorder and as a result DF events increase at the DF event 

peak with increasing disorder. 
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Section S2 - Effect of disorder: Marcus vs Miller-Abrahams rate: 

The statistically averaged mobility expression within the disorder dominated Miller-Abrahams 

(MA) formalism:[1]  

μ(𝜎, 𝑇) ∝ 𝑒𝑥𝑝 [−𝐶 (
𝜎

𝐾𝑇
)

2

]                                             (S1) 

C is a scaling parameter and equals 0.44 (≈ (2/3)2) for a 3-dimensional isotropic transport. 

In the presence of geometric distortions, the expression for mobility should be modified. Bässler 

et. al.[1] suggested that the interplay between disorder and polaronic effects could be quantified 

as: 

μ(𝜎,  𝐸𝑎,  𝑇) ∝ 𝑒𝑥𝑝 [−
𝐸𝑎

𝐾𝑇
− 𝐶 (

𝜎

𝐾𝑇
)

2

]                                   (S2) 

with a variable parameter C. Fishchuk et. al.[2] applied effective mass approximation (EMA) 

theory and suggested that C increases with the ratio between the energetic disorder and 

polaronic activation energy viz. σ/Ea. In addition, confirming that C approaches 0.44 for high 

σ/Ea values as expected for Miller-Abrahams rates applicable for negligible (or no) polaronic 

transport. [2] 

Analyzing the effect of disorder for both the approaches (Figure S8), we find that the quenching 

at Tmax is similar for all the disorder values when MA rates are used whereas the quenching 

decreases for increasing disorder when Marcus rates are used. For MA rates: when the disorder 

increases, mobility decreases, TTA slows down, quenching at the trap sites slows down and the 

peak in DF events can be perfectly shifted to room temperature for a disorder of 70 meV. While 

for Marcus rates: as disorder (σ) increases (the ratio σ/Ea increases), C in eq. S2 increases,[2] 

and thus mobility of triplets decreases at a faster rate as compared to small disorder values. This 

results in the decrease of quenching events at Tmax and thus increase in DF events at Tmax, unlike 

the case when reorganization effects can be completely neglected.  
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Figure S10: Heatmaps showing normalized annihilations in the X-Z plane (top panels) and the 

triplet energies below 1.5σ of the mean triplet energy (ET) for (a) 35 meV and (b) 50 meV 

(Temperature: 300 K). 
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Figure S11: Certain sections of Figure 6 of the main text are enlarged here to aid the correlation 

between the number of annihilations and energetic valleys. Heatmaps showing normalized 

annihilations in the X-Z plane (top panels) and the triplet energies below 1.5σ of the mean triplet 

energy (ET) for (a) 20 meV and (b) 70 meV (Temperature: 300 K). 
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Section S3 - Pearson linear correlation function: 

Pearson linear correlation function is given by the covariance of number of annihilations and 

energy of the lattice in a given plane normalized by the product of their standard deviations. 

𝜌𝐴,𝐸 =
< 𝐴(𝑥, 𝑧)𝐸(𝑥, 𝑧) >  − < 𝐴(𝑥, 𝑧) >< 𝐸(𝑥, 𝑧) >

√< 𝐴2(𝑥, 𝑧) >  − < 𝐴(𝑥, 𝑧) >2 √< 𝐸2(𝑥, 𝑧) >  − < 𝐸(𝑥, 𝑧) >2
 

A ≡ no. of annihilations at a lattice site in the X-Z plane. 

E ≡ energy of the lattice site in the X-Z plane. 

ρA,E is obtained by averaging over all the X-Z planes in the simulation box. 
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Figure S12: Observing the coupled effect of all the tuned material parameters required for 

maximum DF at room temperature. 
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The potential of dendrimers exhibiting thermally activated delayed
fluorescence (TADF) as emitters in solution-processed organic light-emitting
diodes (OLEDs) has to date not yet been realized. This in part is due to a poor
understanding of the structure–property relationship in dendrimers where
reports of detailed photophysical characterization and mechanism studies are
lacking. In this report, using absorption and solvatochromic
photoluminescence studies in solution, the origin and character of the lowest
excited electronic states in dendrimers with multiple dendritic
electron-donating moieties connected to a central electron-withdrawing core
via a para- or a meta-phenylene bridge is probed. Characterization of host-free
OLEDs reveals the superiority of meta-linked dendrimers as compared to the
already reported para-analogue. Comparative temperature-dependent
time-resolved solid-state photoluminescence measurements and quantum
chemical studies explore the effect of the substitution mode on the TADF
properties and the reverse intersystem crossing (RISC) mechanism,
respectively. For TADF dendrimers with similarly small ∆EST, it is observed
that RISC can be enhanced by the regiochemistry of the donor dendrons due
to control of the reorganization energies, which is a heretofore unexploited
strategy that is distinct from the involvement of intermediate triplet states
through a nonadiabatic (vibronic) coupling with the lowest singlet charge
transfer state.
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1. Introduction

Since 2012, organic compounds showing
thermally activated delayed fluorescence
(TADF) have generated intense interest as
replacement emitter materials for noble-
metal based phosphorescent complexes in
organic light emitting diodes (OLEDs)[1]

as TADF-based materials are sustainable
and less expensive to synthesize while also
allowing for 100% internal quantum ef-
ficiency (IQE) by recruiting both singlet
and triplet excitons for light emission.
Since the first organic TADF OLED was
reported in 2009,[2] the design of purely
organic TADF-based emitters has evolved
rapidly, and vacuum-deposited OLEDs have
demonstrated impressive maximum exter-
nal quantum efficiencies (EQEmax) exceed-
ing 20% for each of the three primary col-
ors. Further, low molecular weight small
molecule TADF OLEDs have satisfied criti-
cal industry requirements in terms of color,
efficiency, and device lifetime, and so can be
envisioned to replace phosphorescent emit-
ters in commercial display panels.
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Though generally OLEDs are fabricated by vacuum deposi-
tion, the cost of fabrication coupled with the inefficient use of
materials and limitations on the size of pixel are all detracting
features of this technology. An alternative fabrication process that
is cost- and materials-efficient is solution-processing. Solution-
processing OLED fabrication techniques such as spin-coating[3]

and ink-jet printing[4] are advantageous as the device architecture
is simpler, less material is lost during film formation and large-
area display fabrication becomes much more feasible. What
is required are devices that exhibit comparable performance
metrics as vacuum-deposited devices, and this is underpinned
by high-performance solution-processable emitter materials.
Unlike small molecules, dendrimers and polymers allow for easy
solution-processed manufacture of large-area devices because
of their superior film-forming ability, excellent thermal and
morphological stability, and high affinity for substrates.[5] The
molecular weight distribution of polymers, however, normally
leads to batch-to-batch deviation of their (photo)physical prop-
erties. Unlike polymers, dendrimers have a defined molecular
weight. Moreover, in general, most TADF dendrimers do not
need to be dispersed into host matrices to suppress concentration
or aggregation-caused quenching of the emission and/or exciton
annihilation. Thus, nondoped OLEDs can be fabricated resulting
in a simplified device architecture.

To date, there have been only a handful of reports using TADF
dendrimers,[6] most of which disclose devices that possess effi-
ciencies that are far from the state-of-the-art (Table S1, Support-
ing Information) of small molecule TADF OLEDs. Slow progress
due to a paucity of examples of TADF dendrimers and a poor
understanding of their photophysics have hampered the devel-
opment of dendrimer TADF OLEDs. Most of the reported TADF
dendrimers adopt multiple dendritic electron-donating moieties
that are connected to a central electron-withdrawing core struc-
ture through either conjugated or nonconjugated linkers. Delo-
calization of the distribution of the electron density of the highest
occupied molecular orbital (HOMO) over the donor dendrons,
combined with confinement of the electron density in the lowest
unoccupied molecular orbital (LUMO) within the acceptor core
results in a small exchange integral and an efficient reverse inter-
system crossing (RISC) rate. Furthermore, the presence of many
donors results in a closer packing of dendrons around acceptor
core that helps to improve the charge injection ability of the mate-
rial and reduce the probability of triplet-triplet annihilation (TTA)
in the neat film.[7] As well, the presence of a large number of
donor dendrons around the central acceptor can effectively in-
crease the transition integral for large radiative decay rate.[8]

The first TADF dendrimers devised were based on trisubsti-
tuted dendronized carbazole donors distributed about a central
triphenyltriazine (TRZ) unit.[6a] Yamamoto et al.[6e] reported that
the performance of the “host-free” devices could be improved
by decorating each of the peripheral carbazoles with tert-butyl
groups (tBuG2TAZ). The chemical structure of one of this sec-
ond generation carbazole-triazine dendrimer, tBuCz3pTRZ, is

A. Köhler
Bayreuth Institute of Macromolecular Research (BIMF)
University of Bayreuth
Universitätstraße 30, 95447 Bayreuth, Germany

shown in Figure 1a. It consists of a TRZ acceptor linked to
the 3,3″,6,6″-tetrakis(tert-butyl-9′H-9,3′:6′,9″-tercarbazole) (2Gt-
BuCz) donors via a para-phenylene bridge. tBuCz3pTRZ shows
100% photoluminescence quantum yield (PLQY) in toluene so-
lution but suffers significant quenching in the solid state, espe-
cially in nondoped films. Most TADF dendrimers adopt donor-
para-𝜋-acceptor architectures where the donor and acceptor units
are para-connected about a phenylene bridging moiety. Despite
the small ΔEST values that emanate from this design, the perfor-
mance of the OLEDs is not comparable to those based on small-
molecule TADF OLEDs. Consequently, there is a disconnect be-
tween this key parameter and the performance of the device and
thus, it is important to understand more fundamentally the pho-
tophysics of TADF dendrimers and their relationship to both the
structure and the device performance.

In general, the relative position of donors and acceptor has
a significant effect on the TADF properties.[9] Different substi-
tution modes influence the spatial overlap of the HOMO hole
density and the lowest unoccupied molecular orbital (LUMO)
electron density distributions. This leads to different ΔEST val-
ues, thus affecting the efficiency and nature of the RISC process
of the TADF materials. This motivated us to compare the para-
bridged dendrimer with its meta-based analogues to assess the
influence of the para- versus meta-linked dendrons. This infor-
mation is important because the correlation of the photophysical
and device properties with the molecular structure is crucial for
the design of highly efficient TADF dendrimers. In the present
work, we synthesized a series of TADF dendrimers with a meta-
phenylene bridge and investigated their photophysics in detail to
build a fundamental understanding of the origin and nature of
the lowest energy excited states.

2. Results

2.1. Device Characterization for para- versus meta-Linked
Dendrimers

To assess the effect of substitution position of the donor dendrons
on the dendrimer emitter on the OLED metrics, firstly we synthe-
sized the previously reported tBuCz3pTRZ and its meta-analog
tBuCz3mTRZ (Figure 1a) (see the Supporting Information for
synthesis). The electrochemical properties were determined to
evaluate the HOMO and LUMO levels. Both dendrimers possess
similar electrochemical properties that translate into similar en-
ergy HOMOs of −5.41 and −5.40 eV while the LUMO levels are
−2.84 and −2.82 eV for tBuCz3pTRZ and tBuCz3mTRZ, respec-
tively (Table S2, Supporting Information). The high-lying HOMO
level should facilitate the injection of holes from the PEDOT:PSS
hole-injection layer. Simple nondoped (i.e., host-free) devices
were fabricated with a device configuration of ITO/PEDOT:PSS
(35 nm)/dendrimer (40 nm)/TmPyPB (40 nm)/LiF (1 nm)/Al
(100 nm). A schematic diagram illustrating the device struc-
ture is also presented in Figure 1b. Figure 1c shows the cur-
rent density–voltage–luminance (J–V–L) curves for the devices
employing tBuCz3pTRZ and tBuCz3mTRZ within the emissive
layer. Devices based on these dendrimers have the same turn-
on voltage of around 3.3 V. The EQE versus brightness curves
for the two devices are shown in Figure 1d. The tBuCz3mTRZ-
based device exhibited a maximum external quantum efficiency
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Figure 1. a) Molecular structures of tBuCz3pTRZ and tBuCz3mTRZ. b) Device configuration of the nondoped solution processed OLEDs. c) Cur-
rent density–voltage–luminance plot, d) EQE versus brightness curve, and e) electroluminescence (EL) spectra for the nondoped OLEDs based on
tBuCz3pTRZ and tBuCz3mTRZ.

(EQEmax) of 23.8% (EQE at 100 cd m−2, EQE100 = 22.2%), while
the tBuCz3pTRZ-based device showed a much more moderate
EQEmax of 10% (which was obtained at 100 cd m−2), which is
consistent with the reported value of 9.5%, albeit the device was
fabricated with a different architecture.[6e] This two-fold improve-
ment in the EQEmax increases to a factor of 3 at higher lumi-
nance where an EQE at 1000 cd m−2 of 15% was obtained for the
tBuCz3mTRZ-based device compared to 5% for tBuCz3pTRZ-
based device. The EL spectra of these two devices, shown in
Figure 1e, have similar spectral shape with the peak, 𝜆EL, at
516 nm for the tBuCz3pTRZ-based device and 536 nm for the
tBuCz3mTRZ-based device.

To understand whether this enhanced performance can really
be associated with the change in regiochemistry of the donor
dendrons linked to the acceptor core, two more meta-bridged

dendrimers, tBuCz2mTRZ and tBuCz4mTRZ, were prepared by
connecting carbazole dendron units to the acceptor TRZ core.
tBuCz2mTRZ and tBuCz4mTRZ (Figure 2) contain two and four
dendrons, respectively, within their chemical structure and pos-
sess different symmetry compared to tBuCz3mTRZ. The devices
were prepared using the same architecture and the OLED per-
formance is shown in Figure S3 (Supporting Information). In-
triguingly, the tBuCz2mTRZ-based device (EQEmax = 19.9% at
23 cd m–2; EQE100 = 12.0%) as well as the tBuCz4mTRZ-based de-
vice (EQEmax = 23.8% at 100 cd m−2) are also found to have
higher EQEs than that of the OLED with tBuCz3pTRZ (Fig-
ure S3b, Supporting Information). The EQEmax reported here (Ta-
ble S3, Supporting Information) for the meta-linked dendrimers
are amongst the highest values reported for solution-processed
TADF OLEDs (see Table S1 in the Supporting Information). The
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Figure 2. The molecular structures of the meta-connected dendrimers, tBuCz2mTRZ and tBuCz4mTRZ as well as the three reference compounds,
carbazole, dendron, and 4m-core (tBuCz4mTRZ without the outer tBuCz units).

results establish that, for the same device architecture, these
meta-dendrimer-based OLEDs show significantly better EL per-
formance than the para-dendrimer analogue, which in turn, con-
firms the importance of the substitution mode between the donor
dendrons and the acceptor moiety in the molecular design of
TADF dendrimers. However, a detailed photophysical and quan-
tum chemical analysis is needed to understand the correlation
between the OLED performance with the dendrimer structure,
which is the object of this study. A separate publication is dedi-
cated to the exploitation of this insight in the design of an opti-
mized chemical structure that involves both, meta-connected and
para-connected donor dendrons leading to OLEDs with EQEmax
of 28.7%.[10]

2.2. Photophysics of the Singlet Excited States

Room temperature (RT) absorption and emission spectra of the
dendrimers in toluene solution at low concentration are shown in
Figure 3a (for a linear plot) and in Figures 3b,c (for semilogarith-
mic plots). For reference, the absorption and emission spectra of
reference compounds (see Figure 2 for chemical structures), car-
bazole, dendron, and 4m-core, are shown in Figure 3d. Two dis-
tinct bands characterize the absorption of each dendrimer. The
broad band below 3.5 eV with weak-to-moderate intensity (Fig-
ures 3a,b) is assigned to a CT transition, while the strongly ab-
sorbing band with structured features above 3.5 eV arises from
locally excited (LE) transitions on the carbazole units.

The nature of the LE band becomes evident when comparing it
to the absorption spectra of the reference compounds (Figure 3d).
The absorption spectra of carbazole shows vibrational features
with peaks at 3.83 eV (324 nm) and 3.66 eV (339 nm) and the

Stokes shift between the 0–0 peaks of absorption and emission
is small.[11] The structured features of the absorption spectrum
of 4m-core match well in energy and spectral shape with the car-
bazole 𝜋–𝜋* transition. In contrast to carbazole (Figure 3d, top
panel), 4m-core exhibits a broad and weak absorption band be-
low 3.5 eV that we attribute to absorption from a CT state between
the carbazoles and the central triazine acceptor (Figure 3d, bot-
tom panel). The emission of 4m-core arises from this CT state
as the emission is symmetric to the CT absorption. In compari-
son with carbazole absorption, the dendron absorption is slightly
red shifted with two structured peaks at 3.70 eV (335 nm) and
3.55 eV (350 nm), and a weak shoulder at 3.84 (323 nm). In ad-
dition, the relative intensity of the vibrational peak at 3.70 eV
(335 nm) with respect to the 0–0 vibration peak at 3.55 eV is dif-
ferent from that of the carbazole absorption. Thus, we can con-
clude that the dendron absorption is comprised of two vertical
excitation processes corresponding to: i) a lower energy absorp-
tion from an excitation that is localized on the central carbazole
(denoted as LE1 and indicated here by the black arrow); and ii)
a higher energy absorption from the excitation localized on the
outer, individual carbazoles (referred to as LE2 and indicated here
by the green arrows). Due to the prevailing substitution pattern
of the donor dendron we expect the central carbazole to be more
electron-rich than the peripheral carbazoles, so that its excited
state is slightly lower in energy. From the absorption spectra, each
of the dendrimers, tBuCz3pTRZ, tBuCz3mTRZ, tBuCz2mTRZ,
and tBuCz4mTRZ, exhibits similar structured features that re-
semble those of the dendron. Therefore, it is affirmed that their
absorption spectra are dominated by the same LE1 and LE2 states
as from the dendron. For clarity, they are indicated in Figure 3b.
Furthermore, as shown in Figure 3b, the molar absorptivity of the
bands in the range 3.5–3.8 eV increases from tBuCz2mTRZ to
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Figure 3. RT solution photophysics of the dendrimer and model compounds (𝜆exc = 300 nm): a) Molar absorptivity and normalized emission spectra in
toluene on a linear scale. b) Molar absorptivity and c) emission spectra on a log scale along with the molar absorptivity/emission spectra. d) Absorption
and emission spectra (on a linear scale) of the carbazole, dendron and 4m-core. LE1, LE2, CT1, CT2 refer to the lower and higher energy singlet LE and CT
states as described in the text. Arrows in d) refer to the 0-0 transition (solid green) and 0–1 transition (dotted green) of the LE2 and the LE1 absorption
(solid black).

tBuCz3mTRZ to tBuCz4mTRZ. This is consistent with the pres-
ence of an increasing number of donor dendron units in their
chemical structure. Similar behavior in the absorption spectra
have been reported in the literature;[6a,b,e] however, the spectral
features around 300–400 nm have either not been discussed or
have been ascribed to intramolecular CT absorption.[6b]

In addition to the structured dendron emission, tBuCz3pTRZ
is characterized by the presence of a strong, broad absorption
band in the range of 2.8–3.4 eV, which we ascribe to a CT tran-
sition (and refer to as CT1) from the dendron donors to the tri-
azine (TRZ) acceptor. However, when the para-connected donor
dendron is replaced by the meta-connected donor dendron this

broad feature remains approximately at the same energy (cen-
tered roughly at 3.05 eV), but the extinction coefficient is reduced
by over an order of magnitude. The meta-connection compounds
are also characterized by a higher energy broad, unstructured ab-
sorption band centered at 3.3 eV (labelled CT2) with a larger mo-
lar extinction coefficient than the lower energy CT1 band. The
comparable extinction coefficient of CT1 band and the LE absorp-
tion features in tBuCz3pTRZ indicates a significant overlap of
electron and hole wavefunctions, and consequently some admix-
ture of transitions with both 𝜋–𝜋* and CT1 character. By com-
parison with the absorption features of the meta-connection den-
drimers, it is evident that a CT2 state is present in tBuCz3pTRZ
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Figure 4. Solvatochromic PL spectra, normalized according to the integrated area (𝜆exc = 340 nm; 3 × 10−5 m), of the dendrimers in hexane (Hex),
toluene (Tol), diethyl ether (Et2O), ethyl acetate (EA) and dichloromethane (DCM). LE1 and CT1 refer to the lowest energy singlet LE and CT states and
LEX refers to the exciplex LE state as described in the text.

as well; however, the strong extinction coefficient of the CT1 state
prevents the corresponding feature from being distinctly visible
in the absorption spectrum of tBuCz3pTRZ.

A simpler set of spectral features is observed in the emission
spectra in toluene solution. All dendrimers exhibit a broad struc-
tureless CT1 emission (Figure 3a) and, in addition, the meta-
connection-based dendrimers also show a high-energy emission
band, which is evident on a linear scale for tBuCz2mTRZ (Fig-
ure 3a) and on a logarithmic scale for the other meta-connection
dendrimers (Figure 3c). We attribute the broad CT emission
to the CT1 state, as this band is symmetric to the CT1 ab-
sorption of all the dendrimers (Figure S4, Supporting Informa-
tion). The CT1 emission spectra peak at (𝜆PL) 489 nm (2.54 eV),
493 nm (2.52 eV), 520 nm (2.38 eV), and 532 nm (2.33 eV) for
tBuCz3pTRZ, tBuCz3mTRZ, tBuCz2mTRZ, and tBuCz4mTRZ,
respectively. The emission spectrum of tBuCz3pTRZ matches
with the one reported by Yamamoto et al.[6e] The structured
higher energy emission band is attributed to originating from the
LE1 state, as it closely matches the dendron emission in energy
and spectral shape (Figures 3c,d).

Solvatochromic PL measurements further confirm the nature
of these states and explain the reason behind the observation of
concomitant emission from different states. While only a sin-

gle band is observed in tBuCz3pTRZ, three distinct bands can
be identified in the emission spectra of the meta-connection
dendrimers in low polarity solvents (Figure 4). Since the posi-
tion of the high-energy band (at around 380 nm/3.26 eV) in the
meta-connection dendrimers is insensitive to the solvent polar-
ity it is readily assigned to a LE state, presumably LE1. The in-
tensity of this LE band is extremely low in tBuCz3mTRZ and
tBuCz4mTRZ; however, a strong LE signal is obtained in the
emission spectra of tBuCz2mTRZ, even for high polarity sol-
vents. The second band that changes only a little (about 120
meV) with solvent polarity is centered around 3 eV (400 nm). It
is visible in Et2O, EtOAc, and CH2Cl2 (DCM) for tBuCz3mTRZ
and tBuCz4mTRZ, and only in DCM for tBuCz2mTRZ. The
lack of a pronounced solvatochromism also identifies it as a LE
state. The position and the broad spectral shape are identical to
the emission from a partial overlap excimer from a carbazole
moiety,[12] and an increased tendency to such excimer formation
for more polar solvents is plausible. Thus, the features above
2.9 eV (420 nm) are attributed to an emission localized on the
donor dendron and associated partial overlap excimers. In con-
trast to these LE features, with increasing solvent polarity we ob-
serve a bathochromic shift and a broadening of both the emis-
sion in tBuCz3pTRZ and the dominant low-energy band in the
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meta-connection dendrimers. We take this to confirm the charge-
transfer character of the low energy band already assigned to CT1.

Simultaneous emission from states of different energy can
only be observed when the rate of internal conversion from the
higher energy states to the lower energy states is sufficiently slow
to compete with the rate of radiative decay of the higher energy
states. Internal conversion from LE to CT state requires an elec-
tron transfer to the acceptor moiety, which occurs via an exchange
mechanism (Dexter transfer) and thus depends strongly on the
wavefunction overlap. Because of the more conjugated structure
of tBuCz3pTRZ, this is expected to be fast in this case so that
the only radiative contribution to the steady-state emission spec-
trum comes from the lowest energy CT1 state, while the transfer
rate is slowed down for the poorly conjugated meta-connection
dendrimers. The charge transfer rate decreases further with an
increasing energy gap between the LE states (above 2.9 eV) and
CT states (moving from about 2.8 eV down to about 2.1 eV with
increasing solvent polarity) involved in these transitions. As a re-
sult, the rate of emission from the LE1 state and the associated
excimer becomes comparable to the rate of internal conversion
from LE1 to CT1, and thus, LE1 emission and CT1 emission can
both be observed in the meta-connection compounds.

2.3. Photophysics of Triplet Excited States and TADF

Having clarified the nature of the lowest singlet excited states,
next we address the triplet states and the associated TADF proper-
ties of these dendrimers. For TADF materials, the energy differ-
ence between the lowest singlet (S1) and triplet excited states (T1),
ΔEST, is one of the key parameters used to assess the potential of
the emitter to be used in OLEDs. We first investigated the solid-
state emission in a host matrix to reduce any impact of possible
excimers (or aggregates) as well as the impact of bimolecular an-
nihilation processes on the analysis of the monomolecular den-
drimer properties such as quantum efficiencies and decay rate
constants. Figure 5a shows the spectra for the prompt fluores-
cence, PF (delay time: 10 ns, gating time: 7 ns) and phosphores-
cence, Ph (delay time: 10 ms, gating time: 1 ms) acquired in the
doped films (10 wt% dendrimer in mCP) at 5 K. mCP was identi-
fied as a suitable host material because of its high-triplet energy
and good miscibility with various dopants. The characteristically
broad and unstructured prompt fluorescence (phosphorescence)
in the doped films indicates the dominant CT nature of the S1
(T1) state for each dendrimer as supported by our RT absorption
and emission investigation probing the nature of the singlet
state. The S1 and T1 energies are then taken from the onsets of
PF and Ph, respectively, and are summarized in Table 1. Accord-
ingly, the ΔEST values are in the range of 50–100 meV. Similar
S1, T1, and ΔEST values are also obtained for all the dendrimers
in toluene glass at 5 K (Figure S5, Supporting Information).
Such small differences between the lowest singlet and triplet
excited states will facilitate a rapid RISC in these dendrimers,
especially in the meta-connection dendrimers where the ΔEST is
smallest.

Figure 5b shows the photoluminescence (PL) decays of the 10
wt% doped dendrimer films in mCP. The PL decays are typical
for a TADF emitter, i.e., they are characterized by two different
regimes that correspond to prompt fluorescence and delayed flu-

orescence, and the intensity of DF increases with the increas-
ing temperature. Notably, for tBuCz3mTRZ and tBuCz4mTRZ,
much stronger thermal activation is observed between 5 K and
25 K as compared to the thermal activation at higher temper-
atures, implying extremely efficient RISC as it is an endother-
mic process. To calculate the effective activation energy barrier
(Eact) for the RISC process, the intensity of the DF (at a delay
time of 1 μs) is plotted logarithmically against 1000/T, as shown
in Figure 6a. A linear relationship of this Arrhenius plot above
200 K indicates the absence of phosphorescence within this tem-
perature range. The Eact values (Table 1) thus obtained are ap-
proximately half the corresponding ΔEST values. For compari-
son, the PL decays at 300 K are plotted in Figure 6b. The PF
decay lifetime of tBuCz3pTRZ is shorter than those of the meta-
connection dendrimers owing to the greater hole-electron over-
lap of the lowest 1CT state, while the DF/PF ratio is higher for
the meta-connection dendrimers. The PL decays at 300 K along
with the photoluminescence quantum yield (PLQY) values were
used to calculate the quantum efficiencies and rate constants
associated with different kinetics processes resulting in the ex-
cited state of the 10 wt% doped films in mCP. The parame-
ters were determined according to the procedure described in
the Supporting Information and are summarized in Table 2. Of
particular interest are the total PLQY values (𝜑PL), the quan-
tum efficiency for DF (𝜑DF), and the RISC rates (kRISC). Un-
der N2, the tBuCz3pTRZ film has the highest PLQY of 89%
while tBuCz3mTRZ and tBuCz4mTRZ have similar 𝜑PL of about
80% and tBuCz2mTRZ has the lowest 𝜑PL of 65%. Interestingly,
𝜑DF is significantly lower for tBuCz3pTRZ (0.19) when com-
pared to the meta-connection dendrimers (0.63, 0.45, and 0.50 for
tBuCz3mTRZ, tBuCz2mTRZ, and tBuCz4mTRZ, respectively).
This illustrates that although the 𝜑PL of tBuCz3pTRZ is the high-
est, most of the contribution to the PL comes from PF and not
from DF, i.e., from the photoexcited singlets and not the RISC-
activated singlets. Furthermore, the RISC efficiency (𝜑RISC) and
RISC rate (kRISC) of tBuCz3pTRZ are also significantly lower
when compared to the meta-connection dendrimers (for values,
refer Table 2). These parameters are of crucial importance to the
device performance because they govern to population of triplet
excitons because of electrical excitation. In view of the device ap-
plication, we note the remarkable efficiency of tBuCz3mTRZ for
RISC of 95% in the doped film, which remains high at 89% in
the neat film.

For the photophysical character in neat films under N2, a
significant decrease in 𝜑PL is observed for tBuCz3pTRZ (51% in
neat film compared with 89% in doped film), while in contrast,
the concentration quenching of tBuCz3mTRZ (62% in neat film
compared with 81% in doped film), tBuCz2mTRZ (59% in neat
film compared with 65% in doped film) and tBuCz4mTRZ (67%
in neat film compared with 79% in doped film) is suppressed.
The PL decays of the neat films also reveal the temperature
dependence of the DF as low as 25 K, implying that efficient
RISC behavior is preserved in neat films (Figure S7, Supporting
Information). Rate constants determined from the RT PL decays
(Table 2), though affected by the presence of bimolecular pro-
cesses (not considered in the analysis described in the Supporting
Information), resemble qualitatively to the ones derived for the
10 wt% doped dendrimer films. This implies that the conclusions
derived for the devices based on doped OLEDs, based on the
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Figure 5. a) 5 K prompt fluorescence (delay time: 10 ns, blue solid line) and 5 K phosphorescence (delay time: 10 ms, red dashed-dotted line) of the
and b) temperature dependent PL decay curves for 10 wt% dendrimer films doped in mCP (𝜆exc = 355 nm).

photophysical parameters (𝜑DF, 𝜑RISC, and kRISC), remain valid
for neat film OLEDs as well.

3. Quantum Chemical Calculations

The photophysical study reveals that the substitution pattern
of the donor dendrons has a significant impact on the photo-
physics of the dendrimers. The meta-connection dendrimers
possess the smaller ΔEST, show more efficient TADF with faster
RISC, and thus the corresponding OLEDs exhibit improved
performance. However, to understand the factors governing the
differences in TADF properties and how these correlates with the

donor dendron substitution pattern, we first must understand
both the nature and degree of mixing of the low-lying excited
states.

It has been advanced that the vibrational coupling between
closely lying triplet excited states can assist the RISC process via
a second order perturbation effect.[13] To verify the implication
of higher lying triplet states in the RISC process, we performed
excited state geometry optimizations for the model dendrimers
tBuCz1pTRZ and tBuCz1mTRZ (Figures S14 and S15, Support-
ing Information) that contain only one donor dendron connected
to the triphenyl triazine unit instead of three. We found that
the optimized T2 state lies considerably higher in energy than
the T1 state (ΔET2−T1

= 370 meV for tBuCz1pTRZ and 220 meV
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Table 1. Comparison of photophysical properties for 10 wt% dendrimer
films doped in mCP.

S1
a)

[nm eV] T1
b)

[nm eV] ΔEST
c)

[meV] Eact
d)

[meV]

tBuCz3pTRZ 436 (2.84) 452 (2.74) 100 52 ± 2

tBuCz3mTRZ 425 (2.92) 437 (2.84) 80 44 ± 3

tBuCz2mTRZ 470 (2.64) 482 (2.57) 70 22 ± 3

tBuCz4mTRZ 442 (2.81) 450 (2.76) 50 27 ± 2

a)
Lowest singlet energy determined from the onset of the PF (5 K; delay time 10 ns,

gating time 7 ns);
b)

Lowest triplet energy determined from the onset of the Ph
(5 K; delay time 10 ms, gating time 10 ms);

c)
Energy difference between S1 and T1;

d)
Activation energy determined from the Arrhenius plot of the DF intensity versus

1/T.

for tBuCz1mTRZ). We note that the additional dendrons in
tBuCz3pTRZ and tBuCz3mTRZ can lead to the introduction of
additional degenerate triplet states; however, this will not affect
our conclusion that T2 (or indeed any other higher lying triplet
state) is expected to be only minimally involved in the RISC
process. Thus, the explanation of the observed difference in
the RISC rates warrants consideration within the limit of first
order perturbation theory.

kRISC can be computed in the framework of Fermi’s Golden
rule[14]

kRISC = 2𝜋
ℏ

𝜌FC
|||⟨S1|ĤSO|T1⟩|||2 (1)

where ⟨S1|ĤSO|T1⟩ is the spin orbit coupling (SOC) matrix el-
ement from T1 to S1 and 𝜌FC denotes the Franck–Condon-
weighted density of states term, which can be evaluated according
to the semi-classical Marcus–Hush formulation[15]

𝜌FC = 1√
4𝜋𝜆kBT

exp

[
−
(
ΔEST + 𝜆

)2

4𝜆kBT

]
(2)

𝜆 = 𝜆inter + 𝜆intra is the Marcus reorganization energy (Fig-
ure S16, Supporting Information) associated with the vibrational
coupling to intermolecular and intramolecular low frequency vi-
brational modes. Equation (2) assumes that the quantum nature
of the low frequency modes (with energies, ℏ𝜔, of a few meV)
does not need to be considered explicitly, i.e., kBT ≫ ℏ𝜔, and
can be treated classically.[15,16] Thus, kRISC depends on the adia-
batic ΔEST, the SOC matrix element in the geometry of the re-
laxed T1 state and the coupling to the low frequency modes as-
sociated with the RISC from T1 to S1. We have used Cz3pTRZ
and Cz3mTRZ as model compounds to evaluate these quanti-
ties at the TDA-DFT M06-2X/6-31G(d,p) level. The tert-butyl (tBu)
groups were replaced with hydrogen atoms in order to reduce the
computational cost.

In the S1 state equilibrium geometry of Cz3pTRZ (Figure 7)
the hole and electron natural transition orbitals (NTOs) are lo-
calized on the donor dendron and phenyltriazine, respectively.
Additionally, the donor dendron adopts a highly twisted confor-
mation with respect to the TRZ with a dihedral angle of 79°. This
indicates that the S1 state possesses intramolecular CT charac-
ter, which is also confirmed by a charge transfer number (𝜔CT)
value of 0.87; 𝜔CT (see the Experimental Section for the defini-

tion) takes values between 0 (for a Frenkel exciton) and 1 (for a
pure CT exciton). The S1 state of Cz3mTRZ possesses a similar
CT character (𝜔CT = 0.91) but adopts a less twisted conformation
with a much smaller dihedral angle, 𝜃 = 57° as compared to that
of Cz3pTRZ in its 1CT state. While the electron NTO in the T1
state of Cz3mTRZ is localized on the phenyltriazine (while some
delocalization to the carbazole is found for Cz3pTRZ), the hole
NTO extends from the central carbazole of the donor dendron
to the bridging phenylene and to a smaller extent to the triazine
unit (unlike Cz3pTRZ where there is a larger amount of hole den-
sity on the triazine unit). This leads to a greater CT character in
the T1 state of Cz3mTRZ (𝜔CT = 0.54) as compared to Cz3pTRZ
(𝜔CT = 0.38), even though 𝜃 remains the same (42°–43°). It is
worth emphasizing at this point that while the RISC process in
Cz3pTRZ involves a relatively large dihedral angle change (Δ𝜃)
of about 37°, there is a much more moderate change of 13° in
Cz3mTRZ. The adiabatic ΔEST for Cz3pTRZ (ΔEST = 290 meV;
S1 = 2.96 eV, T1 = 2.67 eV) is thus larger than that for Cz3mTRZ

Figure 6. a) Arrhenius plot showing the variation of ln(IDF) with 1/T used
to calculate Eact for the RISC process and b) 300 K PL decay curve for
tBuCz3pTRZ, tBuCz3mTRZ, tBuCz2mTRZ, and tBuCz4mTRZ doped films
(10 wt% in mCP).
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Table 2. Comparison of photophysical properties in 10 wt% dendrimer films doped in mCP and neat dendrimer films.

𝜏PF
a)

[ns] 𝜏DF
b)

[μs] 𝜑PL
c)

[%] 𝜑DF/𝜑PF
d)

𝜑PF
e)

𝜑DF
f)

𝜑ISC
g)

𝜑RISC
h)

kF
i)

[×107 s−1]
kISC

j)

[×107 s−1]
kRISC

k)

[×105 s−1]
kT

NR
l)

[×105 s−1]

Doped film (10 wt% dendrimer in mCP)

tBuCz3pTRZ 9.8 3.1 89 0.27 0.70 0.19 0.71 0.71 7.19 3.05 0.5 0.2

tBuCz3mTRZ 50.2 5.5 81 3.51 0.18 0.63 0.95 0.95 0.36 1.63 3.7 0.2

tBuCz2mTRZ 40.3 4.0 65 2.31 0.20 0.45 0.80 0.87 0.49 1.99 2.2 0.3

tBuCz4mTRZ 52.2 3.4 79 1.68 0.29 0.50 0.71 0.89 0.57 1.35 3.5 0.4

Neat dendrimer film

tBuCz3pTRZ 13.4 1.4 51 0.56 0.33 0.18 0.67 0.53 2.44 5.04 0.7 1.4

tBuCz3mTRZ 54.2 2.2 62 3.04 0.15 0.47 0.85 0.89 0.28 1.56 6.5 0.7

tBuCz2mTRZ 96.7 1.1 59 0.85 0.32 0.27 0.68 0.67 0.33 0.70 5.4 1.9

tBuCz4mTRZ 62.7 1.7 67 1.2 0.31 0.37 0.70 0.78 0.49 1.11 4.3 0.9

a)
Lifetime of prompt emission (obtained by single exponential fitting of prompt emission decay regime at RT) 𝜆exc = 355 nm;

b)
Average lifetime of delayed emission,

𝜏DF = ∫ t IDF dt

∫ IDF dt
;

c)
Photoluminescence quantum yield, under N2;

d)
DF/PF = ∫

IDF(t)
IPF(t)

dt;
e)

PF quantum efficiency;
f)

DF quantum efficiency;
g)

ISC quantum efficiency;
h)

RISC

quantum efficiency;
i)

Radiative decay rate of singlet excitons;
j)

ISC rate;
k)

RISC rate;
l)

Nonradiative rate of triplet excitons. The procedure of determining all the photophysical
parameters is described in Section S1 of the Supporting Information.

Figure 7. Natural transition orbital (NTO) pairs for the S1 and T1 states of Cz3pTRZ and Cz3mTRZ. The spin–orbit coupling (SOC) matrix elements are
also provided.

(ΔEST = 200 meV; S1 = 3.00 eV, T1 = 2.80 eV), in qualitative agree-
ment with the experimentally determined singlet–triplet gaps;
however, the computed ΔEST values are larger than the experi-
mental values due to the fact that the M06-2X functional overes-
timates the singlet state energies.

Experimentally, it was found that the adiabatic ΔEST for
tBuCz3mTRZ (80 meV) is smaller than that of tBuCz3pTRZ (100
meV). According to the Boltzmann distribution, this ΔEST dif-
ference can lead to a 40% (1.4 times) enhancement of RISC in
tBuCz3mTRZ as compared to tBuCz3pTRZ and thus, the ΔEST
difference alone is not sufficient to explain the observed differ-
ences in kRISC for meta- versus para-linked dendrimers. However,
when the ΔEST values are similar, even a few tenths of cm−1 in-

crease in the SOC matrix element can lead to a considerable en-
hancement of the RISC rate.[14] We thus calculated the SOC ma-
trix element for the RISC process (⟨S1|ĤSO|T1⟩) at the T1 state
geometry, since the initial state for the RISC process is the T1
state. The calculated SOC matrix element was found to be higher
for Cz3mTRZ (0.53 cm−1) as compared to Cz3pTRZ (0.31 cm−1).
Closer consideration of the NTOs at the optimized triplet excited
state geometries reveals that for Cz3mTRZ there is a change in
the orbital character only for the HOMO NTO between S1 and
T1 due to the reduced conjugation present in Cz3mTRZ (while
for Cz3pTRZ there is a change for both the HOMO and LUMO
NTOs), and according to El-Sayed’s rule this will lead to larger
SOC in Cz3mTRZ.
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The coupling to the vibrational modes approximated in terms
of the Marcus reorganization energy is also an important param-
eter, as it controls the Franck–Condon-weighted density of states
(Equation (2)) and hence the kRISC (Equation (1)). The calculated
intramolecular (𝜆intra) reorganization energy for Cz3pTRZ (275
meV) was found to be higher as compared to Cz3mTRZ (155
meV). We recall that the S1 state for both para- and meta-linked
dendrimers is strongly CT in nature and that there is a nearly or-
thogonal (i.e., 𝜃 = 79°) conformation adopted between the donor
dendron and the phenylenes. While geometric relaxation from
this is restricted in Cz3mTRZ because of steric constraints, it is
possible for there to be significantly larger changes in dihedral
angles in Cz3pTRZ. This implies a larger reorganization energy
for the T1 → S1 transition in Cz3pTRZ as compared to Cz3mTRZ.

As a final check, the RISC rates can be calculated within the
framework of Equations (1) and (2) using the computed reorga-
nization energies and SOC values along with the experimentally
determinedΔEST values (see Table S5 in the Supporting Informa-
tion). Ignoring the outer sphere contribution of the surrounding
medium to the reorganization energy, the kRISC values are 5.1 ×
105 s−1 for Cz3pTRZ and 9.4 × 106 s−1 for Cz3mTRZ. By con-
sidering an intermolecular reorganization energy (𝜆inter) value of
300 meV for both Cz3pTRZ and Cz3mTRZ, this reduces kRISC to
0.2 × 105 s−1 for Cz3pTRZ and 3.6 × 106 s−1 for Cz3mTRZ,
values that are in excellent agreement with those experimen-
tally determined for tBuCz3pTRZ and tBuCz3mTRZ. Thus, the
smaller ΔEST, greater SOC and smaller reorganization energy
combine to lead to a faster kRISC in tBuCz3mTRZ compared to
tBuCz3pTRZ.

4. Discussion

Based on the photophysical analysis we can conclude that all den-
drimers in the doped and neat films exhibit high PLQY. However,
the contribution of delayed emission to the total emission and
the RISC rate, both being the characteristic of an efficient RISC
process and of key importance to OLED operation, are much
greater/faster in the case of the meta-connected dendrimers. This
is consistent with the improved EL performance of the meta-
dendrimer OLEDs. The ISC rate constant (kISC) is approximately
similar across the series of dendrimers, with slightly lower values
for meta-connected dendrimers; however, kRISC is several times
faster for the meta-connected dendrimers. Though this is the first
report where meta-connected dendrimers have been reported, the
impact of the substitution pattern of donors with respect to the
acceptor on the TADF properties has been studied extensively for
small molecules.[9] The OLEDs employing the meta-isomers of-
ten exhibit higher EQEs than the devices with the para-isomer.[17]

This improvement has been ascribed to the reduced conjugation
between donor and acceptor units and thus reduced ΔEST. Re-
cently, we also underlined the role of meta-linkage in reducing
the conjugation between the donor and acceptor units.[18]

In the present work as well, the extinction coefficient of the 1CT
state decreases by an order of magnitude when the more conju-
gated para-connection is replaced by the less conjugated meta-
connection (Figure 3b). This is also evident from the anti-Kasha
emission in meta-dendrimers (Figure 3c) arising from the slow
charge transfer from the 1LE to the 1CT state owing to the weaker
conjugation in meta-connected dendrimers as compared to the

Figure 8. Jablonski diagram describing the dual CT/LE emission (blue
solid), internal conversion (red dot), intersystem crossing (yellow solid),
reverse intersystem crossing (purple solid) processes for meta-/para-
dendrimers. The thicker arrow lines indicate a faster rate of corresponding
process while thinner arrow lines indicate a slower rate of the correspond-
ing process.

para-connected dendrimer. However, the reduction in conjuga-
tion and the associated decrease in ΔEST alone cannot explain
the increase in kRISC rate in going from para- to meta-connected
dendrimers. Penfold, Monkman and coworkers advanced that
the nonadiabatic (vibronic) coupling between a 3CT state and
a higher-lying 3LE state can promote RISC to the 1CT state.[13]

However, this mechanism is not operational in the dendrimers
in this study as these LE Tn states are too destabilized to be im-
plicated in any significant fashion to the RISC process.

Nevertheless, it is worth recalling that there are other fac-
tors within the first order perturbation theory (Equations (1) and
(2)) that can be considered in the chemical design other than
ΔEST, these include the SOC matrix element for the RISC pro-
cess (⟨S1|ĤSO|T1⟩) and the reorganization energy (𝜆). Though the
molecular design of donor-acceptor TADF emitters has most of-
ten focused on either the minimization the ΔEST or the enhance-
ment of the SOC for the T1→S1 transition, the role of 𝜆 has been
frequently overlooked. Furthermore, from a chemical design per-
spective, optimizing these parameters (ΔEST, SOC, and 𝜆) should
be easier than optimizing the Tn − T1 gap. Increasing RISC is the
central issue for TADF emitters and, as discussed above, meta-
connection dendrimers possess several design advantages over
para-connection dendrimer with respect to enhancing RISC. We
emphasize that the change in geometry between T1 and S1 is an
important parameter, especially in the case of bulky dendrimer
systems and can be used as a general design principle.

The results inspired us to further improve the design of
TADF dendrimers in related study[10] by combining the advan-
tages of para- and meta-connected dendrimers as illustrated in
Figure 8. Through the introduction of both para- and meta-
connected donor dendrons about the triazine acceptor, the den-
drimer tBuCz2m2pTRZ was then found to not only inherit a
high RISC rate, large oscillator strength, but also shows a desired
suppressed concentration quenching as evident by the improved
OLED performance.[10]

5. Conclusions

In summary, highly efficient TADF dendrimers were developed
with a strategy of weak conjugation between the multiple donor
dendrons and the TRZ acceptor. This design affords an extremely
efficient utilization of triplet excitons because of a vanishing
singlet–triplet splitting energy, which is critical to determine the
efficiency of TADF materials. From our thorough investigation
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of the dendrimer photophysical properties in toluene solution,
we were able to reveal the origin and nature of the lowest excited
states. Investigations in the solid state revealed that better TADF
properties are obtained for the meta-linked dendrimers when
compared to the para-linked dendrimers, thus demonstrating the
validity of this design strategy for a highly efficient TADF den-
drimer by combining the feature of multiple donors, weak con-
jugated connection, and dendritic structure. Although both meta-
and para-linked dendrimers possess small ΔEST values, normally
implying similar kRISC given the similar molecular structures,
what the present study reveals is that the reorganization energy
can play an important role in enhancing kRISC, and that this can
be modulated as a function of the donor dendron substitution
pattern about the central triazine acceptor.

6. Experimental Section
Synthesis: The procedures for the synthesis of the TADF dendrimer

and the corresponding characterization are reported in the Supporting In-
formation.

Theoretical Calculations: The ground state geometries of the para and
meta-connected compounds were optimized in the gas phase using den-
sity functional theory at the M06-2X/6-31G(d,p) level of theory.[19] Sub-
sequently, the first singlet and triplet excited state geometries were op-
timized through linear response time-dependent density functional the-
ory at the M06-2X/6-31G(d,p) level within the Tamm–Dancoff approx-
imation (TDA).[20] It was found previously that the M06-2X exchange-
correlation functional provides a good description of the excited states
in carbazole-triazine bipolar host compounds.[18] Calculations were per-
formed using the Gaussian 09 software.[21] Electron–hole natural transi-
tion orbitals were computed using the Multiwfn software.[22] The nature
of the charge-transfer character of the transitions was further quantified in
terms of charge transfer numbers 𝜔CT computed by a transition density
matrix analysis[23] based on a defragmentation of the molecules in donor
and acceptor units. Internal, structural reorganization energies 𝜆 of the
compounds for the reverse intersystem crossing T1→ S1 were computed
by evaluating the total energy difference between the singlet state at the
optimized T1 geometry and the singlet state at the optimized S1 geometry,
i.e., 𝜆 = ES1(T1) − ES1(S1).

The spin–orbit coupling elements for reverse intersystem crossing be-
tween the lowest triplet (T1) and singlet (S1) electronic states were com-
puted at the relaxed T1 geometries within the TDA by employing the one-
electron Breit Pauli Hamiltonian. Spin–orbit coupling calculations were
performed using the Q-Chem 5.2 software.[24]

Photophysical Characterization: For steady-state emission studies, de-
gassed solutions were prepared via three freeze–pump–thaw cycles and
spectra were taken using home-made Schlenk quartz cuvette. Steady-state
spectra were recorded at room temperature using an Edinburgh Instru-
ments F980 fluorimeter. Samples were excited at 340 nm for steady-state
measurements.

For time-resolved PL measurements, the solution was prepared by dis-
solving the dendrimers into toluene at a concentration of 3 × 10−5 m, then
heated and sonicated the solution before measurement. Thin film was pre-
pared by spin-coating a solution of 10 wt% dendrimer in mCP at 2000 rpm
on a quartz substrate. The solution for spin-coating was prepared by dis-
solving the dendrimer and mCP in chloroform, and then filtered using a
syringe filter. The time-resolved PL measurements of the thin films and
solutions were carried out using an iCCD camera by exponentially increas-
ing delay and gating times where gating time is kept lower by 10 times
compared to the delay time. The samples and cuvettes were kept in a con-
tinuous flow He-cryostat with temperature controller. They were excited at
355 nm by a lamp-pumped Nd:YAG laser (Innolas SpitLight 600). Emis-
sion from the samples was focused onto a spectrograph (Oriel MS257)
and detected on a gated iCCD camera (iStar A-DH334T-18F-03). The mea-

surements were recorded under He exchange gas unless otherwise stated.
Solution PLQY measurements were obtained using a Jasco FP-8600 spec-
trofluorometer for excitation at 325 nm.

OLED Fabrication: The OLED devices were fabricated in bottom-
emitting architecture. A prepatterned indium tin oxide (ITO) glass sub-
strate was used as the anode. PEDOT: PSS8000 was spin-coated on the
clean ITO substrate as the hole-injection layer and then thermally an-
nealed at 140 °C for 1 h before transferred to a glovebox. The emitting
layer (EML) was formed by spin-coating the dendrimer from chloroben-
zene solution with a concentration of 10 mg mL−1. TmPyPB, LiF and Al
were then vacuum-deposited on EML subsequently in a vacuum chamber.
Detailed operation and characterization are reported in the Supporting In-
formation.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.

Acknowledgements
D.S. and R.S. contributed equally to this work. This work has received fund-
ing from the European Union’s Horizon 2020 research and innovation pro-
gramme under the Marie Skłodowska-Curie grant agreement No. 838009
(TSFP) and No 812872 (TADFlife). D.S. acknowledges support from
the Marie Skłodowska-Curie Individual Fellowship, the National Postdoc-
toral Program for Innovative Talents (BX201700164), the Jiangsu Planned
Projects for Postdoctoral Research Funds (2018K011A). E.Z.-C. is a Royal
Society Leverhulme Trust Senior Research fellow (SRF∖R1∖201089). The
St Andrews team would also like to thank the Leverhulme Trust (RPG-
2016047) and EPSRC (EP/P010482/1) for financial support. The authors
thank Umicore AG for the gift of materials. This work was also supported
by Comunidad de Madrid (Spain) – multiannual agreement with UC3M
(“Excelencia para el Profesorado Universitario” – EPUC3M14) – Fifth re-
gional research plan 2016-2020 and by the Spanish Ministry of Science,
Innovation and Universities (MICINN) through project RTI2018-101020-
B-100. X.Z. would like to thank the support from the National Key Re-
search & Development Program of China (Grant No. 2020YFA0714601,
2020YFA0714604), the National Natural Science Foundation of China
(Grant No. 52130304, 51821002), Suzhou Key Laboratory of Functional
Nano & Soft Materials, Collaborative Innovation Center of Suzhou Nano
Science & Technology, the Priority Academic Program Development of
Jiangsu Higher Education Institutions (PAPD), the 111 Project, Joint Inter-
national Research Laboratory of Carbon-Based Functional Materials and
Devices.

Conflict of Interest
Dr. Dianming Sun and Prof. Eli Zysman-Colman are the co-inventors of a
patent, PCT/GB2021/052844, based on the materials in this manuscript.

Data Availability Statement
The research data supporting this publication can be accessed at
https://doi.org/10.17630/1c0258ff-02d5-4332-a0a3-6acdc0892eb2.

Keywords
carbazole, external quantum efficiency, OLEDs, solution-processing, TADF
dendrimers, triazine

Received: March 14, 2022
Published online:

Adv. Sci. 2022, 2201470 © 2022 The Authors. Advanced Science published by Wiley-VCH GmbH2201470 (12 of 13)

189



www.advancedsciencenews.com www.advancedscience.com

[1] a) Y. Tao, K. Yuan, T. Chen, P. Xu, H. Li, R. Chen, C. Zheng, L. Zhang,
W. Huang, Adv. Mater. 2014, 26, 7931; b) Y. Im, M. Kim, Y. J. Cho, J.-A.
Seo, K. S. Yook, J. Y. Lee, Chem. Mater. 2017, 29, 1946; c) M. Y. Wong,
E. Zysman-Colman, Adv. Mater. 2017, 29, 1605444; d) Y. Xie, Z. Li, J.
Polym. Sci. A: Polym. Chem. 2017, 55, 575; e) Z. Yang, Z. Mao, Z. Xie,
Y. Zhang, S. Liu, J. Zhao, J. Xu, Z. Chi, M. P. Aldred, Chem. Soc. Rev.
2017, 46, 915; f) X. Cai, S. J. Su, Adv. Funct. Mater. 2018, 28, 1802558;
g) X.-K. Chen, D. Kim, J.-L. Brédas, Acc. Chem. Res. 2018, 51, 2215;
h) Y. Liu, C. Li, Z. Ren, S. Yan, M. R. Bryce, Nat. Rev. Mater. 2018, 3,
18020; i) Y. Zou, S. Gong, G. Xie, C. Yang, Adv. Opt. Mater. 2018, 6,
1800568; j) S. K. Jeon, H. L. Lee, K. S. Yook, J. Y. Lee, Adv. Mater. 2019,
31, 1803524; k) S. Y. Byeon, D. R. Lee, K. S. Yook, J. Y. Lee, Adv. Mater.
2019, 31, 1803714.

[2] A. Endo, M. Ogasawara, A. Takahashi, D. Yokoyama, Y. Kato, C.
Adachi, Adv. Mater. 2009, 21, 4802.

[3] a) Y. Yuan, G. Giri, A. L. Ayzner, A. P. Zoombelt, S. C. Mannsfeld, J.
Chen, D. Nordlund, M. F. Toney, J. Huang, Z. Bao, Nat. Commun.
2014, 5, 3005; b) D. B. Mitzi, L. L. Kosbar, C. E. Murray, M. Copel, A.
Afzali, Nature 2004, 428, 299.

[4] J. Heinzl, C. Hertz, Advances in Electronics and Electron Physics, Vol.
65, Elsevier, Amsterdam 1985, p. 91.

[5] a) C. R. McNeill, N. C. Greenham, Adv. Mater. 2009, 21, 3840; b) J. L.
Brédas, R. R. Chance, Conjugated Polymeric Materials: Opportunities
in Electronics, Optoelectronics, and Molecular Electronics, Springer Sci-
ence & Business Media, Berlin, Germany 2012; c) S.-C. Lo, P. L. Burn,
Chem. Rev. 2007, 107, 1097; d) P. L. Burn, S. C. Lo, I. D. Samuel, Adv.
Mater. 2007, 19, 1675.

[6] a) K. Albrecht, K. Matsuoka, K. Fujita, K. Yamamoto, Angew. Chem.,
Int. Ed. 2015, 54, 5677; b) X. Ban, W. Jiang, T. Lu, X. Jing, Q. Tang,
S. Huang, K. Sun, B. Huang, B. Lin, Y. Sun, J. Mater. Chem. C 2016,
4, 8810; c) Y. Li, G. Xie, S. Gong, K. Wu, C. Yang, Chem. Sci. 2016, 7,
5441; d) J. Luo, S. Gong, Y. Gu, T. Chen, Y. Li, C. Zhong, G. Xie, C.
Yang, J. Mater. Chem. C 2016, 4, 2442; e) K. Albrecht, K. Matsuoka,
D. Yokoyama, Y. Sakai, A. Nakayama, K. Fujita, K. Yamamoto, Chem.
Commun. 2017, 53, 2439; f) X. Ban, W. Jiang, K. Sun, B. Lin, Y. Sun,
ACS Appl. Mater. Interfaces 2017, 9, 7339; g) J. Li, X. Liao, H. Xu, L. Li,
J. Zhang, H. Wang, B. Xu, Dyes Pigm. 2017, 140, 79; h) Y. Li, T. Chen,
M. Huang, Y. Gu, S. Gong, G. Xie, C. Yang, J. Mater. Chem. C 2017,
5, 3480; i) K. Matsuoka, K. Albrecht, K. Yamamoto, K. Fujita, Sci. Rep.
2017, 7, 1; j) K. Sun, D. Chu, Y. Cui, W. Tian, Y. Sun, W. Jiang, Org.
Electron. 2017, 48, 389; k) K. Sun, Y. Sun, T. Huang, J. Luo, W. Jiang, Y.
Sun, Org. Electron. 2017, 42, 123; l) K. Albrecht, K. Matsuoka, K. Fujita,
K. Yamamoto, Mater. Chem. Front. 2018, 2, 1097; m) M. Godumala, S.
Choi, H. J. Kim, C. Lee, S. Park, J. S. Moon, K. S.i Woo, J. H. Kwon, M.
J. Cho, D. H. Choi, J. Mater. Chem. C 2018, 6, 1160; n) K. Matsuoka,
K. Albrecht, A. Nakayama, K. Yamamoto, K. Fujita, ACS Appl. Mater.
Interfaces 2018, 10, 33343; o) D. Liu, W. Tian, Y. Feng, X. Zhang, X.
Ban, W. Jiang, Y. Sun, ACS Appl. Mater. Interfaces 2019, 11, 16737; p)
X. Wang, S. Wang, J. Lv, S. Shao, L. Wang, X. Jing, F. Wang, Chem. Sci.
2019, 10, 2915.

[7] a) R. Saxena, T. Meier, S. Athanasopoulos, H. Bässler, A. Köhler, Phys.
Rev. Appl. 2020, 14, 034050; b) M. Jakoby, S. Heidrich, L. Graf von
Reventlow, C. Degitz, S. M. Suresh, E. Zysman-Colman, W. Wenzel,
B. S. Richards, I. A. Howard, Chem. Sci. 2021, 12, 1121.

[8] X. Cai, D. Chen, K. Gao, L. Gan, Q. Yin, Z. Qiao, Z. Chen, X. Jiang, S.
J. Su, Adv. Funct. Mater. 2017, 28, 1704927.

[9] F.-M. Xie, J.-X. Zhou, Y.-Q. Li, J.-X. Tang, J. Mater. Chem. C 2020, 8,
9476.

[10] D. Sun, E. Duda, X. Fan, R. Saxena, M. Zhang, S. Bagnich, X. Zhang,
A. Köhler, E. Zysman-Colman, Adv. Mater. 2022, http://doi.org/10.
1002/adma.202110344.

[11] S. A. Bagnich, A. Rudnick, P. Schroegel, P. Strohriegl, A. Köhler, Philos.
Trans. R. Soc. A 2015, 373, 20140446.

[12] K. Tani, Y. Tohda, H. Takemura, H. Ohkita, S. Ito, M. Yamamoto,
Chem. Commun. 2001, 1914.

[13] a) J. Gibson, T. J. Penfold, Phys. Chem. Chem. Phys. 2017, 19, 8428; b)
F. B. Dias, J. Santos, D. R. Graves, P. Data, R. S. Nobuyasu, M. A. Fox,
A. S. Batsanov, T. Palmeira, M. N. Berberan-Santos, M. R. Bryce, A. P.
Monkman, Adv. Sci. 2016, 3, 1600080; c) J. Gibson, A. P. Monkman, T.
J. Penfold, ChemPhysChem 2016, 17, 2956; d) X.-K. Chen, S.-F. Zhang,
J.-X. Fan, A.-M. Ren, J. Phys. Chem. C 2015, 119, 9728; e) M. K. Ether-
ington, J. Gibson, H. F. Higginbotham, T. J. Penfold, A. P. Monkman,
Nat. Commun. 2016, 7, 13680.

[14] P. K. Samanta, D. Kim, V. Coropceanu, J.-L. Brédas, J. Am. Chem. Soc.
2017, 139, 4042.

[15] a) L. Wang, Q. Ou, Q. Peng, Z. Shuai, J. Phys. Chem. A 2021, 125, 1468;
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Synthesis and Characterization 

The starting material, G2tBuCzH and 2,4,6-tris(3-bromophenyl)-1,3,5-triazine, were 

synthesized according to literature procedures.[1] All solvents and reagents were obtained from 

commercial sources and used as received. Air-sensitive reactions were performed under a 

nitrogen atmosphere using Schlenk techniques, no special precautions were taken to exclude 

air or moisture during work-up. Anhydrous THF was obtained from a Pure SolvTM solvent 

purification system (Innovative Technologies). Flash column chromatography was carried out 

using silica gel (Silia-P from Silicycle, 60 Å, 40-63 µm). Analytical thin-layer-chromatography 

(TLC) was performed with silica plates with aluminium backings (250 µm with F-254 

indicator). TLC visualization was accomplished by 254/365 nm UV lamp. 1H, 13C, 19F and 2D 

NMR spectra were recorded on a Bruker Advance spectrometer. 19F NMR spectrum was 

recorded with proton decoupling. 1H and 13C NMR spectra were referenced residual solvent 

peaks with respect to TMS (δ = 0 ppm). The following abbreviations have been used for 

multiplicity assignments: “s” for singlet, “d” for doublet, “t” for triplet, “m” for multiplet, and 

“brs” for broad singlet. Melting points were measured using open-ended capillaries on an 

Electrothermal melting point apparatus IA9200 and are uncorrected. Matrix Assisted Laser 

Desorption/Ionization-Time of Flight-Mass Spectrometry (MALDI-TOF-MS) was performed 

by EPSRC National Mass Spectrometry Service Centre (NMSSC), Swansea. Elemental 

analyses were performed by Mr. Stephen Boyer, London Metropolitan University. 

tBuCz3pTRZ was synthesized according to the procedure in the literature.[1a] 

 

Detailed synthetic routes and procedures of the target compounds are outlined as below. 
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Scheme S1. Synthetic route for tBuCz3mTRZ and tBuCz4mTRZ. 

 

Synthesis of 2,4-bis(3,5-difluorophenyl)-6-phenyl-1,3,5-triazine (4mFTRZ). 

A mixture of (3,5-difluorophenyl)boronic acid (632 mg, 4 mmol，2 equiv.), 2,4-dichloro-6-

phenyl-1,3,5-triazine (452 mg, 2 mmol, 1 equiv.) and tetrakis(triphenylphosphine)palladium(0) 

(115 mg, 0.1 mmol, 0.25 equiv.) in degassed THF (20 mL), and 2M K2CO3 (5 mL) aqueous 

solution was refluxed for 12 h. After cooling to room temperature, the resulting precipitate was 

filtered and washed with both THF and DCM (each 3×20 mL). Then the collected precipitate 

was dried in a desiccator to afford a white solid (590 mg). Yield: 77%. Rf: 0.45 (Hexane: 

DCM=2:1 on silica plate). Mp: decomposes before melting. 1H NMR (400 MHz, d6-DMSO) 

δ (ppm): 8.84 (d, J=7 Hz, 2H), 8.49 (d, J=8 Hz, 4H), 7.76 (t, J=7 Hz, 1H), 7.68 (t, J=8 Hz, 4H). 

19F NMR (376 MHz, d6-DMSO) δ (ppm): -108.46. Anal. Calcd. For C21H11F4N3 (%): C 

66.14, H 2.91, N 11.02; Found: C 66.32, H 2.88, N 10.76.  

 

195



 S5 

Synthesis of 2,4,6-tris(3-(3,3'',6,6''-tetra-tert-butyl-9'H-[9,3':6',9''-tercarbazol]-9'-yl)phenyl)-

1,3,5-triazine (tBuCz3mTRZ). 

A mixture of 3,3'',6,6''-tetrakis(tert-butyl-9'H-9,3':6',9''-tercarbazole) (G2tBuCzH) (1.19 g, 

1.65 mmol, 3.3 equiv.), 2,4,6-tris(3-bromophenyl)-1,3,5-triazine (273 mg, 0.5 mmol, 1 equiv.), 

tetrakis(triphenylphosphine)palladium(0) (67 mg, 0.075 mmol, 0.15 equiv.), Xphos (72 mg, 

0.15 mmol, 0.3 equiv.) and sodium tert-butoxide (432 mg, 4.5 mmol, 9 equiv.) in degassed 

anhydrous toluene (40 mL) was refluxed for 24 h. After cooling to room temperature, the 

mixture was filtered and washed with both brine and DCM (each 3×20 mL). The combined 

organic layers were dried with anhydrous sodium sulphate and concentrated under reduced 

pressure. The crude mixture was purified by silica gel flash column chromatography using 

hexane: DCM = 20: 1 as eluent to afford the desired compound as a green solid (950 mg). 

Yield: 77%. Rf: 0.4 (hexane: DCM = 2:1 on silica plate). Mp: no melting point was observed 

within the temperature range of 20 oC to 350 oC. 1H NMR (400 MHz, Chloroform-d): δ 9.22 

(t, J = 1.9 Hz, 3H), 9.00 (dt, J = 7.8, 1.4 Hz, 3H), 8.36 – 8.27 (m, 6H), 8.22 – 8.14 (m, 12H), 

8.04 (ddd, J = 7.9, 2.2, 1.3 Hz, 3H), 7.97 (t, J = 7.8 Hz, 3H), 7.78 – 7.71 (m, 6H), 7.68 (dd, J = 

8.7, 2.0 Hz, 6H), 7.47 (dd, J = 8.7, 1.9 Hz, 12H), 7.38 (dd, J = 8.5, 0.7 Hz, 12H), 1.48 (s, 108H). 

13C NMR (101 MHz, CDCl3): δ 171.62, 142.63, 140.10, 138.07, 131.76, 131.21, 130.94, 

128.90, 127.91, 126.17, 124.14, 123.61, 123.17, 119.43, 116.28, 111.09, 109.07, 79.27, 76.91, 

76.72, 34.75, 32.06. MALDI-TOF-MS (m/z): [M]+ Calculated: 2468.40, Found: 2468.36. 

Anal. Calcd. For C177H174N12 (%): C, 86.09; H, 7.10; N, 6.81; Found: C, 86.01; H, 7.03; N, 

6.81. 

 

Synthesis of 9',9'''',9''''''',9''''''''''-((6-phenyl-1,3,5-triazine-2,4-diyl)bis(benzene-5,1,3-

triyl))tetrakis(3,3'',6,6''-tetra-tert-butyl-9'H-9,3':6',9''-tercarbazole) (tBuCz4mTRZ). 
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Under nitrogen, a mixture of 3,3'',6,6''-tetrakis(tert-butyl-9'H-9,3':6',9''-tercarbazole) 

(G2tBuCzH) (794 mg, 1.1 mmol, 4.4 equiv.), 2,4-bis(3,5-difluorophenyl)-6-phenyl-1,3,5-

triazine (95 mg, 0.25 mmol, 1 equiv.) and cesium carbonate (652 mg, 2 mmol, 8 equiv.) in dry 

DMF (20 ml) was reflux for 24 h. After cooling to room temperature, the reaction was extracted 

with chloroform and washed with water (3 × 30 mL). The organic phase was dried over Na2SO4 

and concentrated under reduced pressure. The crude product was purified by column 

chromatography on silica gel using 1:10 dichloromethane/hexane as eluent and then further 

purification was performed with preparative GPC column using THF as eluent to afford a 

yellow solid (360 mg). Yield: 45%. Rf: 0.35 (Hexane: DCM=2:1 on silica plate). Mp: no 

melting point was observed within the temperature range of 20 oC to 350 oC. 1H NMR (400 

MHz, Chloroform-d): δ 9.35 (d, J = 2.0 Hz, 4H), 8.93 – 8.87 (m, 2H), 8.44 (t, J = 2.0 Hz, 2H), 

8.35 – 8.28 (m, 8H), 8.16 (dd, J = 1.9, 0.7 Hz, 16H), 7.96 – 7.87 (m, 8H), 7.72 (dd, J = 8.7, 2.0 

Hz, 9H), 7.69 – 7.61 (m, 2H), 7.41 (dd, J = 8.7, 1.9 Hz, 16H), 7.34 (dd, J = 8.6, 0.6 Hz, 16H), 

1.44 (s, 144H). 13C NMR (101 MHz, CDCl3): δ 142.71, 140.09, 139.97, 131.77, 126.37, 

124.51, 123.62, 123.21, 119.58, 116.29, 111.00, 108.99, 77.35, 77.04, 76.72, 34.72, 32.02. 

MALDI-TOF-MS (m/z): [M]+ Calculated: 3189.44, Found: 3189.43. Anal. Calcd. For 

C229H227N15 (%): C, 86.24; H, 7.17; N, 6.59; Found: C, 86.11; H, 7.04; N, 6.57. 
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Electrochemistry measurements 

Cyclic Voltammetry (CV) analysis was performed on an Electrochemical Analyzer potentiostat 

model 620E from CH Instruments at a sweep rate of 100 mV/s. Differential pulse voltammetry 

(DPV) was conducted with an increment potential of 0.004 V and a pulse amplitude, width, 

and period of 50 mV, 0.05, and 0.5 s, respectively. Samples were prepared as 

dimethylformamide (DMF) solutions, which were degassed by sparging with DMF-saturated 

argon gas for 5 minutes prior to measurements. All measurements were performed using 0.1 

M DMF solution of tetra-n-butylammonium hexafluorophosphate, [nBu4N]PF6]. An Ag/Ag+ 

electrode was used as the reference electrode while a glassy carbon electrode and a platinum 

wire were used as the working electrode and counter electrode, respectively. The redox 

potentials are reported relative to a saturated calomel electrode (SCE) with a 

ferrocenium/ferrocene (Fc/Fc+) redox couple as the internal standard (0.45 V vs SCE).[2]  

 

 

Figure S1. Cyclic voltammogram (CV) and differential pulse voltammetry (DPV) of 

tBuCz3pTRZ, tBuCz3mTRZ and tBuCz4mTRZ in degassed DMF with 0.1 M [nBu4N]PF6 

as the supporting electrolyte and Fc/Fc+ as the internal reference (0.45 V vs SCE).[2] 
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Table S1. Summary of literature-reported solution-processed non-doped OLED performance 

with TADF dendrimers as emitters. 

Emitting 

layer 

Peak 

[nm] 

FWHM 

[nm] 

Von a) 

[V] 

CE 

[cd A-1] 

PE 

[lm W-

1] 

EQEmax 

[%] 

EQE100 

[%] 

CIE 

(x,y) 

Max. Luminance 

[cd m-2] 
Ref 

G2TAZ  500/- -/- 3.3/3.7 -/15.6 6/11.5 2.4/6.3 -/6.2 (0.251,0.493)/- ~1000/1243 [3]/[1a] 

G3TAZ 515 - 3.5 - 8.5 3.4 - (0.266,0.485) ~1000 [3] 

G4TAZ 510 - 3.5 - 3.1 1.5 - (0.232,0.368) ~200 [3] 

tBuG2TAZ 500 - 3.5 25.4 16.1 9.5 9.4 - 2423 [1a] 

PhG2TAZ 500 - 3.2 23.1 17.3 8.2 8.0 - 2316 [1a] 

MeG2TAZ 500 - 3.0 26.5 21.5 9.4 9.4 - 2235 [1a] 

G2B 500 - 3.4 14.0 11.5 5.7 - (0.26, 0.48) ~1000 [4] 

G3B 516 - 3.7 7.7 5.7 2.9 - (0.31, 0.50) ~500 [4] 

CzDMAC-

DPS 
502 - 3.6 30.6 24.0 12.2 6.9 (0.22, 0.44) ~2000 [5] 

DCzDMAC-

DPS 
480 - 5.2 3.8 2.0 2.2 1.5 (0.18, 0.27) ~500 [5] 

CDE1 552 114 4.4 38.9 17.3 13.8 - (0.40, 0.54) ~10 000 [6] 

CDE2 522 118 7.7 - - 5.2 - (0.32, 0.51) 2512 [6] 

TZ-Cz 520 - 4.0 20.0 - 6.5 - (0.24, 0.51) 18 200 [7] 

TZ-3Cz 520 - 3.6 30.5 - 10.1 - (0.24, 0.51) 22 950 [7] 

POCz-DPS 480 - 5.4 12.6 - 7.3 - (0.18, 0.30) 2700 [8] 

G-TCTA 550 - 4.4 1.40 0.93 0.50 0.26 (0.46, 0.52) 1200 [9] 

G-mCP 550 - 2.7 44.5 46.6 16.5 14.6 (0.42, 0.55) 18 800 [9] 

2CzSO 516 96 4.7 - - 10.7 - (0.24, 0.49) 4706 [10] 

3CzSO 510 90 4.3 - - 6.3 - (0.29, 0.52) 3531 [10] 

TB2CZ-

ACTRZ 
520 - 4 30.8 24.2 9.5 - (0.32, 0.57) 2336 [11] 

TB14CZ-

ACTRZ 
496 - 4.5 20.7 14.5 8.1 - (0.22, 0.43) 2770 [11] 

G2 ~430 - 4.8 4.1 1.6 - - (0.15, 0.12) <1000 [12] 

G3 ~440 - 5.2 1.07 0.49 - - (0.19, 0.15) <1000 [12] 

MPPA-Cz 728 - 6.4 - - 0.064 - (0.70, 0.29) 24 [13] 

MPPA-3Cz 715 - 6.2 - - 0.254 - (0.69, 0.30) 135 [13] 
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Table S2. Electrochemical data and theoretical properties of tBuCz3pTRZ, tBuCz3mTRZ 

and tBuCz4mTRZ 

 Electrochemical potential a Theoretical e 
 Eox

b 

/ V 
Ered

c 

/ V 
ΔEH-L 

d 

/ V 
HOMO 

/ eV 
LUMO 

/ eV 
f f S1 

/ eV 
T1 

/ eV 
DEST 

/ eV 
tBuCz3pTRZ 1.06 -1.51 2.57 -5.32 -2.34 0.2533 2.60 2.53 0.07 
tBuCz3mTRZ 1.05 -1.49 2.54 -5.29 -2.37 0.0125 2.51 2.46 0.05 
tBuCz4mTRZ 1.06 -1.40 2.46 -5.29 -2.52 0.0055 2.38 2.35 0.03 
a Potential values were obtained from the DPV peak values and referenced with respect to SCE 
(Fc/Fc+ = 0.45 eV), the measurement was performed in DMF; b Oxidation potential calculated from 
the DPV peak value; c Reduction potential calculated from the DPV peak value; d ΔE H-L = Eox-Ered; e 
Calculated in the gas phase at PBE0/6-31G(d, p) level; f Calculated oscillator strength of S1. 

 

The electrochemical properties of tBuCz3pTRZ, tBuCz3mTRZ and tBuCz4mTRZ were 

investigated by cyclic voltammetry (CV) and differential pulse voltammetry (DPV) in 

dimethylformamide (DMF). As shown in Figure S1, all dendrimers show two similar 

irreversible oxidation waves (1.06, 1.21 V for tBuCz3pTRZ; 1.05, 1.18 V for tBuCz3mTRZ; 

1.06, 1.21 V for tBuCz4mTRZ according to DPV peak values), which can be ascribed to the 

hole delocalization over the inner and peripheral carbazoles of the tercarbzole donor dendron 

unit. The calculated HOMO levels for tBuCz3pTRZ, tBuCz3mTRZ, and tBuCz4mTRZ are 

-5.41 eV, -5.40 eV and -5.41 eV, respectively, which are very close to the simulated HOMO 

levels (Table S2). The reduction was found to be irreversible as well for all the dendrimers and 

the LUMOs for tBuCz3pTRZ, tBuCz3mTRZ, and tBuCz4mTRZ were calculated to be -

2.84 eV, -2.86 eV, and -2.95 eV respectively, according to the peak value of the DPV.  

 

200



 S10 

OLED fabrication and characterization 

The OLED devices were fabricated using a bottom-emitting architecture. A pre-patterned 

indium tin oxide (ITO) glass substrate with a sheet resistance of 15 Ω square-1 was pre-cleaned 

carefully with detergent and deionized water and then exposed to UV-ozone for 15 min. 

PEDOT:PSS was spin-coated onto the clean ITO substrate as the hole-injection layer, followed 

by thermal treatment under 120 oC for 30 min. Then a 10 mg/mL chlorobenzene solution of 

our dendrimers was spin-coated to form a 35-45 nm thick emissive layer (EML) and annealed 

at 120 °C for 10 min to remove residual solvent before transfer to the vacuum chamber. A 40 

nm-thick electron-transporting layer (ETL) of Tm3PyPB was then vacuum deposited at a rate 

of 1 Å/s, which was controlled in situ using quartz crystal monitors. The electron injection 

layer LiF was deposited at a rate of 0.1 Å/s while the Al cathode was deposited at a rate of 10 

Å/s through the shadow mask defining the top electrode. The spatial overlap of the anode and 

cathode electrodes determined the active area of the OLED, which was estimated to be 4 mm2. 

Electroluminescence (EL), CIE color coordinates, and spectra were obtained via a Spectrascan 

PR655 photometer, and the luminance-current-voltage characteristics were determined with a 

computer-controlled Keithley 2400 Source meter. EQE was calculated from the current density, 

luminance, and EL spectrum, assuming Lambertian emission distribution. 

 

Figure S2. Current and power efficiency versus current density curves for tBuCz3pTRZ and 

tBuCz3pTRZ. 
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Figure S3. a) Current density-voltage-luminance (J-V-L) curves, b) EQE vs brightness curve 

and c) electroluminescence (EL) spectra for tBuCz3pTRZ, tBuCz3mTRZ, tBuCz2mTRZ 

and tBuCz4mTRZ. 
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Table S3. Summary of device performance 

Emitting layer a) 
lEL b) 

/ nm 

FWHM 

c) 

/ nm 

Von d)  

/ V 

CE e) 

/ cd 

A-1 

PE f) 

/ lm W-1 

EQEmax 

g) 

/ % 

EQE100 

h) 

/ % 

EQE500 

/ % 

CIE i) 

/ (x,y) 

Lmax j) 

/ cd m-2 

tBuCz3pTRZ 516 100 3.3 30.0 24.5 10.0 10.0 6.9 0.27, 0.52 2039 

tBuCz2mTRZ 516 95 3.3 59.9 52.2 19.9 12.0 6.4 0.27, 0.53 777 

tBuCz3mTRZ 536 100 3.3 78.7 61.0 23.7 22.2 17.5 0.35, 0.57 2994 

tBuCz4mTRZ 536 93 3.0 81.5 71.1 23.8 23.8 17.0 0.36, 0.58 2691 

a) The device structure is: ITO/PEDOT:PSS (35 nm)/ dendrimer (40 nm)/TmPyPB (40 nm)/LiF (1 nm)/ Al (100 nm); b) Emission 
maximum; c) Full width at half maximum, FWHM; d) turn-on voltage at the luminance of 1 cd m −2; e) Maximum current efficiency; f) 
Maximum power efficiency; g) Maximum external quantum efficiency; h) At the luminance of 100 cd m −2; i) Commission Internationale 
de l'Éclairage; j) Maximum luminance. 
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Photophysical characterization 

 

  

Figure S4. RT molar absorption and emission (𝜆!"#  = 300 nm) for the dendrimers under 

investigation in toluene solution (concentration = 0.05 mg/mL). 
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Table S4. Summary of PL maxima in solvatochromic study of tBuCz3pTRZ, 
tBuCz2mTRZ, tBuCz3mTRZ and tBuCz4mTRZ 
Solvent λPL a 

/ nm 

tBuCz3pTRZ tBuCz2mTRZ tBuCz3mTRZ tBuCz4mTRZ 
Hexane (Hex) 442 439 483 496 
Toluene (Tol) 486 492 517 532 
Diethyl ether (Et2O) 517 509 543 541 
Ethyl acetate (EA) 558 546 584 569 
CH2Cl2 590 574 619 606 
a Peak value of PL spectra obtained under aerated conditions at 300 K, concentration of 3×10-5 M, λexc = 300 
nm. 
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Figure S5. Prompt fluorescence (delay time: 10 ns, gating time: 7 ns) and phosphorescence 

(delay time: 10 ms, gating time: 1 ms) acquired in toluene glass at 5 K (𝜆!"# = 355 nm). The 

singlet (triplet) energies at 5 K are determined to be 2.57 eV (2.47 eV), 2.62 eV (2.54 eV), 2.94 

eV (2.88 eV) and 2.81 eV (2.76 eV) and, the 𝛥𝐸$% values are estimated to be 100 meV, 80 

meV, 60 meV and 50 meV for tBuCz3pTRZ, tBuCz3mTRZ, tBuCz2mTRZ and 

tBuCz4mTRZ, respectively.  
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Figure S6. Comparison of prompt fluorescence (PF) and delayed fluorescence (DF) spectra 

for 10 wt% doped dendrimer films in mCP. 
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Figure S7. Temperature dependent PL decays of dendrimer neat films. 
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Determination of photophysical rate constants  

• The rate constants were determined according to the method described in literature. [14] 

• Prompt lifetime ( 𝜏&' ) and delayed lifetime ( 𝜏(' ) were determined from the 

monoexponential fits of the prompt and delayed components of the PL decay at RT. 

Photoluminescence quantum efficiency (𝜙&)) was determined under N2 atmosphere. 

𝜙(' 𝜙&'⁄  was determined from the ratio of the corresponding integrals in the PL decay 

curves. 

• Since, 𝜙&)= 𝜙&' +	𝜙(' ð	𝜙&' = 	 *!"
+,*#$ *!$⁄   and 𝜙(' = 𝜙&) - 𝜙&'. 

• Assuming negligible nonradiative singlet decay rate, ISC quantum efficiency, 𝜙.$/ =

1 − 𝜙&'	. 

• RISC quantum efficiency is then determined as: 𝜙1.$/ =
*#$

*%&'	*!"
 

• Radiative singlet decay rate, 𝑘' = 	 *!$
2!$

. 

• Intersystem crossing rate, k345 = 	 6()*
7+,

. 

• Reverse intersystem crossing rate, k8345 = 	 +
6()*	7-,

-6-,
6+,

.. 

• Nonradiative triplet decay rate, k98: = 	 ;.()*
6.()*

	 − k<345. 
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Theoretical calculations 

 

Figure S8. Calculated distribution of molecular orbitals for tBuCz3pTRZ and tBuCz3mTRZ. 

(isovalue= 0.02) 
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Figure S9. Calculated distribution of molecular orbitals for tBuCz4mTRZ. (isovalue= 0.02) 
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Figure S10. Pictorial representation of charge density difference and overlap of hole and electron 

for tBuCz2mTRZ. f indicates the oscillator strength and S1/ T1 are the calculated first singlet/ 

triplet energy. ΔEST refers to the energy difference between S1 and T1. (isovalue= 0.02) 
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Figure S11. Pictorial representation of charge density difference and overlap of hole and electron 

for tBuCz4mTRZ. f indicates the oscillator strength and S1/ T1 are the calculated first singlet/ 

triplet energy. ΔEST refers to the energy difference between S1 and T1. (isovalue= 0.02) 
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Figure S12. Calculated distribution of molecular orbitals for 4m-core. (isovalue= 0.02) 
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Figure S13. Pictorial representation of charge density difference and overlap of hole and electron 

for 4m-core. f indicates the oscillator strength and S1/ T1 are the calculated first singlet/ triplet 

energy. ΔEST refers to the energy difference between S1 and T1. (isovalue= 0.02) 
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Figure S14. Natural transition orbital (NTO) pairs for the S1 and T1 states of tBuCz1pTRZ. 
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Figure S15. Natural transition orbital (NTO) pairs for the S1 and T1 states of tBuCz1mTRZ. 
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Figure S16. Marcus' parabolic free energy curves for the description of the reorganization energy. 
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Table S5. Reverse intersystem crossing rates determined from experiment and computation. 
Parameter tBuCz3pTRZ tBuCz3mTRZ Method 𝝀𝒊𝒏𝒕𝒆𝒓 (meV) 

𝐸45 (meV) 100 80 Experiment --- 

SOCME (cm
-1

) 0.31 0.53 Quantum chemical 
analysis 

--- 

𝜆6789: (meV) 275 155 
  

𝑘;<4= (s
-1

) 5 x 10
5
 9 x 10

6
 Eq. 1 and 2 0 

𝑘;<4= (s
-1

) 5 x 10
4
 4 x 10

5
 Experiment --- 

𝑘;<4= (s
-1

) 2.1 x 10
4
 3.6 x 10

5
 Eq. 1 and 2 300 
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demonstration in high-efficiency organic 
light-emitting diodes (OLEDs).[2] A 
number of benchmark red,[3] green,[4] 
and blue[5] emitters have already been 
developed exhibiting more than 20% 
maximum external quantum efficiency, 
EQEmax, highlighting the significant and 
rapid advances in TADF materials’ design 
and demonstrating their viability as 
replacement materials for state-of-the-art 
phosphorescent (for red and green) and 
fluorescent (blue) emitters in commercial 
OLEDs. However, the aforementioned 
high efficiency of the OLEDs relies not 
only on the intrinsic photophysical proper-
ties of the emitter but also on the rather 
complicated multilayered device architec-
ture typically used in vacuum-deposited 
devices, which increases the cost of device 
fabrication. An alternative strategy would 
be to fabricate the OLED using lower-cost 
solution-processing techniques such as 
ink-jet printing.[6] TADF dendrimers are 
perfect candidates for solution-processed 
host-free OLEDs for the following reasons: 
1) the singlet–triplet gap, ΔEST, can be 

easily adjusted within the modular molecular design using den-
dronized donors or acceptors; 2) intermolecular quenching can 
be largely avoided by careful design of the dendron motif; and 
3) intersystem crossing (ISC) or reverse intersystem crossing 

The development of high-performance solution-processed organic light-emitting 
diodes (OLEDs) remains a challenge. An effective solution, highlighted in 
this work, is to use highly efficient thermally activated delayed fluorescence 
(TADF) dendrimers as emitters. Here, the design, synthesis, density functional 
theory (DFT) modeling, and photophysics of three triazine-based dendrimers, 
tBuCz2pTRZ, tBuCz2mTRZ, and tBuCz2m2pTRZ, is reported, which resolve 
the conflicting requirements of achieving simultaneously a small ΔEST and a 
large oscillator strength by incorporating both meta- and para-connected donor 
dendrons about a central triazine acceptor. The solution-processed OLED 
containing a host-free emitting layer exhibits an excellent maximum external 
quantum efficiency (EQEmax) of 28.7%, a current efficiency of 98.8 cd A−1, and a 
power efficiency of 91.3 lm W−1. The device emits with an electroluminescence 
maximum, λEL, of 540 nm and Commission International de l’Éclairage (CIE) 
color coordinates of (0.37, 0.57). This represents the most efficient host-free 
solution-processed OLED reported to date. Further optimization directed at 
improving the charge balance within the device results in an emissive layer 
containing 30 wt% OXD-7, which leads to an OLED with the similar EQEmax of 
28.4% but showing a significantly improved efficiency rolloff where the EQE 
remains high at 22.7% at a luminance of 500 cd m−2.

1. Introduction

Small-molecule-based thermally activated delayed fluorescence 
(TADF) materials[1] have proliferated since their first successful 
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(RISC) rates can both be enhanced due to the large density of 
excited states.[7] Despite these identified advantages, to the best 
of our knowledge, only a handful dendrimer-based OLEDs have 
been reported. An overview of the history of the development of 
emissive dendrimers (pioneering work and state-of-the-art work 
for fluorescent, phosphorescent, and TADF dendrimers) is 
schematically outlined in Figure 1. The OLEDs using these den-
drimers mostly show only moderate performance, with EQEmax 
ranging from 3% to 20%.[8]

The most widely used approach to construct a TADF 
dendrimer is to adopt a donor–acceptor design, one that is 
frequently used in small molecule TADF emitters, in which 
several donor dendrons (second, third, and fourth generations) 
are attached to a central acceptor by para-connected phenylene 
bridges.[8a] Efficient TADF can be achieved through delo-
calization of the highest occupied molecular orbital (HOMO) 
across increasing generations of donor dendrons.[9] However, 
the TADF performance of these dendrimers worsens because 
the electron coupling between dendrons and acceptor cores 
decreases with increasing dendrimer size beyond the second 
generation, resulting in significantly reduced oscillator strength, 
thus leading to a poorer photoluminescence quantum yield 
(PLQY). In order to mitigate aggregation-caused quenching 
(ACQ), the dendrimers must be dispersed at low concentrations 
within a suitable host matrix.[10] Another strategy is to decorate 
benchmark small TADF molecules with commonly used host 
units (e.g., mCP: 1,3-bis(N-carbazolyl)benzene, CBP: 4,4′-bis(N-
carbazolyl)-1,1′-biphenyl, and TCTA: tris(4-carbazoyl-9-ylphenyl)
amine) linked together by unconjugated alkyl chains.[8b,11] The 
performance of these dendrimers is directly dependent on the 
inherent properties of the TADF small-molecule-based core 
structures. The peripheral host dendrons are used to suppress 
concentration quenching and triplet–triplet annihilation (TTA) 
in pristine films. However, the device efficiencies employing 
these dendrimers remain generally inferior to those employing 
only the core small molecule TADF emitter when doped into 
a host matrix. There, thus, remains an outstanding challenge 
to design dendrimer-based emitters that show comparable effi-
ciencies to their small molecule brethren.

Triphenyltriazine (TRZ) is one of the most common elec-
tron acceptors used in TADF emitter design. The D3-symmetric 
structure permits up to three symmetric or asymmetric donor 
groups, or dendrons, to be attached to one TRZ moiety.[12] The 
first TADF dendrimers were designed based on trisubstituted 
second-to-fourth-generation carbazole-based donor dendrons 
grafted onto a central TRZ acceptor.[8a] Despite this design 
leading to extremely small ΔEST values (0.03–0.06  eV) due to 
a HOMO delocalized across the donor dendrons, the host-free 
OLEDs achieved an EQEmax of less than 5%. The performance 
of the “host-free” devices (EQEmax  = 9.5%) could be improved 
by decorating each of the peripheral carbazoles with tert-butyl 
groups (tBuG2TAZ, cf., Figure 1).[8e] When this dendrimer was 
dispersed into a suitable host matrix, the EQEmax improved fur-
ther to 16.1%. Overall, there is to date only a small number of 
examples of TADF emitters used in host-free OLEDs; of these, 
only a few reports document OLEDs with EQEmax superior to 
20%, such as devices with DMAC-TRZ[13] (EQEmax = 20%, λEL = 
500 nm), DCB-BP-PXZ[14] (EQEmax = 22.6%, λEL = 548 nm), and 
DMAC-BPI[15] (EQEmax  = 24.7%, λEL  = 508  nm). To date, the 

only dendrimer-based host-free solution-processed OLED with 
an EQEmax greater than 20% is that using 5CzBN-2Cz as the 
emitter (EQEmax = 20.4%)[16] a hole-barrier layer of PO-T2T was, 
however, introduced into the device. These results illustrate the 
challenge of designing dendrimer emitters that can be used in 
high-performance host-free OLEDs.

2. Design of TADF Dendrimers

We initially designed two dendrimers, tBuCz2pTRZ and 
tBuCz2mTRZ, as reference molecules (Figure  1). These 
two dendrimers contain 3,3″″,6,6″″-tetrakis(tert-butyl-9″H-
9,3″:6″,9″′-tercarbazole) (tBuCz2G) donors surrounding a 
triazine (TRZ) acceptor, linked either via a para-phenylene or 
a meta-phenylene bridge, respectively. We compared the opto-
electronic properties of these model systems to the targeted 
emitter tBuCz2m2pTRZ (Figure 1), which is based on a design 
that combines facets of both tBuCz2pTRZ and tBuCz2mTRZ. 
We surmised that this design would inherit key properties from 
both dendrimers, with the excited-state behavior being modu-
lated as a result of the interactions between the two adjacent 
donor dendrons. Our design follows three considerations: i) the 
para-connection of tBuCz2pTRZ leads to strong electronic cou-
pling between the donor and the acceptor, which results in a 
high oscillator strength for the intramolecular charge-transfer 
(ICT) transition, while the meta-connection of tBuCz2mTRZ 
provides an avenue for an emitter possessing a small ΔEST, 
as the meta-disposed donor and acceptor groups are electroni-
cally decoupled. ii) The increasing number of peripheral den-
dritic moieties, the nature of how and the density with which 
they are packed together are expected to suppress quenching 
of the emission caused by intermolecular interactions. iii) The 
presence of many dendritic dendrons surrounding the central 
acceptor should lead to an increase in the density of triplet 
excited states that will enhance the nonadiabatic coupling to the 
singlet state thereby leading to more efficient RISC between T1 
and S1.

We decided to focus only on a second-generation tert-
butylcarbazole-based donor dendron as for most reported 
OLEDs using TADF dendrimers; the ones employing a second-
generation donor dendron showed the highest EQEmax.[17] This 
observation is substantiated in our dendrimer design by density 
functional theory (DFT) calculations, which show that the oscil-
lator strength decreases further due to the increased delocaliza-
tion of HOMO when employing higher generations of donor 
dendrons (Figure S11, Supporting Information), implying 
reduced PLQY of higher generation dendrimers in our case.

Employing this strategy, a very small ΔEST (40 meV) coupled 
with a significant PLQY of 90% in solution has been realized 
simultaneously. Importantly, even as a pristine film, these excel-
lent optoelectronic properties are conserved (ΔEST  = 40 meV, 
PLQY = 86%). While the role of the meta- versus para-connec-
tion in the improvement of the electronic structure relevant to 
TADF is addressed in a related publication,[18] we focus here 
on the performance of the actual TADF devices. A host-free 
solution-processed OLED using a simple device configuration 
without exciton barrier layers and containing tBuCz2m2pTRZ 
as the emitter exhibited a record high EQEmax of 28.7%. 

Adv. Mater. 2022, 2110344
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Importantly, the efficiency roll-off of the OLED is significantly 
improved by doping 30 wt% OXD-7, an electron-transporting 

material, into the emissive layer. As a result of the improved 
charge balance, the EQE of the optimized device not only 

Adv. Mater. 2022, 2110344

Figure 1. Molecular structures of pioneering work (top) and state-of-the-art work (middle) for fluorescent (Fl), phosphorescent (Phos), and TADF 
dendrimers used as emitters in OLEDs and structures of the dendrimers tBuCz2pTRZ, tBuCz2mTRZ, and tBuCz2m2pTRZ reported in this study 
(bottom) based on bespoke second-generation tert-butylcarbazole donor (tBuCz2G) and triphenyltriazine acceptor (TRZ) linked through para- and 
meta-connections.
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reached a similar maximum EQE of 28.4%, but also maintained 
its efficiency of 22.7% at a luminance of 500 cd m−2.

3. Theoretical Calculations

We started our investigation by employing quantum-chemical 
calculations to estimate the influence of the molecular design 
on both ΔEST and the oscillator strength, f, as well as to iden-
tify the hole and electron distributions in the lowest-lying 
excited singlet (S1) and triplet states (T1). Figure 2a displays the 
natural transition orbitals (NTOs) for S1 and T1. For all com-
pounds, the hole and electron densities are clearly separated. 
Complemented by a solvatochromic study (Figure  2b), and 

as discussed further in the following sections, all spectra can 
be ascribed to charge-transfer (CT) transitions. Even though 
all three compounds show the same negligible wavefunction 
overlap, significant differences in the calculated oscillator 
strength exist. While tBuCz2pTRZ has the largest calculated 
oscillator strength (f = 0.26), it is negligible for tBuCz2mTRZ 
(f  = 0.002). The significantly higher oscillator strength cal-
culated for tBuCz2pTRZ in the gas phase is expected due 
to a stronger electronic coupling between donor dendrons 
and the TRZ acceptor through the para-connection com-
pared to the meta-connection in tBuCz2mTRZ. In the case of 
tBuCz2m2pTRZ (f = 0.10), the oscillator strength is of an inter-
mediate intensity to those of tBuCz2pTRZ and tBuCz2mTRZ. 
The calculations show that the ΔEST values are about equal 

Adv. Mater. 2022, 2110344

Figure 2. Theoretical and photophysical properties of tBuCz2pTRZ (top), tBuCz2mTRZ (middle), and tBuCz2m2pTRZ (bottom). a) Pictorial repre-
sentation of the natural transition orbitals (NTO) describing the S1 and T1 states for tBuCz2m2pTRZ, as calculated at the TDA-PBE0/6-31G(d,p) level 
(isovalue = 0.02) where σ refers to the weight of the illustrated hole–electron contribution to the excitation, and f indicates the oscillator strength, and 
ES1 and ET1 are the calculated lowest singlet and triplet excited states, respectively. b) Molar absorptivity measured in toluene and solvatochromic PL 
spectra normalized by the integrated area (λexc = 340 nm; 3 × 10−5 m). (The emission at 680 nm arises from the second harmonic of the laser source.)
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(80 and 90 meV) for tBuCz2pTRZ and tBuCz2m2pTRZ, but 
half as large as 40 meV for tBuCz2mTRZ.

The optimized structures in the ground state and the elec-
tron density distributions of the HOMO and lowest unoccupied 
moleular orbital (LUMO) of tBuCz2pTRZ, tBuCz2mTRZ, and 
tBuCz2m2pTRZ are shown in Figures S3 and S4 (Supporting 
Information) (calculated at the PBE0/6-31G(d,p) level). The 
TRZ acceptor within each dendrimer adopts a nearly planar 
conformation. The dihedral angle between the planes of the 
inner carbazoles, and the TRZ values are similar at around 55° 
and 53° for tBuCz2pTRZ and tBuCz2mTRZ, respectively. Inter-
estingly, although large steric repulsion exists between para- 
and meta-connected donor dendrons in tBuCz2m2pTRZ, the 
conformations of the donor dendrons in the model dendrimers 
are conserved, with dihedral angles (54° for para-connections 
and 55° for meta-connections) that are similar to those in 
tBuCz2pTRZ and tBuCz2mTRZ. This indicates that the degree 
of conjugation observed in tBuCz2pTRZ and tBuCz2mTRZ will 
be maintained in tBuCz2m2pTRZ.

Furthermore, calculations show that there are corresponding 
degenerate S2 and T2 states due to the symmetry of the mole-
cular structures. The DFT calculations also reveal the pres-
ence of multiple excited states arising from CT transition of 
donor dendron (D) to the TRZ acceptor (A) for tBuCz2pTRZ, 
tBuCz2mTRZ, and tBuCz2m2pTRZ (see Tables S2–S4 in the 
Supporting Information). We expect that these higher-lying CT 
states will show substantial mixing with the lowest 1,3CT states 
by both spin–orbit coupling (SOC) and spin–vibronic coupling. 
The large number of closely lying excited states should directly 
translate into faster ISC and RISC rates in an analogous 
fashion to how D–A–D TADF emitters show more efficient 
TADF and higher PLQY compared to their D–A analogs.[7a,19] 
This aspect is addressed in more detail in a study on the dif-
ference between the electronic structure of the meta- and para-
connected compounds.[18]

4. Electrochemistry

For solution-processed OLEDs, an emitting layer (EML) is gen-
erally spin-coated onto a wet-processed poly(3,4-ethylenediox
ythiophene):poly(styrenesulfonate) (PEDOT:PSS) hole injec-
tion layer without any additional hole-transporting material, 
in part because spin-coating of the EML may dissolve/disturb 
the underlying hole-transporting layer. A relatively high-lying 
HOMO energy level is required for the emitters to match the 
HOMO level of PEDOT:PSS (−5.1  eV)[20] and thus ensure effi-
cient hole injection. As shown in Figure S4 (Supporting Infor-
mation), all three dendrimers possess similar electrochemical 
properties, with two resolvable quasireversible oxidation waves 
with Eox at 1.07 and 1.19 eV versus saturated calomel electrode 
(SCE) (measured from the peak value of the differential pulse 
voltammetry (DPV) scan), which correspond to the oxidation 
of the inner carbazole and the peripheral tert-butylcarbazole, 
respectively.[21] Scanning to negative potentials, the Ered (meas-
ured from the peak value of the DPV scan) of −1.54 V versus SCE 
for tBuCz2m2pTRZ is anodically shifted by 0.13 V compared to 
those of tBuCz2pTRZ and tBuCz2mTRZ, both of which show 
the same Ered of −1.67  V versus SCE. This shift is consistent 

with a slightly greater conjugation between the acceptor and two 
additional tBuCz2G dendrons in tBuCz2m2pTRZ as evidenced 
by the DFT calculations (see Figure 2a). Thus, in summary, the 
HOMO levels are −5.41  eV for all three dendrimers while the 
LUMO levels are −2.67, −2.67, and −2.8  eV for tBuCz2pTRZ, 
tBuCz2mTRZ, and tBuCz2m2pTRZ, respectively.

5. Photophysical Properties

To exclude bimolecular interactions and to assess the proper-
ties of monomolecular species, we started the photophysical 
investigation with absorption and photoluminescence measure-
ments in dilute solution. In Figure  2b, the absorption spectra 
for all three compounds in toluene show very similar profiles. 
Peaks at λabs  = 337 and 342  nm can be ascribed to the π–π* 
transitions on the carbazole.[22] The broad band at 385 nm for 
tBuCz2pTRZ is assigned to an ICT transition from the para-
connected donor dendron to the TRZ acceptor with a molar 
extinction coefficient, ε = 3500 m−1 cm−1; a weak ICT absorp-
tion (ε = 300 m−1 cm−1) is barely visible for tBuCz2mTRZ. In 
contrast, as shown in Figure  2b (top and bottom), the ICT 
absorption for tBuCz2m2pTRZ at 415 nm (ε = 1500 m−1 cm−1) 
is comparable to that of tBuCz2pTRZ, consistent with the para-
connected donor dendrons that contribute to the large oscil-
lator strength; further, it is redshifted, in line with the trends 
in the electrochemical gaps observed by DPV (Figure S4, Sup-
porting Information). While the gas phase calculations sug-
gest an increase of factors of 100 and 50, respectively, for the 
oscillator strength when going from the meta-connected com-
pound tBuCz2mTRZ to the compounds with para-connected 
carbazoles, tBuCz2pTRZ and tBuCz2m2pTRZ, the solution 
measurements yield a much weaker increase of only factors of 
7 and 3, respectively. We attribute this to conformational devia-
tions from the perfect gas phase geometry in solution due to 
the presence of the solvent molecules that reduce the maximal 
possible excited state delocalization.

Figure 2b shows the photoluminescence spectra of the three 
compounds in a range of solvents of increasing polarity (f(ε,n) = 
0, 0.013, 0.167, 0.200, 0.210, and 0.217 for hexane, toluene, die-
thyl ether, EtOAc, tetrahydrofuran (THF), and dichloromethane 
(DCM), respectively;[23] f(ε,n) is a solvent polarity function). 
Two emission bands can be identified. With increasing solvent 
polarity, the emission peak of the high-energy band retains its 
spectral position around 400 nm while the low-energy band red-
shifts to longer wavelength and the emission band broadens. 
This positive solvatochromism of the low-energy band is typ-
ical for an ICT state. Due to the absence of spectral shift with 
increasing solvent polarity, the high-energy band can be asso-
ciated with a locally excited (LE) state. The relative intensity 
of this LE band is low when a para-connection is present, i.e., 
for tBuCz2pTRZ and tBuCz2m2pTRZ (see Figure S14 in the 
Supporting Information for the log scale). For tBuCz2mTRZ, 
where only a meta-connection exists, the relative intensity of the 
LE band increases with increasing solvent polarity and, thus, 
energetic separation from the CT state. This is straightforward 
to understand. Simultaneous emission from an LE and a CT 
state can be observed when internal conversion from the LE to 
the CT state is slower than radiative decay from the LE state. 
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The conversion from an LE to a CT state implies an electron 
transfer, which depends strongly on the wavefunction overlap. 
This should, therefore, be faster for the compounds with para-
connected donor dendrons than with meta-connected donor 
dendrons, consistent with a greater relative CT emission. There 
are two further factors that contribute to the ratio of LE:CT 
emission. First, with increasing polarity, the CT character in 
the CT state increases and this reduces its emission intensity, 
so that the relative contribution from the LE state emission 
gains weight. Further, the internal conversion rate slows with 
an increasing gap between the two states, known as the energy 
gap law, implying more LE emission in the more polar solvents, 
where the gap between LE and CT states is larger. Overall, the 
simultaneous LE and CT state emission indicates that, for some 
of the donor dendrons, the rate of ICT is slow compared to the 
radiative emission rate from the LE state. These groups could 

therefore act as hole-transporting units or host moieties, given 
their suitably higher triplet energies for the ICT-based emission 
of the dendrimers.

Prompt and delayed emissions were measured after pulsed 
excitation in order to gain deeper insight into the nature of the 
excited states of the emitters in solution and film. Figure  3a 
shows the prompt spectra of the three dendrimers in 3 × 10−5 m 
toluene solution with a delay time of 30 ns and a gating time 
of 10 ns. The characteristically broad and unstructured prompt 
emission in toluene, corroborated by quantum-chemical cal-
culations (Figure  2; Figures S8–S10, Supporting Informa-
tion), indicate strong CT character for all three dendrimers. 
The prompt emission at both 300 and 5 K is almost identical 
for tBuCz2pTRZ, while in contrast, there exists a significant 
blueshift upon cooling from 300 to 5 K for tBuCz2mTRZ 
and tBuCz2m2pTRZ, both of which contain electronically 
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Figure 3. Prompt fluorescence (d = 30 ns g−1: 10 ns) at 300 K (black dotted line) and at 5 K (blue solid line). a,b) Phosphorescence with detection in the 
millisecond range (d = 30 ms g−1: 15 ms) at 5 K (red solid line) of tBuCz2pTRZ (top), tBuCz2mTRZ (middle), and tBuCz2m2pTRZ (bottom) in 3 × 10−5 m 
toluene solution (a) and neat film (b). In the legend, d refers to delay time and g refers to gate time. c) Temperature-dependent time-resolved PL decay 
of neat films. The decays were obtained by integrating each time-resolved spectrum across the full spectral range (λexc = 355 nm).
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decoupled donor dendrons. The blueshift is due to reduced 
geometric reorganization after excitation at 5 K because of the 
rigid matrix. The singlet energies were then measured from the 
onset of the prompt emission spectra at 5 K to be 2.92, 2.94, and 
2.73 eV for tBuCz2pTRZ, tBuCz2mTRZ, and tBuCz2m2pTRZ, 
respectively (see Figure S15 in the Supporting Information); if 
the central peak positions are taken, the respective values are 
2.64, 2.66, and 2.48  eV. The singlet energies of tBuCz2pTRZ 
are nearly isoenergetic to those of tBuCz2mTRZ, indicating 
similar energies of their lowest singlet (1CT) states regardless 
of the electronic coupling between the donor and acceptor. The 
spectra determined at 5 K using a long delay time of 30  ms 
(gate time = 15  ms) are ascribed to phosphorescence. Similar 
to the prompt emission, the phosphorescence spectra are also 
broad and structureless, indicating emission from 3CT states, 
assignments that are also supported by quantum-chemical cal-
culations (Figures S8–S10, Supporting Information). The phos-
phorescence spectrum of tBuCz2mTRZ closely resembles that 
of tBuCz2pTRZ, resulting in close-lying triplet states at 2.83 
and 2.88  eV, for tBuCz2pTRZ and tBuCz2mTRZ, respectively, 
measured from the onset of these spectra. Taking the offset 
between the prompt emission and phosphorescence spectra, 
ΔEST values of 90 and 60 meV were estimated for tBuCz2pTRZ 
and tBuCz2mTRZ, respectively. The T1 state of tBuCz2m2pTRZ 
has its onset at 2.69 eV, leading to a ΔEST value of 40 meV. The 
presence of the smaller gap between the singlet and triplet 
states should lead to faster RISC in this dendrimer. The esti-
mated ΔEST values agree largely with the quantum-chemical 
calculations.

For electroluminescent devices, it is essential to under-
stand how the photophysical properties in solution translate 
into neat films. In the context of host-free devices, we there-
fore next investigated the neat thin-film photophysics of 
tBuCz2pTRZ, tBuCz2mTRZ, and tBuCz2m2pTRZ at 300 and 
at 5 K (Figure 3b). Similar to the features observed in toluene, 
the prompt emission at both 300 and 5 K in neat films is also 
broad and unstructured. However, in neat films, the prompt 
emission at 300 K resembles that at 5 K for each dendrimer, 
unlike that observed for the prompt emission behavior of 
tBuCz2mTRZ and tBuCz2pTRZ in toluene. This implies that 
there is little reorganization after excitation within the thin 
film even at room temperature (RT) due to the packing of the 
emitters within the film. The prompt emission of tBuCz2pTRZ 

still closely resembles that of tBuCz2mTRZ. The energy levels 
of the 1CT states determined from the onsets of the corre-
sponding prompt fluorescence (PF) spectra at 5 K are calculated 
to be 2.78, 2.81, and 2.63  eV for tBuCz2pTRZ, tBuCz2mTRZ, 
and tBuCz2m2pTRZ, respectively, values that are stabilized 
by 140–160 meV compared to those in toluene glass. The 
spectra obtained at 5 K after a time delay of 30 ms are, again, 
ascribed to phosphorescence. The phosphorescence spectrum 
for tBuCz2pTRZ is structured with a major peak at 486  nm 
(2.55 eV) and a low energy feature around 510 nm (2.43 eV) that 
we ascribe to unresolved vibrational transition. The phospho-
rescence spectra of tBuCz2mTRZ and tBuCz2m2pTRZ remain 
unstructured and broader than the phosphorescence spec-
trum of tBuCz2pTRZ, which we ascribe to a more significant 
structural disorder due to the presence of the meta-connected 
donor dendron, and, for tBuCz2m2pTRZ, a greater number 
of dendrons. The energies of the T1 states of tBuCz2pTRZ and 
tBuCz2mTRZ measured from the onsets are 2.69 and 2.72 eV, 
respectively, leading to the same ΔEST value of 90 meV. The 
similar energies of their respective S1 and T1 states indicate that 
the presence of para- or meta-connections between the donor 
and acceptor has only a small effect on the nature of the excited 
states. The energy of the T1 state of tBuCz2m2pTRZ is located 
at 2.59 eV, leading to the smallest ΔEST value of 40 meV, which 
is also the same value as that determined in toluene glass.

Figure 3c shows the PL decay curves of neat films. All decays 
at 300 K show two regimes, a PF regime followed by a delayed 
fluorescence (DF) component from about 500 ns onward. The 
intensity of DF decreases upon cooling and vanishes at 5 K, 
yet, for tBuCz2mTRZ and tBuCz2m2pTRZ, most thermal acti-
vation occurs between 5 and 25 K (Figures S18 and S19, Sup-
porting Information), implying a very efficient RISC even at 
low temperature. The corresponding activation energies for 
tBuCz2mTRZ and tBuCz2m2pTRZ are likely to be smaller 
than the optical ΔEST determined from the difference in off-
sets of the prompt fluorescence and phosphorescence spectra 
at 5 K. Part of the fast RISC rate can be accounted for by the 
large number of higher-lying excited states, as predicted by the 
quantum-chemical calculations.[7a,24]

The PLQY values of the neat films as well as other photo-
physical parameters are collated in Table 1. Under N2, 
tBuCz2pTRZ and tBuCz2mTRZ have similar PLQY values of 
61% and 59%, respectively. For tBuCz2m2pTRZ, the PLQY in 
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Table 1. Comparison of photophysical properties in neat films at 300 K.

Neat film λPL
a) S1

b) T1
c) ΔEST

d) ΦPL N2
e) τPF

f) τDF
g) DF/PFh) kPF

i) kDF
j) kr

Sk) knr
l)

[nm] [eV] [eV] [eV] [%] [ns] [μs] [× 107 s−1] [× 105 s−1] [× 107 s−1] [× 107 s−1]

tBuCz2pTRZ 481 2.78 2.69 0.09 61 11 1.2 0.15 9.1 8.3 4.8 4.3

tBuCz2mTRZ 483 2.81 2.72 0.09 59 52 1.1 1.3 1.9 9.1 0.5 1.4

tBuCz2m2pTRZ 520 2.63 2.59 0.04 86 31 1.1 0.4 3.2 9.1 2.0 1.2

a)PL in neat film at 300 K; b)Lowest singlet energy; c)Lowest triplet energy; d)Energy difference between S1 and T1; e)Photoluminescence quantum yield; f)Lifetime of prompt 
emission (obtained by single exponential fitting of prompt emission decay regime at RT as shown in Figure S20 (Supporting Information)) λexc  = 355  nm; g)Lifetime 
of delayed emission (obtained by single exponential fitting of delayed emission decay regime at RT as shown in Figure S20 (Supporting Information)) λexc = 355 nm; 

h)DF/PF = ∫ dDF( )

PF( )

I
I

tt

t
; i)Decay rate of prompt emission; j)Decay rate of delayed emission; k)Radiative decay rate of singlet excitons; l)Nonradiative decay rate determined by 
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+
r
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r
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N2 is the highest among three dendrimers at 86%. To evaluate 
this in view of the TADF performance, the respective rates 
should be considered. First, the nonradiative rate reduces by 
a factor of 3 in the meta-connected compounds, tBuCz2mTRZ 
and tBuCz2m2pTRZ. The dominant nonradiative decay 
channel will be intersystem crossing; since we are in the blue-
green spectral range, internal conversion is negligible, and the 
similar photoluminescence quantum yields in solution and neat 
film indicate that intermolecular interactions leading to con-
centration quenching are small. Further, even though the ISC 
rate is three times reduced, the RISC rate is 3–5 times faster 
in the two compounds with meta-connection (Table S7, Sup-
porting Information). In an OLED structure, the triplet states 
are populated directly by hole–electron recombination, so that 
the ISC from S1 to T1 is not relevant, yet the RISC from T1 to S1 
is decisive. This clearly places the compounds with meta-con-
nections ahead of the para-connected one. For tBuCz2m2pTRZ, 
the radiative decay rate is about half that of the para-connected 
tBuCz2pTRZ, yet still four times greater than that of the purely 
meta-connected tBuCz2mTRZ. It seems that tBuCz2m2pTRZ 
embodies the best of both RISC and radiative decay rates from 
the meta- and the para-connected compounds. Notably, the life-
time of the delayed emission is very short for all three com-
pounds, as desired for an emitter in an OLED (Table 1).

6. OLEDs

Motivated by the promising photophysical properties, we 
next fabricated devices. First, single carrier devices con-
taining neat EMLs with tBuCz2pTRZ, tBuCz2mTRZ, and 
tBuCz2m2pTRZ were fabricated with the configuration of 
indium tin oxide (ITO)/PEDOT:PSS (35  nm)/dendrimer 
(40 nm)/MoO3 (40 nm)/Al (100 nm) for hole-only devices and 
ITO/Al (40  nm)/dendrimer (40  nm)/TmPyPB (40  nm)/LiF 
(1 nm)/Al (100 nm) for electron-only devices, where TmPyPB 
is 1,3,5-tri(m-pyrid-3-yl-phenyl)benzene and acts as an elec-
tron-transporting layer. Their current density–voltage (J–V) 
characteristics are shown in Figure S22 (Supporting Informa-
tion). The hole current starts to rise at a low threshold voltage 
of 3 V whereas electron current grows rapidly at around 5 V 
for all three devices, indicative of similar hole/electron injec-
tion barriers and efficient hole injection character of the three 
dendrimers. For hole-only devices with Ohmic electrodes, 
a higher hole current density at the same driving voltage 
indicates a better hole mobility. Thus, the hole-transporting 
ability follows the order of tBuCz2pTRZ  < tBuCz2mTRZ  < 
tBuCz2m2pTRZ. By contrast, similar electron-transporting/
injection ability is observed for all three dendrimer devices 
as evidenced by the nearly identical electron current density 
curves. This is not unexpected given that all three dendrimers 
possess the same TRZ acceptor unit. Importantly, at the same 
effective driving voltage for both hole-only and electron-only 
devices, the electron currents in the electron-only devices are 
higher than the hole currents in the hole-only devices, indi-
cating improved electron-transporting properties within the 
EML. We surmise that this is due to the presence of a simi-
larly exposed TRZ in each dendrimer that provides an effi-
cient pathway for electron transport.

We next fabricated simple bilayer devices consisting of ITO/
PEDOT:PSS (35  nm)/dendrimer (40  nm)/TmPyPB (40  nm)/
LiF (1  nm)/Al (100  nm). The emissive layer is composed 
of a neat film of one of tBuCz2pTRZ, tBuCz2mTRZ, and 
tBuCz2m2pTRZ for devices 1–3, respectively. The schematic dia-
gram of the device structure together with energy level of each 
layer is shown in Figure  4a. The device performance is sum-
marized in Table 2. The electroluminescence (EL) spectra of 
the devices are presented in Figure 4b. The EL spectra gradually 
redshift from devices 1 to 3, which is consistent with the trends 
observed for the PL spectra in toluene and as neat films. Device 
3 is green emissive with a λEL of 540 nm and Commission Inter-
nationale de L’Éclairage (CIE) coordinates of (0.37, 0.57).

Figure  4c shows the current density–voltage–luminance (J–
V–L) curves for these devices, all of which exhibit low turn on 
voltages between 3.1 and 3.3 V that are among the lowest values 
reported for solution-processed TADF OLEDs (see Table S8 in 
the Supporting Information). As a result, excellent power effi-
ciencies, as high as 91.3  lm W−1 for the host-free device based 
on tBuCz2m2pTRZ, were reached. Among all these devices, 
the tBuCz2m2pTRZ-based device 3 shows the highest lumi-
nance of 6029 cd m−2 at 6.3 V, whereas device 1 achieved only 
half of that value and device 2 achieved only 777 cd m−2.

Figure  4d shows the EQE versus current density for these 
devices. The EQEmax of the best-performing examples of 
devices 1–3 are 18.5%, 19.9%, and 28.7%, respectively. The 
EQEmax of device 3 is obtained at a luminance of 40 cd m−2. The 
performance of device 3 is significantly improved compared 
to those of the other two OLEDs. Notably, the average EQEmax 
values across 20 fabricated devices are 16.8%, 15.8%, and 
26.3% for devices 1–3, respectively, according to the histogram 
of EQEmax values (Figure  4e). The average EQEmax of 26.3% 
for tBuCz2m2pTRZ is close to the highest obtained EQEmax 
(28.7%), indicating high batch-to-batch reproducibility.

However, we do note the severe efficiency roll-off for 
device 3, which shows an EQE of 14.3% at 500 cd m−2, which 
we ascribe to the imbalanced charge mobility within the 
tBuCz2m2pTRZ neat film. To address this issue, we doped 
into the emissive layer OXD-7 at 30 wt%, which serves as an 
electron-transporting material (Figure 5). Device 4, containing 
the OXD-7, shows the same low turn-on voltage at 3.1  V and 
the EL spectrum also remains the same. Device 4 shows a 
comparable EQEmax of 28.4% to device 3. Importantly, a signifi-
cant improvement in efficiency roll-off is observed for device 
4 where the EQE reaches 22.7% at a luminance of 500 cd m−2 
(Figure 5d). These champion values imply very effective exciton 
harvesting of tBuCz2m2pTRZ in the OLEDs, and concentra-
tion quenching that is largely suppressed in both devices 3 and 
4. The extremely small ΔEST, very fast RISC, and the intermo-
lecular packing of the dendrimers account for the significant 
improvement in performance compared to OLEDs using previ-
ously reported TADF dendrimers.

7. Conclusions

By taking advantage of the molecular design features embedded 
within tBuCz2m2pTRZ, we have rationalized the remark-
able improvement in photophysical properties and device 
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performance through the synergistic effects of meta- and para-
connected donor dendrons to the central triazine acceptor core. 
Importantly, there are a large number of low-lying excited states 
in tBuCz2m2pTRZ that facilitates reverse intersystem crossing, 
and the distribution of donor dendrons can effectively sup-
press concentration quenching. The photophysical investiga-
tion in solution also indicates that some dendrons, which have 
very slow internal charge transfer, may be able to function as 
host moieties. The extremely small ΔEST and large oscillator 
strength in both solution and neat film are evidence of the qual-
ities that make tBuCz2m2pTRZ a high-performance emitter in 
efficient solution-processed OLEDs. We believe that the den-
drimer design strategy disclosed in our study provides a route 
to high-performance solution-processed TADF OLEDs and evi-
dences the full potential of dendrimers as emissive materials.

8. Experimental Section
Synthesis: The procedures for the synthesis of the TADF dendrimer 

and the corresponding characterization are reported in the Supporting 
Information.

Sample Preparation and Photophysical Characterization: All solution 
samples were prepared in high-performance liquid chromatography 
(HPLC) grade solvents with varying concentrations on the order of 10−5 or 
10−6 m for absorption and emission studies. Films were prepared by spin-
coating 10 mg mL−1 of chloroform solutions of dendrimers. Absorption 
spectra were recorded at RT using a Shimadzu UV1800 double-beam 
spectrophotometer. Steady-state emission spectra and phosphorescence 
spectra were obtained using a Jasco FP-8600 spectrofluorometer. The 
time-resolved emission measurements were obtained using the iCCD 
camera by exponentially increasing delay and gating times where the 
gating time was kept lower by ten times compared to the delay time. 
All measurements were recorded under vacuum unless otherwise stated. 
Full details are presented in the Supporting Information.

Figure 4. Electroluminescence characteristics of host-free OLEDs using tBuCz2pTRZ, tBuCz2mTRZ, and tBuCz2m2pTRZ as emitters. a) Device con-
figuration. b) Normalized electroluminescence spectra. c) Current density and luminance versus driving voltage characteristics. d) EQE versus bright-
ness for tBuCz2pTRZ-based (black), tBuCz2mTRZ-based (red), and tBuCz2m2pTRZ (blue)-based devices (the photos shown from bottom left to right 
are for tBuCz2pTRZ-, tBuCz2mTRZ-, and tBuCz2m2pTRZ-based devices, respectively). e) Statistical histogram of EQEmax for tBuCz2m2pTRZ-based 
OLEDs. f) The EQEmax of all reported solution-processed host-free TADF OLEDs as a function of wavelength. All the data for devices are summarized 
in Table S8 (Supporting Information).

Table 2. Summary of device performance.

Device No.a) Emitting layer λEL [nm] FWHMb) [nm] Von
c) [V] CEmax [cd A−1] PEmax [lm W−1] EQEmax [%] EQE100 [%] EQE500 [%] CIE (x,y)

1 tBuCz2pTRZ 500 95 3.1 49.4 45.7 18.5 16.1 10.3 0.23, 0.46

2 tBuCz2mTRZ 516 95 3.3 59.9 52.2 19.9 12.0 6.4 0.27, 0.53

3 tBuCz2m2pTRZ 540 97 3.1 98.8 91.3 28.7 21.2 14.3 0.37, 0.57

4 tBuCz2m2pTRZ+ 
30 wt% OXD-7

540 97 3.1 95.4 88.1 28.4 26.4 22.7 0.37, 0.57

a)The device structure is ITO/PEDOT:PSS (35 nm)/dendrimer (40 nm)/TmPyPB (40 nm)/LiF (1 nm)/Al (100 nm); b)Full wavelength at highest maximum; c)At the luminance 
of 1 cd m−2.
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OLED Fabrication: The OLED devices were fabricated using a bottom-
emitting architecture. A prepatterned ITO glass substrate was used 
as the anode. PEDOT:PSS8000 was spin-coated onto the clean ITO 
substrate as a hole-injection layer, then the 10  mg mL−1 dendrimers in 
chlorobenzene solution were spin-coated to form the EML. TmPyPB, 
LiF, and Al were each subsequently vacuum-deposited onto EML. More 
details are shown in the Supporting Information.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Figure 5. Electroluminescence characteristics of the OLED based on a tBuCz2m2pTRZ:30 wt% OXD-7 EML. a) Device configuration. b) Normalized 
electroluminescence spectra. c) Current efficiency and power efficiency versus current density. d) EQE versus brightness (comparison with the device 
without doping OXD-7 in the EML).

231



www.advmat.dewww.advancedsciencenews.com

2110344 (11 of 11) © 2022 The Authors. Advanced Materials published by Wiley-VCH GmbHAdv. Mater. 2022, 2110344

[1] a) Y.  Tao, K.  Yuan, T.  Chen, P.  Xu, H.  Li, R.  Chen, C.  Zheng, 
L. Zhang, W. Huang, Adv. Mater. 2014, 26, 7931; b) Y.  Im, M. Kim, 
Y. J. Cho, J.-A. Seo, K. S. Yook, J. Y. Lee, Chem. Mater. 2017, 29, 1946; 
c) M. Y.  Wong, E.  Zysman-Colman, Adv. Mater. 2017, 29, 1605444; 
d) Z. Yang, Z. Mao, Z. Xie, Y. Zhang, S. Liu, J. Zhao, J. Xu, Z. Chi, 
M. P. Aldred, Chem. Soc. Rev. 2017, 46, 915; e) X. Cai, S. J. Su, Adv. 
Funct. Mater. 2018, 28, 1802558; f) Y.  Liu, C.  Li, Z.  Ren, S.  Yan, 
M. R.  Bryce, Nat. Rev. Mater. 2018, 3, 18020; g) Y.  Zou, S.  Gong, 
G.  Xie, C.  Yang, Adv. Opt. Mater. 2018, 6, 1800568; h) X.  Liang, 
Z.-L. Tu, Y.-X. Zheng, Chem. - Eur. J. 2019, 25, 5623.

[2] H.  Uoyama, K.  Goushi, K.  Shizu, H.  Nomura, C.  Adachi, Nature 
2012, 492, 234.

[3] a) W.  Zeng, H. Y.  Lai, W. K.  Lee, M.  Jiao, Y. J.  Shiu, C.  Zhong, 
S. Gong, T. Zhou, G. Xie, M. Sarma, K. T. Wong, C. C. Wu, C. Yang, 
Adv. Mater. 2017, 30, 1704961; b) Y.  Yuan, Y.  Hu, Y.-X.  Zhang, 
J.-D.  Lin, Y.-K.  Wang, Z.-Q.  Jiang, L.-S.  Liao, S.-T.  Lee, Adv. Funct. 
Mater. 2017, 27, 1700986; c) J.-X.  Chen, K.  Wang, C.-J.  Zheng, 
M. Zhang, Y.-Z. Shi, S.-L. Tao, H. Lin, W. Liu, W.-W. Tao, X.-M. Ou, 
X.-H.  Zhang, Adv. Sci. 2018, 5, 1800436; d) J.-X.  Chen, W.-W.  Tao, 
W.-C.  Chen, Y.-F.  Xiao, K.  Wang, C.  Cao, J.  Yu, S.  Li, F.-X.  Geng, 
C. Adachi, C.-S. Lee, X.-H. Zhang, Angew. Chem., Int. Ed. 2019, 58, 
14660; e) Y. Zhang, D. Zhang, T. Huang, A. J. Gillett, Y. Liu, D. Hu, 
L. Cui, Z. Bin, G. Li, J. Wei, Angew. Chem., Int. Ed. 2021, 60, 20498.

[4] a) T.-L.  Wu, M.-J.  Huang, C.-C.  Lin, P.-Y.  Huang, T.-Y.  Chou, 
R.-W.  Chen-Cheng, H.-W.  Lin, R.-S.  Liu, C.-H.  Cheng, Nat. Photo-
nics 2018, 12, 235; b) Y.  Im, J. Y.  Lee, J. Inf. Disp. 2017, 18, 101; 
c) Y. Zhang, D. Zhang, J. Wei, X. Hong, Y. Lu, D. Hu, G. Li, Z. Liu, 
Y. Chen, L. Duan, Angew. Chem., Int. Ed. 2020, 132, 17652.

[5] a) D. H.  Ahn, S. W.  Kim, H.  Lee, I. J.  Ko, D.  Karthik, J. Y.  Lee, 
J. H. Kwon, Nat. Photonics 2019, 13, 540; b) Y. Kondo, K. Yoshiura, 
S.  Kitera, H.  Nishi, S.  Oda, H.  Gotoh, Y.  Sasada, M.  Yanai, 
T.  Hatakeyama, Nat. Photonics 2019, 13, 678; c) Q.  Zhang, B.  Li, 
S. Huang, H. Nomura, H. Tanaka, C. Adachi, Nat. Photonics 2014, 
8, 326.

[6] Y. Xie, Z. Li, J. Polym. Sci., Part A: Polym. Chem. 2017, 55, 575.
[7] a) X.-K.  Chen, S.-F.  Zhang, J.-X.  Fan, A.-M.  Ren, J. Phys. Chem. 

C 2015, 119, 9728; b) J.  Gibson, A. P.  Monkman, T. J.  Penfold,  
ChemPhysChem 2016, 17, 2956; c) J.  Eng, J.  Hagon, T. J.  Penfold,  
J. Mater. Chem. C 2019, 7, 12942.

[8] a) K. Albrecht, K. Matsuoka, K. Fujita, K. Yamamoto, Angew. Chem., 
Int. Ed. 2015, 54, 5677; b) X. Ban, W. Jiang, T. Lu, X.  Jing, Q. Tang, 
S. Huang, K. Sun, B. Huang, B. Lin, Y. Sun, J. Mater. Chem. C 2016, 
4, 8810; c) Y. Li, G. Xie, S. Gong, K. Wu, C. Yang, Chem. Sci. 2016, 
7, 5441; d) J. Luo, S. Gong, Y. Gu, T. Chen, Y. Li, C. Zhong, G. Xie, 
C. Yang, J. Mater. Chem. C 2016, 4, 2442; e) K. Albrecht, K. Matsuoka, 
D.  Yokoyama, Y.  Sakai, A.  Nakayama, K.  Fujita, K.  Yamamoto, 
Chem. Commun. 2017, 53, 2439; f) X. Ban, W. Jiang, K. Sun, B. Lin, 

Y. Sun, ACS Appl. Mater. Interfaces 2017, 9, 7339; g) Y. Li, T. Chen, 
M.  Huang, Y.  Gu, S.  Gong, G.  Xie, C.  Yang, J. Mater. Chem. C 
2017, 5, 3480; h) M. Godumala, S. Choi, H. J. Kim, C. Lee, S. Park, 
J. S. Moon, K. S. Woo, J. H. Kwon, M. J. Cho, D. H. Choi, J. Mater. 
Chem. C 2018, 6, 1160; i) K.  Matsuoka, K.  Albrecht, A.  Nakayama, 
K. Yamamoto, K. Fujita, ACS Appl. Mater. Interfaces 2018, 10, 33343.

[9] S.  Hirata, Y.  Sakai, K.  Masui, H.  Tanaka, S. Y.  Lee, H.  Nomura, 
N. Nakamura, M. Yasumatsu, H. Nakanotani, Q. Zhang, K. Shizu, 
H. Miyazaki, C. Adachi, Nat. Mater. 2015, 14, 330.

[10] K.  Albrecht, K.  Matsuoka, K.  Fujita, K.  Yamamoto, Mater. Chem. 
Front. 2018, 2, 1097.

[11] a) K. Sun, Y. Sun, D. Liu, Y. Feng, X. Zhang, Y. Sun, W. Jiang, Dyes 
Pigm. 2017, 147, 436; b) K.  Sun, Y.  Sun, W.  Tian, D.  Liu, Y.  Feng, 
Y. Sun, W. Jiang, J. Mater. Chem. C 2018, 6, 43.

[12] a) T. Matulaitis, P. Imbrasas, N. A. Kukhta, P. Baronas, T. Bučiūnas, 
D.  Banevičius, K.  Kazlauskas, J. V.  Gražulevičius, S.  Juršėnas, 
J. Phys. Chem. C 2017, 121, 23618; b) R. Braveenth, K. Y. Chai, Mate-
rials 2019, 12, 2646.

[13] W.-L.  Tsai, M.-H.  Huang, W.-K.  Lee, Y.-J.  Hsu, K.-C.  Pan, 
Y.-H. Huang, H.-C. Ting, M. Sarma, Y.-Y. Ho, H.-C. Hu, C.-C. Chen, 
M.-T. Lee, K.-T. Wong, C.-C. Wu, Chem. Commun. 2015, 51, 13662.

[14] H. Liu, J. Zeng, J. Guo, H. Nie, Z. Zhao, B. Z. Tang, Angew. Chem., 
Int. Ed. 2018, 57, 9290.

[15] Z. Huang, Z. Bin, R. Su, F. Yang, J. Lan, J. You, Angew. Chem., Int. 
Ed. 2020, 59, 9992.

[16] D.  Liu, W.  Tian, Y.  Feng, X.  Zhang, X.  Ban, W.  Jiang, Y.  Sun, ACS 
Appl. Mater. Interfaces 2019, 11, 16737.

[17] T. Huang, W. Jiang, L. Duan, J. Mater. Chem. C 2018, 6, 5577.
[18] D. Sun, R. Saxena, X. Fan, S. Athanasopoulos, E. Duda, M. Zhang, 

S. Bagnich, X. Zhang, A. Köhler, E. Zysman-Colman, Adv. Sci. 2022, 
https://doi.org/10.1002/advs.202201470.

[19] J. Gibson, T. Penfold, Phys. Chem. Chem. Phys. 2017, 19, 8428.
[20] A. M. Nardes, M. Kemerink, M. M. de Kok, E. Vinken, K. Maturova, 

R. A. J. Janssen, Org. Electron. 2008, 9, 727.
[21] E.  Duda, D.  Hall, S.  Bagnich, C. L.  Carpenter-Warren, R.  Saxena, 

M. Y. Wong, D. B. Cordes, A. M. Z. Slawin, D. Beljonne, Y. Olivier, 
E. Zysman-Colman, A. Köhler, J. Phys. Chem. B 2022, 126, 552.

[22] P.-I. Shih, C.-L. Chiang, A. K. Dixit, C.-K. Chen, M.-C. Yuan, R.-Y. Lee, 
C.-T. Chen, E. W.-G. Diau, C.-F. Shu, Org. Lett. 2006, 8, 2799.

[23] G.  Wypych, Handbook of Solvents, ChemTec Publishing, Toronto, 
Canada 2001.

[24] a) H. Noda, X.-K. Chen, H. Nakanotani, T. Hosokai, M. Miyajima, 
N.  Notsuka, Y.  Kashima, J.-L.  Brédas, C.  Adachi, Nat. Mater. 
2019, 18, 1084; b) L.-S. Cui, A. J. Gillett, S.-F. Zhang, H. Ye, Y.  Liu, 
X.-K.  Chen, Z.-S.  Lin, E. W.  Evans, W. K.  Myers, T. K.  Ronson, 
H.  Nakanotani, S.  Reineke, J.-L.  Bredas, C.  Adachi, R. H.  Friend, 
Nat. Photonics 2020, 14, 636.

232



Supporting Information

for Adv. Mater., DOI: 10.1002/adma.202110344

Thermally Activated Delayed Fluorescent Dendrimers
that Underpin High-Efficiency Host-Free Solution-
Processed Organic Light-Emitting Diodes

Dianming Sun,* Eimantas Duda, Xiaochun Fan, Rishabh
Saxena, Ming Zhang, Sergey Bagnich, Xiaohong
Zhang,* Anna Köhler,* and Eli Zysman-Colman*

233



S1 

Supporting Information 

Thermally Activated Delayed Fluorescent Dendrimers that Underpin High-Efficiency 

Host-Free Solution-Processed Organic Light-Emitting Diodes 

Dianming Sun1,2†*, Eimantas Duda3†, Xiaochun Fan1, Rishabh Saxena3, Ming Zhang1, Sergey 

Bagnich3, Xiaohong Zhang1*, Anna Köhler3* and Eli Zysman-Colman2*

1Institute of Functional Nano & Soft Materials (FUNSOM) and Jiangsu Key Laboratory for 

Carbon-Based Functional Materials & Devices, Joint International Research Laboratory of 

Carbon-Based Functional Materials and Devices, Soochow University, Suzhou, Jiangsu 

215123, P.R. China. *E-mail: xiaohong_zhang@suda.edu.cn 

2Organic Semiconductor Centre, EaStCHEM School of Chemistry, University of St Andrews, 

St Andrews KY16 9ST, UK. *E-mail: sd235@st-andrews.ac.uk, eli.zysman-colman@st-

andrews.ac.uk 

3Soft Matter Optoelectronics, BIMF & BPI, University of Bayreuth, Universitätsstraße 30, 

95447 Bayreuth, Germany. *E-mail: anna.koehler@uni-bayreuth.de 

†These two authors contributed equally to this work. 

234



 S2 

Table of Contents 
 
 

Synthesis and characterization ............................................................................................... 3 

Morphology .............................................................................................................................. 7 

Thermal properties .................................................................................................................. 8 

Electrochemistry measurements ............................................................................................. 9 

Theoretical calculations ......................................................................................................... 10 

Calculations of four generations of tert-butylcarbazole-TRZ based derivatives ............. 19 

Photophysical measurements ................................................................................................ 21 

OLED fabrication and characterization .............................................................................. 28 

Brief summary of TADF dendrimers ................................................................................... 30 

NMR spectra ........................................................................................................................... 32 

MALDI-TOF-Mass spectra ................................................................................................... 45 

Elemental analysis reports .................................................................................................... 48 

Reference ................................................................................................................................ 54 

 

  

235



 S3 

Synthesis and characterization 

 

All solvents and reagents were purchased and used as received. Air-sensitive reactions were 

performed under a nitrogen atmosphere using Schlenk techniques. Flash column 

chromatography was carried out using silica gel (Silia-P from Silicycle, 60 Å, 40-63 µm). 

Analytical thin-layer-chromatography (TLC) was performed with silica plates with aluminum 

backings (250 µm with F-254 indicator). Bio-Beads® SX3 resin was used to fill a 1.4 meter-

length GPC column for the further purification of the target dendrimers. TLC visualization was 

accomplished by 254/365 nm UV lamp. 1H, 13C, 19F and 2D NMR spectra were recorded on a 

Bruker Advance spectrometer. The following abbreviations have been used for multiplicity 

assignments: “s” for singlet, “d” for doublet, “dd” for doublet of doublets, “t” for triplet, “m” 

for multiplet, and “brs” for broad singlet. Deuterated chloroform (CDCl3) was used as the 

solvent of record. Matrix Assisted Laser Desorption/Ionization-Time of Flight-Mass 

Spectrometry (MALDI-TOF-MS) was performed by Bruker autoflex MALDI-TOF mass 

spectrometer. High-resolution mass spectrometry (HRMS) was performed by BSRC Mass 

Spectrometry Facility, St Andrews. Elemental analyses were performed by Mr. Stephen Boyer, 

London Metropolitan University. Melting points were measured using open-ended capillaries 

on an Electrothermal 1101D Mel-Temp apparatus.  

 

Detailed synthetic routes and procedures of the target compounds are outlined as below. 
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Scheme S1. Synthetic route for tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ. 
 
 

Synthesis of 2,4-bis(4-fluorophenyl)-6-phenyl-1,3,5-triazine (1). 

A mixture of (4-fluorophenyl)boronic acid (559 mg, 4 mmol, 2 equiv.), 2,4-dichloro-6-phenyl-

1,3,5-triazine (452 mg, 2 mmol, 1 equiv.) and tetrakis(triphenylphosphine)palladium(0) (115 

mg, 0.1 mmol, 0.25 equiv.) in degassed THF (20 mL), and 2M K2CO3 (5 mL) aqueous solution 

was refluxed for 12 h. After cooling to room temperature, the resulting precipitate was filtered 

and washed with both water and THF (each 3×20 mL). Then the collected precipitate was dried 

in a desiccator to afford a white solid (420 mg). Yield: 61%. Rƒ: 0.6 (Hexane: DCM=2:1). Mp: 

254-255 oC; Litt:[1] 253-255 oC.  1H NMR (400 MHz, CDCl3) δ (ppm): 8.82 (m, 6H), 7.65 

(m, 3H), 7.29 (m, 4H). 19F NMR (376 MHz, CDCl3) δ (ppm): -106.93. 13C NMR (100 MHz, 

CDCl3) δ (ppm): 171.66, 170.67, 167.12, 164.60, 135.99, 132.69, 132.29, 131.35, 128.95, 

115.87. HRMS-ESI (m/z): [M+H]+ Calcd. for C21H14F2N3: 346.1156, Found: 346.1149. Anal. 
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Calcd. For C21H13F2N3 (%): C 73.04, H 3.79, N 12.17; Found: C 73.28, H 3.67, N 12.10. The 

characterization matches well with that reported in the literature.[1-2] 

 

Synthesis of 2,4-bis(3-fluorophenyl)-6-phenyl-1,3,5-triazine (2). 

A similar procedure to compound 1 was employed to afford a white solid (390 mg). Yield: 

57%. Rƒ: 0.6 (Hexane: DCM=2:1). Mp: 256-257 oC.  1H NMR (400 MHz, CDCl3) δ (ppm): 

8.80 (dt, J1=6.7 Hz, J2=1.5 Hz, 2H), 8.61 (dt, J1=8 Hz, J2=1.3 Hz, 2H), 8.49 (dq, J1=10 Hz, 

J2=1.5 Hz, 2H), 7.67 (m, 5H), 7.37 (t, J=8.3 Hz, 2H). 19F NMR (376 MHz, CDCl3) δ (ppm): 

-112.56. 13C NMR (100 MHz, CDCl3) δ (ppm): 171.95, 170.78, 164.38, 161.94, 138.42, 

135.69, 132.90, 130.28, 129.04, 124.67, 119.70, 115.84. HRMS-ESI (m/z): [M+H]+ Calcd. 

for C21H14F2N3: 346.1156, Found: 346.1149. Anal. Calcd. For C21H13F2N3 (%): C 73.04, H 

3.79, N 12.17; Found: C 73.69, H 3.61, N 12.17. 

 

Synthesis of 2,4-bis(3,4-difluorophenyl)-6-phenyl-1,3,5-triazine (3). 

A similar procedure to compound 1 was employed to afford a white solid (630 mg). Yield: 

83%. Rƒ: 0.65 (Hexane: DCM=2:1).  Mp: decomposes at 305 oC before melting. 1H NMR 

(400 MHz, CDCl3) δ (ppm): 8.76 (d, J=7.6 Hz, 2H), 8.62 (t, J=10.7 Hz, 4H), 7.67 (m, 3H), 

7.42 (q, J=8.6 Hz, 2H). 19F NMR (376 MHz, CDCl3) δ (ppm): -131.00 (d), -136.61 (d). Anal. 

Calcd. For C21H11F4N3 (%): C 66.14, H 2.91, N 11.02; Found: C 66.16, H 2.83, N 10.84. 

 

Synthesis of 9',9''''-((6-phenyl-1,3,5-triazine-2,4-diyl)bis(4,1-phenylene))bis(3,3'',6,6''-

tetra-tert-butyl-9'H-9,3':6',9''-tercarbazole) (tBuCz2pTRZ). 

Under nitrogen, a mixture of 3,3'',6,6''-tetrakis(tert-butyl-9'H-9,3':6',9''-tercarbazole) (794 mg, 

1.1 mmol, 4.4 equiv.), 2,4-bis(3,4-difluorophenyl)-6-phenyl-1,3,5-triazine (95 mg, 0.25 mmol, 

1 equiv.) and cesium carbonate (652 mg, 2 mmol, 8 equiv.) in dry DMF (20 ml) was reflux for 
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24 h. After cooling to room temperature, the reaction was extracted with chloroform and 

washed with water (3 × 30 mL). The organic phase was dried over Na2SO4 and concentrated 

under reduced pressure. The crude product was purified by column chromatography on silica 

gel using 1:20 dichloromethane/hexane as eluent and then further purification was performed 

with preparative GPC column using THF as eluent to afford a yellow solid (251 mg). Yield: 

58%. Rƒ: 0.5 (Hexane: DCM=2:1).  1H NMR (400 MHz, CDCl3) δ (ppm): 9.23 (d, J=8.6 Hz, 

4H), 8.95 (dd, J1=6.4 Hz, J2=1.5 Hz, 2H), 8.31 (d, J=2Hz, 4H), 8.20 (d, J=1.7Hz, 8H), 8.07 (d, 

J=8.7 Hz, 4H), 7.85 (d, J=8.6Hz, 4H), 7.72 (dd, J1=6.8 Hz, J2=2Hz, 7H), 7.52 (dd, J1=6.9 Hz, 

J2=1.9Hz, 8H), 7.41 (d, J=8.6Hz, 8H), 1.50 (s, 72H). 13C NMR (100 MHz, CDCl3) δ (ppm): 

172.16, 171.08, 142.66, 141.32, 140.10, 139.94, 135.96, 135.48, 131.39, 131.05, 129.16, 

128.90, 126.94, 126.19, 124.46, 123.64, 123.18, 119.45, 116.28, 111.31, 109.09, 34.77, 32.08. 

MALDI-TOF-MS (m/z): [M]+ Calculated: 1749.41, Found: 1749.30. Anal. Calcd. For 

C125H121N9 (%): C, 85.82; H, 6.97; N, 7.21; Found: C, 85.76; H, 7.05; N, 7.19. 

 

Synthesis of 9',9''''-((6-phenyl-1,3,5-triazine-2,4-diyl)bis(3,1-phenylene))bis(3,3'',6,6''-

tetra-tert-butyl-9'H-9,3':6',9''-tercarbazole) (tBuCz2mTRZ). 

A similar procedure to tBuCz2mTRZ was employed but using 2 and 3,3'',6,6''-tetrakis(tert-

butyl-9'H-9,3':6',9''-tercarbazole). Yield: 17% (120 mg). Rƒ: 0.4 (Hexane: DCM=2:1). 1H 

NMR (400 MHz, CDCl3) δ (ppm): 9.17 (s, 2H), 9.01 (d, J=7.7Hz, 2H), 8.80 (d, J=7.7Hz, 2H), 

8.31 (s, 4H), 8.17 (s, 8H), 8.00 (d, J=7.7Hz, 2H), 7.94 (t, J=7.7Hz, 2H), 7.71 (d, J=7.7Hz, 4H), 

7.67 (d, J=7.7Hz, 5H), 7.58 (t, J=7.7Hz, 2H), 7.46 (d, J=7.7Hz, 8H), 7.38 (d, J=7.7Hz, 8H), 

1.47 (s, 72H). 13C NMR (100 MHz, CDCl3) δ (ppm): 172.3, 171.22, 142.63, 140.53, 140.14, 

138.59, 137.99, 135.61, 131.48, 131.16, 130.78, 129.18, 128.89, 128.78, 127.85, 126.17, 

124.14, 123.61, 123.17, 119.41, 116.27, 111.15, 109.10, 34.76, 32.07. MALDI-TOF-MS 

239



 S7 

(m/z): [M]+ Calculated: 1749.41, Found: 1749.28. Anal. Calcd. For C125H121N9 (%): C, 

85.82; H, 6.97; N, 7.21; Found: C, 85.71; H, 7.09; N, 7.20. 

Synthesis of 9',9'''',9''''''',9''''''''''-((6-phenyl-1,3,5-triazine-2,4-diyl)bis(benzene-4,1,2-

triyl))tetrakis(3,3'',6,6''-tetra-tert-butyl-9'H-9,3':6',9''-tercarbazole) (tBuCz2m2pTRZ). 

A similar procedure to tBuCz2mTRZ but using 3 and 3,3'',6,6''-tetrakis(tert-butyl-9'H-

9,3':6',9''-tercarbazole). Yield: 82% (695 mg). Rƒ: 0.4 (Hexane: DCM=2:1). 1H NMR (500 

MHz, CDCl3) δ (ppm): 9.72 (d, J = 2.0 Hz, 2H), 9.50 (dd, J = 8.3, 2.0 Hz, 2H), 9.03 – 8.97 

(m, 2H), 8.52 (d, J = 8.3 Hz, 2H), 8.11 (s, 16H), 8.04 (dd, J = 14.1, 2.0 Hz, 8H), 7.77 (d, J = 

7.1 Hz, 1H), 7.73 (t, J = 7.3 Hz, 2H), 7.48 (d, J = 8.6 Hz, 4H), 7.44 (d, J = 8.6 Hz, 4H), 7.34 

(ddd, J = 10.2, 8.5, 2.0 Hz, 8H), 7.10 (s, 32H), 1.36 (s, 144H). 13C NMR (126 MHz, CDCl3) 

δ (ppm): 172.86, 170.85, 142.51, 139.77, 139.20, 139.01, 137.77, 135.42, 134.67, 133.58, 

131.75, 131.49, 130.36, 129.42, 129.13, 125.26, 124.48, 124.32, 123.05, 118.91, 116.12, 

111.31, 111.20, 108.71, 77.23, 34.62, 31.98. MALDI-TOF-MS (m/z): [M]+ Calculated: 

3189.44, Found: 3189.43. Anal. Calcd. For C229H227N15 (%): C, 86.24; H, 7.17; N, 6.59; 

Found: C, 86.21; H, 7.19; N, 6.60. 

 

Morphology 

Atomic force microscopy (AFM) height map of tBuCz2pTRZ, tBuCz2mTRZ and 

tBuCz2m2pTRZ with a topographic image area of 5 × 5 μm were carried out on a Bruker 

Dimension Icon AFM equipped with Scanasyst-Air peak force tapping mode AFM tips from 

Bruker. 
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Figure S1. AFM height images of tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ spin-

coated films. 

 

Thermal properties 

Thermogravimetric analysis (TGA) was undertaken with a METTLER TOLEDO TGA/DSC 

1/1100SF instrument. The thermal stability of the samples under a nitrogen atmosphere was 

determined by measuring their weight loss while heating at a rate of 10 °C min-1 from 

ambient temperature to 650 °C. Differential scanning calorimetry (DSC) was performed on a 

TA DSC 2010 differential scanning calorimeter at a heating rate of 10 °C min-1 from 0 to 

350 °C under nitrogen atmosphere. The glass transition temperature (Tg) was not observed 

from the second heating scan.  

 

 

Figure S2. TGA curves of tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ recorded at 

a heating rate of 10 oC/min under nitrogen atmosphere. 
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Figure S3. DSC traces of tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ recorded at a 

heating rate of 10 oC/min under nitrogen atmosphere. 

 

Electrochemistry measurements 

Cyclic Voltammetry (CV) analysis and Differential pulse voltammetry (DPV) were performed 

on an Electrochemical Analyzer potentiostat model 620 D from CH Instruments. Samples were 

prepared by dissolving 5 mg of each dendrimer in dichloromethane (DCM) solution, which 

were degassed by sparging with DCM-saturated nitrogen gas for 5 minutes prior to 

measurements. All measurements were performed using 0.1 M DCM solution of tetra-n-

butylammonium hexafluorophosphate [nBu4N]PF6 as the electrolyte. An Ag/Ag+ electrode was 

used as the reference electrode while a glassy carbon electrode and a platinum wire were used 

as the working electrode and counter electrode, respectively. The redox potentials are reported 

relative to a saturated calomel electrode (SCE) with a  ferrocenium/ferrocene (Fc/Fc+) redox 

couple as the internal standard (0.46 V vs SCE).[3] The HOMO and LUMO energies were 

determined using the relation EHOMO/LUMO = −(Eox/Ered + 4.8) eV, where Eox and Ered are the 

peak values of anodic and cathodic potentials, respectively calculated from DPV relative to 

Fc/Fc+.[4] 
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Figure S4. Cyclic voltammogram (CV) and differential pulse voltammetry (DPV) of 

tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ in degassed DCM with 0.1 M 

[nBu4N]PF6 as the supporting electrolyte and Fc/Fc+ as the internal reference (0.46 V vs SCE 

[3]). 

 

Table S1. Electrochemical data and theoretical properties of tBuCz2pTRZ, tBuCz2mTRZ 
and tBuCz2m2pTRZ 
 Electrochemical potential a Theoretical e 
  Eox

b 

/ V 
Ered

c 

/ V 
DEH-L 

d 

/ V 
HOMO 
/ eV 

LUMO 
/ eV 

f f S1 T1 DEST 

/ eV 
tBuCz2pTRZ 1.07 1.67 2.74 -5.28 -2.20 0.26 2.70 2.62 0.08 
tBuCz2mTRZ 1.07 1.67 2.74 -5.25 -2.25 0.00 2.62 2.58 0.04 
tBuCz2m2pTRZ 1.07 1.54 2.61 -5.15 -2.33 0.10 2.46 2.37 0.09 
a Potential values were obtained from the DPV peak values and referenced with respect to SCE 
(Fc/Fc+ = 0.46 eV [3]), the measurement was performed in DCM; b Oxidation potential calculated 
from the DPV peak value; c Reduction potential calculated from the DPV peak value; d DE H-L = Eox-
Ered; e Calculated in the gas phase at PBE0/6-31G(d,p) level; f Calculated oscillator strength of S1. 

 
 

Theoretical calculations 

The ground state optimization was carried out at the Density Functional Theory (DFT) level 

with Gaussian 093 using the PBE0 functional[5] and the 6-31G(d,p) basis set[6] under vacuum. 

Excited state calculations have been performed at Time-Dependent DFT (TD-DFT) within the 

Tamm-Dancoff approximation (TDA)[7] using the same functional and basis set as for ground 
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state geometry optimization. This methodology has been proven to show quantitative estimate 

of DEST in comparison to experiments.[8] 

 

 

Figure S5. Simulated absorption spectra of a) tBuCz2pTRZ, b) tBuCz2mTRZ and c) 

tBuCz2m2pTRZ as calculated at the TDA-PBE0/6-31G(d,p) level in the gas phase. 
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Figure S6. Optimized molecular structures of a) tBuCz2pTRZ, b) tBuCz2mTRZ and c) 

tBuCz2m2pTRZ in the ground state and d) energy level diagram for HOMO (H), HOMO-1 

(H-1), LUMO (L), LUMO+1 (L+1), singlet (S1, S2), triplet energy (T1, T2) and oscillator 

strength (f).  
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Figure S7. Calculated distribution of molecular orbitals for tBuCz2pTRZ, tBuCz2mTRZ and 

tBuCz2m2pTRZ. (isovalue= 0.02) 
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Figure S8. Pictorial representation of the natural transition orbitals (NTO) describing the S1 / 

T1 states for tBuCz2pTRZ, as calculated at the TDA-PBE0/6-31G(d,p) level. σ refers to the 

weight of the illustrated hole-particle contribution to the excitation. f indicates the oscillator 

strength and ES/ ET are the calculated first singlet/ triplet energy. 
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Figure S9. Pictorial representation of the natural transition orbitals (NTO) describing the S1 / 

T1 states for tBuCz2mTRZ, as calculated at the TDA-PBE0/6-31G(d,p) level. σ refers to the 

weight of the illustrated hole-particle contribution to the excitation. f indicates the oscillator 

strength and ES/ ET are the calculated first singlet/ triplet energy. 
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Figure S10. Pictorial representation of the natural transition orbitals (NTO) describing the S1 

/ T1 states for tBuCz2m2pTRZ, as calculated at the TDA-PBE0/6-31G(d,p) level. σ refers to 

the weight of the illustrated hole-particle contribution to the excitation. f indicates the oscillator 

strength and ES/ ET are the calculated first singlet/ triplet energy. 
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Table S2. Selected low energy vertical transitions with corresponding oscillator strengths (f) and character 
assignments for compound tBuCz2pTRZ calculated at the PBE0/6-31G(d,p) theory level. 
State E / eV f Main contribution 

T1 2.62 0 H-1->LUMO (16%), HOMO->LUMO (58%), HOMO->L+1 (12%) 
T2 2.64 0 H-1->LUMO (57%), H-1->L+1 (13%), HOMO->LUMO (17%) 
S1 2.70 0.2554 H-1->LUMO (20%), HOMO->LUMO (69%) 
S2 2.74 0.0651 H-1->LUMO (71%), HOMO->LUMO (21%) 
T3 2.83 0 HOMO->LUMO (15%), HOMO->L+1 (81%) 
T4 2.84 0 H-1->LUMO (16%), H-1->L+1 (78%) 
S3 2.84 0.0117 HOMO->L+1 (82%) 
T5 2.85 0 H-2->LUMO (87%) 
S4 2.85 0.0103 H-1->L+1 (79%) 
T6 2.86 0 H-3->LUMO (89%) 
S5 2.86 0.0060 H-2->LUMO (89%) 
S6 2.87 0.0057 H-3->LUMO (92%) 
T7 2.99 0 H-2->L+1 (90%) 
S7 2.99 0.0006 H-2->L+1 (92%) 
T8 3.00 0 H-3->L+1 (91%) 
S8 3.00 0.0004 H-3->L+1 (93%) 

Table S3. Selected low energy vertical transitions with corresponding oscillator strengths (f) and character 
assignments for compound tBuCz2mTRZ calculated at the PBE0/6-31G(d,p) theory level. 
State E / eV f Main contribution 

T1 2.58 0 HOMO->LUMO (76%), HOMO->L+1 (17%) 
T2 2.60 0 H-1->LUMO (88%) 
S1 2.62 0.0018 HOMO->LUMO (85%), HOMO->L+1 (12%) 
S2 2.63 0.0043 H-1->LUMO (94%) 
T3 2.71 0 HOMO->LUMO (19%), HOMO->L+1 (77%) 
S3 2.72 0.0052 HOMO->LUMO (12%), HOMO->L+1 (84%) 
T4 2.75 0 H-1->L+1 (87%) 
S4 2.75 0.0022 H-1->L+1 (91%) 
T5 2.77 0 H-2->LUMO (89%), H-2->L+1 (10%) 
S5 2.77 0.0001 H-2->LUMO (89%) 
T6 2.79 0 H-3->LUMO (92%) 
S6 2.79 0.0009 H-3->LUMO (92%) 
T7 2.86 0 H-2->L+1 (88%) 
S7 2.86 0.0006 H-2->L+1 (88%) 
T8 2.90 0 H-3->L+1 (96%) 
S8 2.90 0.0002 H-3->L+1 (95%) 
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Table S4. Selected low energy vertical transitions with corresponding oscillator strengths (f) and character 
assignments for compound tBuCz2m2pTRZ calculated at the PBE0/6-31G(d,p) theory level. 
State E / eV f Main contribution 

T1 2.37 0 HOMO->LUMO (50%), HOMO->L+1 (26%) 
T2 2.40 0 H-1->LUMO (76%) 
S1 2.46 0.0950 HOMO->LUMO (71%), HOMO->L+1 (17%) 
S2 2.48 0.0370 H-1->LUMO (83%) 
T3 2.53 0 H-3->LUMO (89%) 
T4 2.54 0 H-2->LUMO (62%), H-2->L+1 (21%) 
T5 2.56 0 HOMO->LUMO (30%), HOMO->L+1 (59%) 
S3 2.57 0.0225 H-3->LUMO (12%), HOMO->LUMO (16%), HOMO->L+1 (62%) 
S4 2.57 0.0834 H-3->LUMO (59%), H-2->LUMO (12%), HOMO->L+1 (15%) 
S5 2.60 0.0354 H-3->LUMO (19%), H-2->LUMO (62%), H-2->L+1 (13%) 
T6 2.63 0 H-1->L+1 (83%) 
S6 2.64 0.0016 H-1->L+1 (84%) 
T7 2.68 0 H-4->LUMO (80%) 
T8 2.69 0 H-2->LUMO (26%), H-2->L+1 (65%) 
S7 2.69 0.0290 H-4->LUMO (54%), H-2->L+1 (23%) 
S8 2.70 0.0045 H-4->LUMO (26%), H-2->LUMO (10%), H-2->L+1 (52%) 
T9 2.71 0 H-5->LUMO (71%), H-5->L+1 (17%) 
T10 2.72 0 H-3->L+1 (71%) 
S9 2.73 0.0096 H-5->LUMO (74%), H-5->L+1 (10%) 
S10 2.73 0.0003 H-4->LUMO (11%), H-3->L+1 (69%) 
T11 2.75 0 H-7->LUMO (85%) 
T12 2.76 0 H-6->LUMO (75%), H-6->L+1 (16%) 
S11 2.78 0.0079 H-7->LUMO (57%), H-6->LUMO (32%) 
S12 2.78 0.0049 H-7->LUMO (37%), H-6->LUMO (46%) 
T13 2.80 0 H-6->L+1 (19%), H-5->LUMO (15%), H-5->L+1 (53%) 
S13 2.80 0.0028 H-6->L+1 (19%), H-5->LUMO (10%), H-5->L+1 (58%) 
T14 2.83 0 H-4->L+1 (83%) 
S14 2.83 0.0001 H-4->L+1 (82%) 
T15 2.88 0 H-6->LUMO (19%), H-6->L+1 (52%), H-5->L+1 (12%) 
S15 2.89 0.0018 H-6->LUMO (10%), H-6->L+1 (64%), H-5->L+1 (20%) 
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Calculations of four generations of tert-butylcarbazole-TRZ based derivatives 

 

Figure S11. Optimized molecular structures and excited state energy levels for tert-

butylcarbazole-triphenyltriazine derivatives: G1tBuCzTRZ, G2tBuCzTRZ, G3tBuCzTRZ 

and G4tBuCzTRZ. 

 

Figure S12. Calculated S1 and T1, oscillator strength (f) for the four model compounds: 

G1tBuCzTRZ, G2tBuCzTRZ, G3tBuCzTRZ and G4tBuCzTRZ.  
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Figure S13. Calculated distribution of molecular orbitals for the four model compounds, which 

are based on increasing generations of tert-butylcarbazole dendrons from G1 to G4. 

G1tBuCzTRZ, G2tBuCzTRZ, G3tBuCzTRZ and G4tBuCzTRZ from left to right. 
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Photophysical measurements 

Absorption spectra were recorded at RT using a Shimadzu UV1800 double beam 

spectrophotometer. Molar absorptivity determination was verified by linear least-squares fit of 

values obtained from at least five independent solutions at varying concentrations on the order 

of 10-4 to 10-6 M. Steady-state emission spectra and phosphorescence spectra were obtained 

using a Jasco FP-8600 spectrofluorometer. The time-resolved emission measurements were 

obtained using the iCCD camera by exponentially increasing delay and gating times where the 

gating time is kept lower by 10 times compared to the delay time. Samples were excited at 355 

nm by a q-switched laser from QS Lasers (MPL15100-DP). Emission from the samples was 

focused onto a spectrograph (Oriel MS257) and detected on a gated iCCD camera (iStar A-

DH334T-18F-03). The measurements were recorded under vacuum unless otherwise stated. 

Thin film PLQY measurements were performed using an integrating sphere in a Hamamatsu 

C9920-02 system. Samples were excited by a xenon lamp coupled to a monochromator. The 

output was then fed into the integrating sphere via a fiber, exciting the sample. PL was collected 

with a multimode fiber and detected with a back-thinned CCD. The thin film PLQY were 

measured under N2 using an integrating sphere. 
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Figure S14. Molar absorptivity measured in toluene and solvatochromism PL study with 

spectra normalized by the integrated area (lexc = 340 nm; 3´10-5 M) presented using a log scale. 

(The emission at 680 nm arises from the second harmonic of the laser source.) 
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Figure S15. Energy diagrams of excited states. a) In toluene; b) In neat film. Black, 

tBuCz2pTRZ; red, tBuCz2mTRZ; blue, tBuCz2m2pTRZ. 

 
Table S5. Summary of PL maxima in solvatochromic study of tBuCz2pTRZ, tBuCz2mTRZ and 
tBuCz2m2pTRZ 

Solvent λPL 
a 

/ nm 
tBuCz2pTRZ tBuCz2mTRZ tBuCz2m2pTRZ 

Hexane (Hex) 432 439 511 
Toluene (Tol) 471 492 517 
Diethyl ether (Et2O) 497 509 535 
Ethyl acetate (EA) 524 546 560 
THF 531 550 570 
CHCl3 559 574 586 
a Peak value of PL spectra obtained under aerated conditions at 300 K, concentration of 3×10-5 M, λexc = 330 
nm. 

 
 
Table S6. Optoelectronic properties of tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ in 
toluene 

 λabs 
a 

/ nm 
ε 
/ ×103 M-1 cm-1 

λPL
b 

/ nm 
FPL

c 

/ % 
FPL

d 

/ % 
DEST 

e
 

/ eV 

tBuCz2pTRZ 334/349/377 5.9/5.6/3.6 471 88 65 0.09 
tBuCz2mTRZ 335/349/374 4.3/4.0/0.7 492 33 9 0.06 

tBuCz2m2pTRZ 335/348/373/412 76.4/71.9/18.7/14.4 517 62 37 0.04 
a UV–vis absorption; b PL in toluene degassing with N2; c Photoluminescence quantum yield in 
toluene degassing with N2 by integrating sphere; d Photoluminescence quantum yield in air by 
integrating sphere; e Energy gap between S1 and T1 calculated from the difference of the onsets of 
the fluorescence and phosphorescence spectra in toluene glass at 5 K. 
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Figure S16. Steady-state emission and phosphorescence spectrum with 70 ms delay at 77 K of 

2GtBuCz in toluene. (λexc=340 nm) 

 

 

Figure S17. Temperature-dependent time-resolved PL decay of tBuCz2pTRZ in neat film. a) 

The intensity of delayed emission doesn’t show any change; b) The intensity of delayed 

emission decreases slightly upon cooling. The decays were obtained by integrating each time-

resolved spectrum across the full spectral range. (λexc = 355 nm; Q-switched Nd:YAG laser) 
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Figure S18. Temperature-dependent time-resolved PL decay of tBuCz2mTRZ in neat film. 

a) The intensity of delayed emission is almost independent of temperature; b) The intensity of 

delayed emission decreases upon cooling. The decays were obtained by integrating each time-

resolved spectrum across the full spectral range. (λexc = 355 nm; Q-switched Nd:YAG laser) 

 

 

Figure S19. Temperature-dependent time-resolved PL decay of tBuCz2m2pTRZ in neat film. 

a) The intensity of delayed emission is almost independent of temperature; b) The intensity of 

delayed emission decreases slightly upon cooling. The decays were obtained by integrating 

each time-resolved spectrum across the full spectral range. (λexc = 355 nm; Q-switched 

Nd:YAG laser) 
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Figure S20. Temperature-dependent time-resolved PL decay and single exponential fitting of 

prompt and delayed emission regime for tBuCz2pTRZ, tBuCz2mTRZ and tBuCz2m2pTRZ 

in neat film at 300K. 

 

 

Table S7. RISC-related parameters of tBuCz2pTrz, tBuCz2mTrz and tBuCz2m2pTrz in neat 
films. 

 𝚽PL
(a) 𝚽DF/	𝚽PF

(b) 𝝉PF
(c) 𝝉DF

(d) 𝚽ISC
(e) 𝒌ISC

(f) 𝒌rISC
(g) 

/ %  / ns / µs  / ×107, s-1 / ×106, s-1 
tBuCz2pTRZ 61 0.15 11 1.2 0.47 4.3 0.3 
tBuCz2mTRZ 59 1.3 52 1.1 0.74 1.4 1.6 
tBuCz2m2pTRZ 86 0.4 31 1.1 0.39 1.2 0.9 
(a) total PLQY (λexc = 340 nm); (b) ratio of the integrated areas of delayed and prompt emission; (c) 

lifetime of prompt emission estimated using a mono-exponential fit at 300 K; (d) average lifetime of 
delayed emission at 300 K; (e) intersystem crossing yield; (f) rate constant of intersystem crossing; (g) 

rate constant of reverse intersystem crossing. 
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As bimolecular interactions cannot be safely excluded in neat films, we do not discuss RISC 

rates explicitly. But for reference, the ΦISC, 𝑘ISC and 𝑘rISC were calculated using the following 

methods. Prompt (𝜏𝑃𝐹) and delayed (𝜏𝐷𝐹) PL emission lifetimes were determined from mono-

exponential fits of the prompt and delayed components of the transient PL decay at 300 K 

(Figure S20). Photoluminescence quantum yields (𝜙𝑃𝐿) were determined using the integrating 

sphere under N2 atmosphere. We assumed the internal conversion in the neat film to be 

negligible. This allows to approximate 𝛷𝐼𝑆𝐶  as 𝜙𝐼𝑆𝐶 = 1−𝜙𝑃𝐹	 . We then calculated the 

intersystem crossing rate using 𝑘𝐼𝑆𝐶 = 	𝛷𝐼𝑆𝐶𝜏𝑃𝐹
. Finally, the reverse intersystem crossing rate was 

obtained using 𝑘𝑟𝐼𝑆𝐶 = 	 1
𝛷𝐼𝑆𝐶𝜏𝐷𝐹

&𝛷𝐷𝐹𝛷𝑃𝐹
'.  
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Figure S21. Time resolved decay of 1 wt% (a) tBuCz2pTRZ, (b) tBuCz2mTRZ and (c) 

tBuCz2m2pTRZ doped films in PMMA matrix at different temperatures. The decays were 

obtained by integrating each time-resolved spectrum across the full spectral range. (λexc = 355 

nm; Q-switched Nd:YAG laser) (PMMA with average Mw ~350,000 g/mol was purchased 

from Sigma-Aldrich) 

 

OLED fabrication and characterization 

The OLED devices were fabricated using a bottom-emitting architecture. A pre-patterned 

indium tin oxide (ITO) glass substrate with a sheet resistance of 15 Ω square-1 was pre-cleaned 

carefully with detergent and deionized water and then exposed to UV-ozone for 15 min. 

PEDOT:PSS was spin-coated onto the clean ITO substrate as the hole-injection layer, followed 

by thermal treatment under 120 oC for 30 min. Then a 10 mg/mL chlorobenzene solution of 

our dendrimers was spin-coated to form a 35-45 nm thick emissive layer (EML) and annealed 

at 120 °C for 10 min to remove residual solvent before transfer to the vacuum chamber. A 40 

nm-thick electron-transporting layer (ETL) of Tm3PyPB was then vacuum deposited at a rate 

of 1 Å/s, which was controlled in situ using quartz crystal monitors. The electron injection 

layer LiF was deposited at a rate of 0.1 Å/s while the Al cathode was deposited at a rate of 10 

Å/s through the shadow mask defining the top electrode. The spatial overlap of the anode and 

cathode electrodes determined the active area of the OLED, which was estimated to be 4 mm2. 

Electroluminescence (EL), CIE color coordinates, and spectra were obtained via a Spectrascan 

PR655 photometer, and the luminance-current-voltage characteristics were determined with a 

computer-controlled Keithley 2400 Source meter. EQE was calculated from the current density, 

luminance, and EL spectrum, assuming Lambertian emission distribution. 
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Figure S22. (a) Hole-only device with the configuration of ITO/PEDOT:PSS (35 

nm)/Dendrimer (40 nm)/MoO3 (40 nm)/Al (100 nm) and (b) Electron-only device with the 

configuration of ITO/Al (40 nm)/Dendrimer (40 nm)/TmPyPB (40 nm)/LiF (1 nm)/Al (100 

nm), All devices have positive bias on the ITO. 
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Brief summary of TADF dendrimers 

 

Figure S23. Illustrative scheme of two commonly used design strategies for TADF dendrimers.  

 
Table S8. Summary of non-doped OLED performance from this work and reported small 
molecules, dendrimers and polymers. 

 Emitting layer 
(neat film) 

Peak 
/ nm 

FWHM 
/ nm 

Von
 a) 

/ V 
CE 
/ cd A-1 

PE 
/ lm W-1 

EQEmax 
/ % 

EQE100 
/ % 

CIE 
(x,y) 

Lummax 
/ cd m-2 Ref 

 tBuCz2pTRZ 500 95 3.1 49.4 45.7 18.5 16.1 0.23, 0.46 2956 this 
work 

 tBuCz2mTRZ 516 95 3.3 59.9 52.2 19.9 12.0 0.27, 0.53 777 this 
work 

 tBuCz2m2pTRZ 540 97 3.1 98.8 91.3 28.7 21.2 0.37, 0.57 6029 this 
work 

1 G2 ~430 - 4.8 4.1 1.6 - - 0.15, 0.12 <1000 [9] 

2 G3 ~440 - 5.2 1.07 0.49 - - 0.19, 0.15 <1000 [9-10] 

3 P-Ac95-TRZ05 472 - 3.2 24.8 - 12.1 12.0 0.18, 0.27 6150 [10] 

4 B-oTC 474 64 3.9 37.3 27.6 19.1 17.0 0.15, 0.26 4351 [11] 

5 PBD-10 478 - 3.8 13.5 - 7.3 4.0 0.20, 0.29 ~200 [12] 

6 DCzDMAC-DPS 480 - 5.2 3.8 2.0 2.2 1.5 0.18, 0.27 ~500 [13] 

7 POCz-DPS 480 - 5.4 12.6 - 7.3 - 0.18, 0.30 2700 [14] 

8 m-DTPACO 480 - 3.9 4.8 2.7 2.4 2.3 0.15, 0.28 10,005 [15] 

9 P12 492 - 3.1 11.2 10.7 4.3 2.4 0.24, 0.43 ~4000 [16] 

10 TB14CZ-ACTRZ 496 - 4.5 20.7 14.5 8.1 - 0.22, 0.43 2770 [17] 

11 G2TAZ  500/- -/- 3.3/3.7 -/15.6 6/11.5 2.4/6.3 -/6.2 0.25, 0.49/- ~1000/1243 [18]/[19] 

12 tBuG2TAZ 500 - 3.5 25.4 16.1 9.5 9.4 - 2423 [19] 

13 PhG2TAZ 500 - 3.2 23.1 17.3 8.2 8.0 - 2316 [19] 
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14 MeG2TAZ 500 - 3.0 26.5 21.5 9.4 9.4 - 2235 [19] 

15 G2B 500 - 3.4 14.0 11.5 5.7 - 0.26, 0.48 ~1000 [20] 

16 CzDMAC-DPS 502 - 3.6 30.6 24.0 12.2 6.9 0.22, 0.44 ~2000 [13] 

17 tBuTCz2BP 506 - 4.5 9.2 - 4.3 - 0.26, 0.46 4200 [21] 

18 G4TAZ 510 - 3.5 - 3.1 1.5 - 0.23, 0.37 ~200 [18] 

19 3CzSO 510 90 4.3 - - 6.3 - 0.29, 0.52 3531 [22] 

20 5CzBN-2Cz 515 - 3.6 63.0 48.7 20.4 - 0.25, 0.52 25,190 [23] 

21 G3TAZ 515 - 3.5 - 8.5 3.4 - 0.27, 0.49 ~1000 [18] 

22 2CzSO 516 96 4.7 - - 10.7 - 0.24, 0.49 4706 [22] 

23 G3B 516 - 3.7 7.7 5.7 2.9 - 0.31, 0.50 ~500 [20] 

24 DBSOCz 518 - 4.5 1.6 - 1.3 - 0.24, 0.52 5325 [24] 

25 TZ-Cz 520 - 4.0 20.0 - 6.5 - 0.24, 0.51 18,200 [25] 

26 TZ-3Cz 520 - 3.6 30.5 - 10.1 - 0.24, 0.51 22,950 [25] 

27 TB2CZ-ACTRZ 520 - 4 30.8 24.2 9.5 - 0.32, 0.57 2336 [17] 

28 PAPTC 521 - 2.6 37.1 41.8 12.6 - 0.25, 0.47 10,251 [26] 

29 TPADSO2 521 - 4.8 15.0 - 5.1 - 0.21, 0.44 12,031 [27] 

30 CDE2 522 118 7.7 - - 5.2 - 0.32, 0.51 2512 [28] 

31 2CzAcDBTO 538 - 4.0 13.9 5.5 4.5 - 0.36, 0.54 4525 [29] 

32 G-mCBP 545 - 2.7 44.5 46.6 16.5 14.6 0.42, 0.55 18,800 [30] 

33 TA-3CZ 546 - 2.4 39.0 40.8 11.8 - 0.39, 0.56 23,145 [31] 

34 DCB-BP-PXZ 548 - 2.5 72.9 81.8 22.6 - 0.39, 0.57 95,577 [32] 

35 PCzATD5 ~550 - 2.6 48.7 50.5 15.5 - 0.41, 0.55 15,456 [33] 

36 PABPC5 ~550 - 2.6 60.5 61.2 18.1 17.8 0.40, 0.56 - [34] 

37 G-TCTA 550 - 4.4 1.40 0.93 0.50 0.26 0.46, 0.52 1200 [30] 

38 G-mCP 550 - 2.7 44.5 46.6 16.5 14.6 0.42, 0.55 18,800 [30] 

39 CDE1 552 114 4.4 38.9 17.3 13.8 - 0.40, 0.54 ~10,000 [28] 

40 TPA-AQ 612 - 3.8 10.6 - 7.5 - 0.60, 0.40 2200 [35] 

41 MPPA-Cz 728 - 6.4 - - 0.064 - 0.70, 0.29 24 [36] 

42 MPPA-3Cz 715 - 6.2 - - 0.254 - 0.69, 0.30 135 [36] 
a) At the luminance of 1 cd m−2 
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Low efficiency roll-off blue TADF OLEDs
employing a novel acridine–pyrimidine based high
triplet energy host†

Francesco Rodella, a Rishabh Saxena, b Sergey Bagnich,b

Dovydas Banevičius, c Gediminas Kreiza,c Stavros Athanasopoulos, d

Saulius Juršėnas,c Karolis Kazlauskas, c Anna Köhler be and Peter Strohriegl*ae

The development of efficient blue emitter–host combinations is one of the biggest challenges in organic

light-emitting diode (OLED) research. Host materials play a crucial role when it comes to enhancing the

efficiency, improving the lifetime and decreasing the efficiency roll-off of the device. The need for new

hosts is of prime importance, especially for blue phosphorescence and thermally activated delayed

fluorescence (TADF) emitters, due to their high exciton energies. The hosts are less investigated than the

emitters and require further progress. This work provides a new molecular strategy that combines an

acridine derivative (donor) and pyrimidine moieties (acceptors) to obtain three novel host materials. This

approach demonstrates that via careful selection of donor and acceptor units, it is possible to manage

the properties of the host materials, obtaining at the same time superior thermal and morphological

properties and high triplet energies up to 3.07 eV. The decrease of the conjugation in the acceptor unit

was found to play a crucial role in increasing the triplet energy. The most promising host 1MPA was

used to fabricate blue TADF OLEDs. Using a sky-blue emitter, we achieved electroluminescence at

491 nm and a maximum external quantum efficiency (EQE) of 13.6%, combined with a low efficiency

roll-off, even beyond the practical brightness of 1000 cd m�1. The host 1MPA was also combined with a

deep blue emitter to deliver a blue OLED with color coordinates of x = 0.16 and y = 0.18.

Introduction

Presently, organic light-emitting diodes (OLEDs) are expanding
their boundaries and applications, such as in flat panel displays
and smartphones, due to their significant advantages like facile
preparation, cost-effectiveness, and energy efficiency.1,2 For
these reasons, much effort is focused on developing this
technology, both in academia and industry. Especially for display
applications, commercial OLEDs contain stable and efficient
green and red emitters based on iridium complexes.3 In contrast,
blue emitters suffer from lacking simultaneous efficiency and

stability.4,5 In the last few years, thermally activated delayed
fluorescence (TADF) emitters seemed to be among the most
promising candidates to solve this problem. Their capacity of
harvesting triplet excited states can allow for an internal quantum
efficiency of up to 100% through prompt and delayed fluorescence
emission. Rapid thermally activated transfer of the excitation from
the triplet to the singlet state, followed by efficient delayed
fluorescence, avoids degradation processes that could otherwise
occur when the excitation prevails for a long time in the triplet
state. TADF OLEDs contain purely organic molecules, which
avoid rare and costly noble metals and allow a broad range of
molecular engineering. Aside from emitters, host materials play
an essential role in obtaining the desired performance of the
OLED. Emitters are frequently doped in a host matrix to decrease
detrimental bimolecular effects caused by longer-lived triplet
states.6 The dilution into the host is thus essential to enhance
the lifetime, increase the efficiency, and reduce the efficiency
roll-off of the device.7 The hosts, in general, must have high and
balanced charge carrier mobility, good thermal and morpho-
logical stability, and chemical stability. They also must have high
triplet energy to confine the excitons on the emitter, which is
particularly challenging for blue-emitting OLEDs.8
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The majority of host materials adopt carbazole or less stable
phosphine oxide groups.9 In this work, we present host
molecules based on acridine and pyrimidine groups instead.
Acridine is often used as a donor (D) in emitter molecules
because of its rigidity and strong donating feature.10–13 Few
cases report its use in hosts for red phosphorescence
OLEDs.14,15 Furthermore, what brought our attention to the
acridine group is that it has a higher triplet energy than
carbazole (due to less conjugation).16 The pyrimidine unit is
also a building block for TADF emitters due to its acceptor (A)
properties.17–20 It is also used as a building block for hosts in
phosphorescence OLEDs, with triplet energies of these hosts
lying below 3 eV.21–23 Another use of pyrimidine is as an
electron transport material (ETM).24

In this work, we report a strategy to obtain high triplet
energy donor–acceptor host materials based on acridine and
pyrimidine moieties. In particular, via careful molecular
modification, it is possible to limit the conjugation of the
acceptor pyrimidine, leading to a high triplet energy of more
than 3 eV. To prove the strategy’s applicability, we fabricated
blue TADF OLEDs using the most promising host of the series
(1MPA), expressing blue emission (from 461 nm to 493 nm)
with low efficiency roll-off even beyond a practical brightness of
1000 cd m�2.

Experimental
Materials

9,9-Diphenyl-9,10-dihydroacridine; 2-chloro-4,6-diphenylpyrimidine;
4,6-dichloro-2-phenylpyrimidine; 4,6-dichloro-2-methylpyrimidine;
palladium(II) acetate and tri(tert-butyl)phosphine (10 wt% in
hexane) were purchased from abcr. Sodium tert-butoxide was
purchased from TCI.

Synthesis

10-(4,6-Diphenylpyrimidin-2-yl)-9,9-diphenyl-9,10-dihydroacridine
(2PPA). 9,9-Diphenyl-9,10-dihydroacridine (1 g, 3 mmol, 1.1 eq.),
2-chloro-4,6-diphenylpyrimidine (727 mg, 2.73 mmol, 1 eq.),
sodium tert-butoxide (340 mg, 3.54 mmol, 1.3 eq.), palladium(II)
acetate (25 mg, 0.11 mmol, 0.04 eq.) and toluene (25 ml) were
placed with a stirring bar in a Schlenk tube. The mixture was then
degassed three times through freeze–pump–thaw cycles and the
tube was backfilled with argon. Subsequently, tri(tert-
butyl)phosphine(10 wt% in hexane) (0.07 ml, 0.22 mmol,
0.08 eq.) was added and the mixture was then refluxed for 12 h.
The reaction mixture was extracted with water and the organic
phase was dried over anhydrous sodium sulphate before evapor-
ating the solvent with reduced pressure. Finally, the compound
was purified by column chromatography on silica gel (20% ethyl
acetate/hexane) and by train sublimation, obtaining 25% yield of
pure product. 1H NMR (CDCl3, 500 MHz, Me4Si): d [ppm] 8.01
(d, J = 7.5 Hz, 2H), 7.92 (d, J = 7.5 Hz, 4H), 7.45–7.42 (m, 7H), 7.39
(t, J = 7.5 Hz, 2H), 7.17 (t, J = 7.5 Hz, 2H), 7.05–6.99 (m, 6H),
6.96 (d, J = 7.0 Hz, 2H), 6.90 (d, J = 6.5 Hz, 4H). 13C NMR
(CDCl3, 500 MHz, Me4Si): d [ppm] 164.21, 160.05, 144.35, 142.55,

140.91, 137.73, 130.63, 130.27, 128.60, 128.04, 127.45,
127.28, 127.04, 126.32, 125.55, 124.07, 104.45, 58.62. EI-MS m/z
[M]+: 564.

10,100-(2-Phenylpyrimidine-4,6-diyl)bis(9,9-diphenyl-9,10-dihydro-
acridine) (1PPA). 1PPA was synthesized following a similar
procedure as described for 2PPA; using 9,9-Diphenyl-9,10-
dihydroacridine (977 mg, 2.93 mmol, 2.2 eq.), 4,6-dichloro-2-
phenylpyrimidine (300 mg, 1.33 mmol, 1 eq.), sodium tert-
butoxide (320 mg, 3.33 mmol, 2.5 eq.), palladium(II) acetate
(25 mg, 0.11 mmol, 0.08 eq.), tri(tert-butyl)phosphine (10 wt%
in hexane) (0.07 ml, 0.22 mmol, 0.16 eq.) and toluene (25 ml).
Yield = 28%. 1H NMR (CDCl3, 500 MHz, Me4Si): d [ppm] 8.27
(m, 2H), 7.44–7.37 (m, 7H), 7.22 (t, J = 7.5 Hz, 4H), 7.16–7.10 (m,
12H), 7.07 (t, J = 7.5 Hz, 4H), 6.89 (d, J = 7.5 Hz, 4H), 6.82 (d, J =
7.5 Hz, 8H), 5.65 (s, 1H). 13C NMR (CDCl3, 500 MHz, Me4Si): d
[ppm] 162.68, 161.44, 144.60, 140.17, 140.15, 138.37, 130.40,
130.15, 128.93, 128.30, 128.17, 127.56, 126.63, 126.09, 123.74,
123.69, 91.1, 58.12. EI-MS m/z [M]+: 818.

10,100-(2-Methylpyrimidine-4,6-diyl)bis(9,9-diphenyl-9,10-dihydro-
acridine) (1MPA). 1MPA was synthesized following a similar
procedure as described for 2PPA; using 9,9-diphenyl-9,10-
dihydroacridine (2.35 g, 7.05 mmol, 2.3 eq.), 4,6-dichloro-2-
methylpyrimidine (0.50 g, 3.07 mmol, 1 eq.), sodium tert-butoxide
(0.77 g, 8.01 mmol, 2.6 eq.), palladium(II) acetate (55 mg,
0.25 mmol, 0.08 eq.), tri(tert-butyl)phosphine(10 wt% in hexane)
(0.15 ml, 0.49 mmol, 0.16 eq.) and toluene (25 ml). Yield = 58%.
1H NMR (CDCl3, 500 MHz, Me4Si): d [ppm] 7.23 (d, J = 7.5 Hz, 4H),
7.18 (t, J = 7.5 Hz, 4H), 7.14–7.10 (m, 12H), 7.04 (t, J = 7.5 Hz, 4H),
6.87 (d, J = 7.5 Hz, 4H), 6.80 (d, J = 7.5 Hz, 8H), 5.60 (s, 1H),
2.43 (s, 3H). 13C NMR (CDCl3, 500 MHz, Me4Si): d [ppm]
144.76, 140.07, 138.81, 130.34, 130.06, 129.01, 127.88, 127.55,
126.60, 126.28, 123.36, 122.31, 94.77, 57.92, 26.17. EI-MS m/z
[M]+: 756.

Purification

The synthesized compounds 2PPA, 1PPA, and 1MPA were
purified by train sublimation in a Carbolite split tube furnace
HZS 12/450.

Characterization
1H NMR and 13C NMR spectra were recorded on a Bruker Avance III
HD (500 MHz), the chemical shifts were referred to chloroform-d3
(7.26 ppm), and the J values are given in Hz. MS spectra were
obtained on a Finningan MAT 8500 using electron impact
ionization.

Thermal measurements

Thermogravimetric analysis (TGA) was conducted on a Mettler
TGA/DSC3 with a heating rate of 10 K min�1 under a nitrogen
flow. Differential scanning calorimetry was performed with a
Mettler DSC3+ in pierced Al pans at 10 K min�1 under a
nitrogen flow. The glass transition Tg was determined as the
midpoint temperature of the step. Tm and Tr were determined
as the peak temperature of the melting peak and recrystalliza-
tion peak, respectively. These calculations were performed by
Mettler STARe 15.00a software.
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Electrochemical measurements

Cyclic voltammetry measurements were carried out using a standard
three electrode electrochemical micro-cell kit from Ametek
Scientific Instruments, consisting of a Platinum wire counter
electrode, a Platinum disk working electrode, and a Silver/Silver
chloride reference electrode. A Gamry Interface 1010T served as
the potentiostat. Electrochemistry grade solvent was used, and
100 mM tetrabutylammonium hexafluorophosphate was the
supporting electrolyte. The solutions were thoroughly purged
with dry nitrogen for 10 minutes before each measurement.

Computational details

We have used density functional theory to obtain the ground
state geometries of the compounds employing the M06-2X
exchange–correlation functional in combination with a
6-31+G(d,p) atomic basis set. Geometry optimizations were
successfully converged, and no imaginary frequencies were
observed following vibrational frequency analysis. Singlet and
triplet emission energies were further obtained by optimizing
the structures with linear response time-dependent density
functional theory at the M06-2X/6-31+G(d,p) level25 and within
the Tamm–Dancoff approximation.26 Electron–hole natural
transition orbitals (NTOs) were calculated to characterize the
excited state transitions.27 All calculations were performed
using the Gaussian 16 software package,28 and orbitals were
visualized using the Avogadro molecular editor software.29

Charge transfer numbers oCT with values in the range between
0 (for a Frenkel exciton) and 1 (for a complete charge transfer
exciton) were computed by a transition density matrix
analysis,30,31 based on defragmentation of the molecules in
acridine and pyrimidine groups (D–A–D for 1PPA and 1MPA
and D–A for 2PPA). Electron–hole correlation plots of the O
matrix for the excitations were also constructed based on the
fragments. The average electron–hole distance Dr, based on the
charge centroids of the orbitals involved in the transition,32 was
also computed as a complementary indicator to the nature of
the states using Multiwfn software.33

Photophysical measurements

For measurements in solution, all the compounds were dis-
solved in toluene or mTHF at a concentration of 6–9 � 10�5 M.
Solutions were sonicated for 15 minutes after preparation.
Absorption spectra were recorded using a Varian Cary 5000
spectrophotometer. Fluorescence spectra, phosphorescence
spectra, and room temperature (RT) photoluminescence
quantum yield (PLQY) were measured using a Jasco FP-8600
spectrofluorometer. For phosphorescence measurements, the
detector unit was opened at a delay of 150 ms after excitation,
and the signal was acquired for 50 ms. The excitation wavelength
for both fluorescence and phosphorescence was 300 nm (unless
specified in the text or figure). For the 77 K measurements, the
sample or cuvette was immersed in liquid nitrogen. Values for the
photoluminescence quantum yield of the molecules in solution
were obtained using the Jasco FP-8600 spectrofluorometer
equipped with an integrating sphere.

OLED fabrication and characterization

OLEDs were fabricated on pre-patterned indium tin oxide (ITO)-
coated glass substrates (Kintec) with an ITO layer thickness of
100 nm and a sheet resistance of 15–20 O &�1. Prior to device
fabrication, the substrates were cleaned by sonicating
consecutively in detergent (Hellmanex II), distilled water, acetone,
isopropyl alcohol, boiling distilled water, and finally treated with
O2-plasma for 10 min. The substrates were then transferred into a
vacuum evaporation chamber (Vacuum Systems and Technologies
Ltd) integrated inside the nitrogen-filled glove box, where the stack
of organic layers was deposited at a rate of 0.5–1 Å s�1 and a
pressure o10�6 Torr. The doping of the emissive layer was
accomplished by co-evaporating the host and guest materials from
different evaporation sources at distinct rates for the desired
doping concentration. Afterward, the samples were transported
by the robotic arm to a metal deposition chamber without breaking
the vacuum, which was followed by deposition of lithium fluoride
(LiF) and aluminum (Al) layers at a rate of 0.2 and 2 Å s�1,
respectively. The active area of the devices was 4 mm2 as defined
by the ITO pattern and the shadow mask used for cathode
deposition. The completed devices were removed from the vacuum
chamber to the N2-filled glove box without exposure to air
and encapsulated by using a glass cover and UV-curable epoxy
KATIOBOND LP655 (DELO). A system consisting of a calibrated
integrating sphere (ORB Optronix), a spectrometer PMA-11
(Hamamatsu), and a source-meter unit 2601A (Keithley) was
utilized for evaluation of the electrical-optical properties of
OLEDs such as current–voltage–luminance (I–V–L) characteristics,
EQE and efficiency roll-off.

Results and discussion
Design and synthesis

In this work, a strategy to increase the triplet energy of donor–
acceptor molecules is shown. For this purpose, three novel host
molecules were designed. As presented in previous work,34 by
direct connection of donors (acridine and carbazole) and
acceptors (triazine), it is possible to increase the triplet energy
of donor–acceptor molecules compared to the case where the
connection occurs via a conjugated bridge. In this work,
acridine (donor) and three different pyrimidines (acceptors)
with a different size of the conjugated system of the pyrimidine
were chosen to obtain three materials of different conjugation.
In particular, we aim to see a decrease in the conjugation of the
acceptor moiety, a key strategy to reach a high-energy triplet
(Fig. 1). 2PPA presents a donor–acceptor structure where the
pyrimidine core is linked at positions 4 and 6 to two phenyl
rings and at position 2 to one acridine. 1PPA has a donor–
acceptor–donor (DAD) structure; i.e., the pyrimidine moiety is
linked to just one phenyl ring (in position 2) while two
acridines occupy positions 4 and 6. The last molecule of the
series, 1MPA, still has the same DAD configuration, but the
pyrimidine is substituted with a methyl group (in position 2)
and two acridines (in positions 4 and 6). By replacing the
phenyl ring with a methyl group, the conjugation of the
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acceptor is limited to the central pyrimidine ring. The products
were synthesized using a general Buchwald-Hartwig protocol
between the donor acridine and the chlorinated pyrimidine
acceptor, which provides an efficient way for the formation of
C–N bonds (Fig. 1). Furthermore, all products were purified via
train sublimation to obtain highly pure compounds.

Thermal and electrochemical analysis

The thermal properties of the compounds were investigated by
differential scanning calorimetry (DSC) and thermogravimetric
analysis (TGA), as shown in Fig. 2a and b. DSC shows that all
the compounds are morphologically stable beyond 100 1C with
glass transitions (Tg) of 108 1C (2PPA), 150 1C (1PPA), and
138 1C (1MPA) and that recrystallization (Tr) upon heating
occurs above 100 1C for 2PPA and above 200 1C for 1PPA and
1MPA, due to the addition of a second bulky acridine. The
heating scan of 2PPA was obtained after the sample was melted
and directly cooled with liquid nitrogen. This was necessary to
obtain the amorphous material during the cooling process.
The melting temperatures (Tm) are around 300 1C for 2PPA and
1PPA and 273 1C for 1MPA.

TGA data show high decomposition temperatures (Td) above
300 1C for 2PPA and above 400 1C for 1PPA and 1MPA. TGA also
indicates that all the materials leave none or only minor
residues which means that all three hosts completely evaporate
already at normal pressure, which makes them ideal candidates
for OLED fabrication via evaporation. Furthermore, throughout

the series, it is possible to see that by adding a second acridine,
the Tg, Tr, and Td values of the materials are improved. The
melting points are instead similar, with a small decrease in
1MPA. These data confirm the high thermal stability of the
materials and their potential applicability as hosts in OLEDs.

Furthermore, cyclic voltammetry of the three hosts was
carried out to explore the electrochemical properties and to
estimate the HOMO values (Fig. 2c). All the compounds show

Fig. 1 Synthesis route to the three host materials 2PPA, 1PPA and 1MPA.
(i) Pd(Oac)2, P(tBu)3, NaOtBu, toluene, reflux, 12 h.

Fig. 2 Thermal and electrochemical properties of 2PPA, 1PPA and 1MPA.
(a) Differential scanning calorimetry showing the second heating scan.
(b) Thermogravimetric analysis. (c) Cyclic voltammograms (cathodic scan)
measured in CH2Cl2 at room temperature with tetra-n-butylammonium
hexafluorophosphate (0.1 M) as the supporting electrolyte and a scan rate
of 100 mV s�1.
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two quasi-reversible oxidation peaks. The first oxidation
peak always appears slightly above 0.2 V vs. Ag/AgCl, and it
corresponds to the oxidation of the acridine donor moiety.
The HOMO values for the three compounds were estimated
by the half-wave potential of the first oxidation potential,
considering the solvent correction according to Gräf et al.35

The LUMO values were then calculated by adding the optical
band gap to the HOMO values (Table 1).

Absorption and photoluminescence in solution

Absorption and photoluminescence studies of 2PPA, 1PPA, and
1MPA were performed in dilute toluene solutions to analyze their
intrinsic photophysical properties, with a focus on determining
their triplet state energies. Fig. 3a shows the room temperature
absorption spectrum of 2PPA, 1PPA, and 1MPA. 2PPA exhibits a
band attributed to CT absorption from around 3.2–3.9 eV. This
assignment is based on the structureless absorption profile and
comparatively low extinction of this particular band. 1PPA and
1MPA do not show any pronounced signatures of a CT state
absorption. The absorption of 2PPA, 1PPA, and 1MPA differ
significantly from the absorption of either donor or acceptor
(Fig. S1a–c, ESI†). This indicates the existence of strong electronic
interactions between the donor and acceptor units in these
compounds.

In order to estimate the triplet and singlet energies of the
host materials, phosphorescence (Ph) and steady-state (SS)
measurements were carried out at liquid nitrogen temperature
(77 K). For 2PPA (Fig. 3b), the phosphorescence is structured
with a 0–0 vibrational peak at 2.81 eV (442 nm). The steady-state
spectrum is a combination of fluorescence and phosphorescence
as the spectrum below 2.9 eV matches completely with the
phosphorescence spectrum. Thus, the lowest singlet in 2PPA is
a state exhibiting a structureless emission centered around 3 eV,
with an onset at 3.15 eV (394 nm), with the lack of vibrational
structure probably indicating a CT-character. In 1PPA, the lowest
singlet and triplet states are both structured and have 0–0 peaks
at 3.36 eV (369 nm) and 2.76 eV (449 nm), respectively, as shown
in Fig. 3c. Thus, the T1 state is at a lower energy in 1PPA than
in 2PPA. This can be accounted for by the nature of this state. The
phosphorescence of 2PPA and 1PPA are similar to the ones of
their respective pyrimidine acceptors (Fig. S2, ESI†), indicating
that the triplet is localized on the pyrimidine acceptor moieties,
2PhPy and 1PhPy, in agreement with the quantum chemical
calculations (vide infra). The triplet energy of the hosts therefore
reflects the phosphorescence energies of the respective

pyrimidine acceptors. The lower T1 energy in 1PPA results from
the fact the phenyl ring is planar with the pyrimidine in 1PPA
whereas there is a torsion in 2PPA, as evident in the quantum
chemical calculations further below.

Due to the strong emission from the pyrimidine-based
singlet state in 1PPA, we cannot discern whether there is also
a CT singlet state at about 3 eV with a lower oscillator strength
buried under it. When we measured the spectra with different
excitation wavelengths between 300 nm and 350 nm, we found
them to be independent of excitation wavelength (Fig. S3, ESI†).

The emission of 1MPA, in contrast, depends on the excitation
wavelength, and the corresponding spectra are shown in Fig. 3d.
As before, Ph and SS measurements were carried out at 77 K.
For excitation at 300 nm and 320 nm (4.13 eV and 3.88 eV,
respectively), we obtain a structured phosphorescence band with
a 0–0 peak at 3.18 eV. However, when exciting at 335 nm and at
350 nm (3.70 eV and 3.54 eV), the emission band has a similar
shape, yet it is shifted to lower energy, and it is broadened with a
shoulder at 2.88 eV and an onset at 3.07 eV. To clarify the origin
of these two bands, we performed photoluminescence excitation
(PLE) spectra, and we also measured the phosphorescence of the
acridine donor as well as the methylpyrimidine acceptor. These
data are available in the ESI† (Fig. S4 and S5). For the higher
energy phosphorescence, two assignments are principally
possible, that is, to a locally excited (LE) state localized either
on the acridine donor or on the pyrimidine acceptor. Based on
the data in Fig. S4 and S5 and the arguments detailed in the
ESI,† we tentatively assign the higher energy phosphorescence
band to a 3LE state localized on the acridine donor, and we
attribute the lower energy phosphorescence band to a triplet
state with mixed CT–LE character, where the LE contribution
would be again from the acridine.

The fluorescence in 1MPA shows the same excitation depen-
dence. For excitation at 300 nm and 320 nm, we observe a broad
band centered at about 3.6 eV (Fig. 3e), while for excitation at
335 nm and 350 nm, the fluorescence is centered at 3.0 eV
(Fig. 3f). By comparison to the acridine fluorescence spectrum
(Fig. S4, ESI†), the band at 3.6 eV is readily assigned to a 1LE
state localized mainly on the acridine. The band at 3.0 eV, by
virtue of its lower energy, must have some significant CT
contribution.

We also determined the S1 and T1 energies of all compounds
in neat films at 77 K and found them to be shifted to lower
energies by 0.1 eV (see Fig. S6, ESI†). We attribute this rather
moderate shift in the neat film to energy transfer within the
DOS, which is known to be efficient in neat films, so that the
emission comes from sites with lower energy within the DOS.

Fig. 4a summarizes the insights obtained on the energies
and character of the excited states in 2PPA, 1PPA, and 1MPA
based on the spectroscopic data. All energy values are taken
from the onset of the emission spectra. It exemplifies the
impact of reducing the conjugation length of the pyrimidine
acceptor. While for 2PPA and 1PPA, the 3LE state localized on
the 2-phenylpyrimidine (2PhPy) and 1-phenylpyrimidine
(1PhPy) is the lowest triplet state with an onset at around
2.9 eV, this is no longer the case when the conjugation is

Table 1 Glass transition (Tg), recrystallization (Tr), melting (Tm), and
decomposition at 5 wt% loss (Td) temperatures determined from
differential scanning calorimetry and thermogravimetric analysis. HOMO
and LUMO values of 2PPA, 1PPA, and 1MPA, calculated from cyclic
voltammetry and the optical bandgap, respectively

Tg (1C) Tr (1C) Tm (1C) Td (1C) HOMO (eV) LUMO (eV)

2PPA 108 127, 147 305 359 �5.12 �2.00
1PPA 150 229 304 417 �5.11 �1.71
1MPA 138 222 273 413 �5.10 �1.55
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reduced in methylpyrimidine (MePy). The triplet state for the
units pyrimidine and methylpyrimidine have 0–0 peaks at 3.50 eV
and 3.42 eV, respectively (see Nishi et al.36 and Fig. S5b, ESI†), i.e.,
well above the onset of phosphorescence for the acridine moiety
(Fig. S4 and S5b, ESI†). As a result, in 1MPA, the lowest triplet
state becomes one with a mixed CT–LE character, where the LE
contribution is from the acridine unit. We also comment on the

unusual observation of an excitation wavelength-dependent
phosphorescence. This implies that when exciting into the
acridine-based singlet LE state, the rates of intersystem crossing
to its triplet state and phosphorescence can compete with the
charge transfer required to form the CT-based singlet or triplet
state. Evidently, the twists between the units slow down the charge
transfer, which needs to take place through a bond.

Fig. 3 (a) The absorption spectra of 2PPA, 1PPA, and 1MPA in toluene solution at 300 K. (b) The emission spectra of 2PPA taken at 77 K in a toluene glass
under steady-state conditions (SS), so that both fluorescence and phosphorescence show up, and taken with a delay of 150 ms after excitation and a gate
width of 50 ms so that only phosphorescence (Ph) is visible. Excitation was at 300 nm. (c) The emission spectra were taken under the same conditions for
1PPA. (d) The phosphorescence (Ph) spectra of 1MPA in toluene glass at 77 K, taken for different excitation wavelengths as indicated. (e) Comparison of the
Ph and SS spectra for excitation at 300 nm and (f) at 350 nm. Also indicated is the fluorescence spectrum obtained from subtracting the Ph from the SS.
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Theoretical calculations
For a deeper understanding of the excited states, we turn our
attention to the electronic structure calculations. We find that
for all molecules, acridine units lose planarity, and their central
ring adopts a distorted boat conformation both at the ground
and excited state geometries. This boat conformation is in
agreement with results on related compounds.37,38 At the same
time, there is an intramolecular pi-stacking arrangement
between the phenyl ring of one of the acridine donor units
and the pyrimidine acceptor moiety (Fig. S7, ESI†). The
obtained conformations suggest a strong electronic mixing
between the donor and acceptor units, consistent with the

observations made in the absorption spectra. The TDA-DFT
calculated lowest excited singlet and triplet energies are in very
good agreement with the fluorescence and phosphorescence
spectroscopic data, respectively, as summarized in Table 2.
Calculations support the above spectroscopic assignment on
the nature of the emissive triplet states. Fig. 4b illustrates the
spatial extent of the hole–electron NTO pairs for the optimized
lowest triplet state of 2PPA, 1PPA, and 1MPA, along with the
calculated charge transfer numbers oCT. These transitions can
be described by a single NTO pair. The calculated relaxed T1

state for 2PPA and 1PPA has a LE character and is localized on
the pyrimidine unit, whereas the relaxed T1 state for 1MPA has

Fig. 4 (a) Excited state energy level diagram for 2PPA, 1PPA, and 1MPA, based on the spectroscopic data, along with their structure (donor in red and
acceptor in blue). The values are taken from the onset of the emission spectra. (b) TDA-DFT computed natural transition orbitals, emission energies, and
charge transfer numbers for the lowest triplet state for 2PPA, 1PPA, and 1MPA at the M06-2X/6-31+G(d,p) level. Pyr represents pyrimidine acceptors
and Acr the acridine donor. A side view is displayed in Fig. S8 (ESI†).
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a mixed CT–LE character, with the LE part on the acridine. An
energy level diagram based on the spectroscopic data is
depicted in Fig. 4a. The NTOs for fluorescence can be found
in Fig. S7 (ESI†). The emissive singlet for 2PPA is localized on
the pyrimidine, which is in contrast to the spectroscopic
assignment of a CT state. This comes from the fact that the
obtained gas-phase geometry from the TDA-DFT calculations
leads to a distorted acridine. However, in the solid state,
intermolecular interactions might favor pi–pi stacking config-
urations between the acridine units of the molecules and result
in a twisted intramolecular CT state. For 1PPA, the obtained
lowest singlet is at 3.41 eV and has a CT character. The lowest
singlet state for 1MPA is at 3.13 eV, which displays a strong
charge transfer character as depicted by the hole–electron pair
natural transition orbitals and the electron–hole correlation
plot of the X matrix (Fig. S9, ESI†) and has a weak oscillator
strength f = 0.0037. Following optimization of the second lowest
singlet state, S2, we find that it is located at 3.50 eV and has an
oscillator strength f = 0.0134 (Fig. S7, ESI†). Although the
charge transfer numbers obtained are similar for the two states,
the electron–hole distance index Dr is larger for the S1 state
(Dr = 3.26 Å) than for the S2 state (Dr = 2.07 Å), indicating a
larger CT length for the S1 state. The hole NTO for S2 is
delocalized across both acridine units. This could explain the
experimentally observed excitation wavelength dependent
emission described in the previous section. Given the relatively
large energy difference between the S2 and S1 states and the fact
that relaxation from the Franck–Condon state requires large
conformational rearrangement, vibrational relaxation and
internal conversion to S1 might compete with radiative emission
from the S2 state leading to non-Kasha emission.39

OLED properties

After having established that the acridine–pyrimidine based
compound 1MPA is the one with the highest triplet energy
(43.0 eV) among the studied compounds, we employed it as a
host for the fabrication of blue OLED. We combined it with the
previously reported blue TADF emitters mPTC40 and OBA-O41 as
dopants (Fig. S10e, ESI†). In the case of mPTC, a doping
concentration of 12 wt% was used based on photoluminescence
quantum yield measurements (Table S1, ESI†). For the emitter
OBA-O we used several doping concentrations (5, 8, and 13 wt%)
with a view to examine the emission wavelength tunability of the

device. The choice of mPTC and OBA-O as TADF emitters was
based on (i) their shallow HOMO levels (�5.12 and �5.15 eV,
respectively), which were similar to that of 1MPA, (ii) their triplet
energies being lower than that of the host to allow for triplet
exciton confinement and (iii) their high photoluminescence
quantum yields. OLEDs were fabricated using the following
simple device architecture: ITO (100 nm)/TAPC (30 nm)/EML
(x wt% mPTC and OBA-O in 1MPA, 30 nm)/TmPyPB (40 nm)/LiF
(0.8 nm)/Al (100 nm). Here, ITO was used as a transparent anode,
(1,1-bis[(di-4-tolylamino)phenyl]cyclohexane) TAPC and (1,3,5-
tri(m-pyridin-3-ylphenyl)benzene) TmPyPB for hole and electron
injection/transport, respectively, LiF/Al as the reflective cathode,
whereas x denotes the doping concentration (in weight
percentage) of the particular TADF emitter in the emissive
layer (EML).

The configuration and the energy level diagram of the device
with the EML (12 wt% mPTC in 1MPA) are displayed in Fig. 5a.
The main device characteristics are provided in Fig. 5b–d and
Table 3. The OLED demonstrated a low turn-on voltage (Von) of
3.25 V, greenish-blue electroluminescence at 491 nm with the
full width at half maximum (FWHM) of 75 nm resulting in
Commission Internationale de L’Eclairage (CIE) coordinates of
(0.2, 0.4). The maximum external quantum efficiency (EQEmax)
was determined to be 13.6%, which is in good agreement with
PLQY of mPTC in 1MPA (PLQY E 70%, see Table S1 of the
ESI†)40 if typical device outcoupling efficiency of about 20% is
taken into account.42 The fabricated device exhibited low
efficiency roll-off at practically useful brightness, i.e., EQE
dropped down to 12.3% at the brightness of 100 cd m�2 and
to 11.6% at 1000 cd m�2 (Fig. 5b). Notably, EQE remained
above 10% up to the very high brightness of 5000 cd m�2. This
behavior could be explained by the optimal device architecture
and well-balanced electron and hole currents. The maximum
luminance achieved by the device was nearly 44 000 cd m�2.
The properties of analogous devices based on the same host, yet the
different TADF emitter OBA-O at various doping concentrations in
the EML, are presented in Fig. S10 (ESI†) and Table 3. The OBA-O
device with a similar doping concentration (13 wt%) as the previous
one based on mPTC expressed comparable emission properties.
Explicitly, peak emission wavelength, bandwidth, CIE color
coordinates, and maximum EQE were found to be alike. On the
other hand, the much steeper I–V and L–V curves in the OBA-O
device indicated a significantly improved charge carrier mobility in
the EML. Importantly, the reduced OBA-O concentration down to
5 wt% in the EML shifted the emission wavelength from greenish-
blue (493 nm) to deep-blue (461 nm), demonstrating the potential
of 1MPA to host deep-blue TADF emitters. The picture of the
deep-blue emitting OLED is shown in the inset of Fig. S10 (ESI†).
The reduced emitter concentration concomitantly caused a
broadening of emission bandwidth (up to 94 nm) and an
accelerated EQE roll-off. In OLEDs, EQE roll-off typically arises
from exciton–polaron quenching and from exciton–exciton
annihilation. The increased roll-off with lower emitter concentra-
tions can arise from either effect. Since there is a barrier of about
1.15 eV for electron injection onto the host yet not for injection
onto the emitter, the likely scenario is that electron transport

Table 2 TDA-DFT computed singlet (S1 - S0) and triplet (T1 - S0)
emission energies of 2PPA, 1PPA, and 1MPA at the M06-2X/6-31+G(d,p)
level along with the energy values of fluorescence (Fl) and phosphores-
cence (Ph) taken from the onset of the spectra at 77 K in toluene solution
for 300 nm excitation

Compound

Theory Experiment Theory Experiment

S1 (eV) S1 (eV) T1 (eV) T1 (eV)

2PPA 3.23 3.15 2.80 2.91
1PPA 3.41 3.47 2.62 2.85
1MPA 3.50 (S2 - S0) 3.84 2.97 3.28

3.13 (S1 - S0) 3.30a 3.07a

a Excitation at 350 nm.
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proceeds by hopping between emitter molecules while hole
transport occurs via the host, where hole injection is barrier-free.
This results in a charge carrier imbalance that favors exciton–hole
quenching. However, at low emitter concentrations percolative
transport across emitting sites is no longer possible, so that the
recombination zone narrows towards the electron injecting side.
This decrease in recombination zone implies an increase of both
exciton and charge carrier density, so that in addition to exciton–
hole quenching there can also be a contribution from triplet–triplet
annihilation. (see Fig. S10b, ESI†). We note that the dominant
lifetime of delayed fluorescence in mPTC (2 ms) is shorter than that
in OBA-O (9 ms), consistent with its lower susceptibility to exciton
quenching processes (Fig. S12 and Table S2, ESI†). Furthermore, we
fabricated an identical mPTC-based device where the 1MPA host is
replaced with the benchmark host mCBP. In Fig. S11 (ESI†) we
provide the comparison of OLED properties of the two identical
devices differing only by the host material (1MPA vs. benchmark
mCBP). Due to the lower LUMO of mCBP compared to 1MPA,
many more electrons are being injected into the mCBP host

resulting in significantly higher current densities flowing through
the device, and subsequently, higher luminance attained at the
same driving voltage. EL spectra of both devices utilizing the same
mPTC dopant concentration (12 wt%) are found to be very similar.
The device featuring benchmark mCBP host exhibits a higher
EQEmax of 21% and similar efficiency roll-off as the other one
based on the 1MPA host. Nevertheless, the obtained results show
that high-triplet-energy host 1MPA is suitable for the fabrication of
efficient blue TADF OLEDs, delivering low efficiency roll-off even
beyond the practical brightness of 1000 cd m�2.

Conclusions

In this work, we present three newly synthesized host molecules
that adopt acridine and pyrimidine units. The bulky acridine
provides superior thermal and morphological properties,
further improved when two acridines are used, like in 1PPA
and 1MPA. The donor and acceptor combination allows

Fig. 5 Main properties of the TADF OLED based on the 1MPA host doped with 12 wt% of mPTC. (a) Energy level diagram. (b) EQE vs. luminance. (c)
Current density and luminance vs. applied voltage. (d) Electroluminescence spectrum with working device picture shown in the inset.

Table 3 Main parameters of blue TADF OLEDs based on the 1MPA host doped with mPTC and OBA-O emitters

Emitter Von
a (V) EQEb (%) Lmax

c (cd m�2) CEmax
d (cd A�1) LEmax

e (lm W�1) lmax
f (nm) FWHMg (nm) CIE 1931h (x, y)

mPTC (12 wt%) 3.25 13.6/12.3/11.5 43 911 33.3 27.5 491 75 (0.2, 0.4)
OBA-O (13 wt%) 2.75 14.2/11.9/8.9 30 247 36.6 36.4 493 83 (0.2, 0.38)
OBA-O (8 wt%) 3.25 14.9/6.8/2.9 8449 26.2 24.5 475 93 (0.16, 0.21)
OBA-O (5 wt%) 3.5 10.6/3.5/1.6 52 83 14.4 12.1 461 94 (0.16, 0.18)

a Turn-on voltage at 1 cd m�2. b Maximum EQE/EQE at 100 cd m�2/EQE at 1000 cd m�2. c Maximum brightness. d Maximum current efficiency.
e Maximum luminous efficiency. f Peak emission wavelength. g Full width at half maximum. h Commission Internationale de L’Eclairage color
coordinates (x, y).
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transporting both holes and electrons. Throughout the series, it
is possible to observe a decrease in the conjugation of the
acceptor moiety within the hosts. When the acceptor unit is
limited to only one pyrimidine ring (1MPA host), the triplet
energy is the highest, with a value of 3.07 eV. Through theoretical
calculations and spectroscopy, we attribute its nature to a mixed
CT–LE state. Finally, to demonstrate the potential of these
molecules, 1MPA is employed as the host material to fabricate
blue TADF OLEDs. Using the emitter mPTC we achieved a sky-
blue OLED with electroluminescence at 491 nm and a maximum
EQE of 13.6%, combined with a low roll-off. The host 1MPA is
also shown to be suitable for deep-blue emitters like OBA-O,
delivering blue OLEDs with color coordinates of x = 0.16 and
y = 0.18.
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Donors and acceptors used for spectroscopic studies: 

 

 

 

Figure S1: a), b) and c) show the absorption spectra (solid green line) of 2PPA, 1PPA and 1MPA 

solutions (concentration = 0.05 mg/mL) in toluene along with acridine absorption (dashed red line) 

and 2PhPy, 1PhPy and MePy acceptors (dashed blue line) respectively. The sum of donor and 

acceptor absorption is shown by green dash-dot line. d) Acridine and 2PhPy (red and blue dashed 
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line) absorption spectra in Figure S1 a are shifted in energy to match the sum of acridine + 2PhPy 

spectrum (green dash-dot line) with the absorption spectrum of 2PPA (solid green line). 

 

 

Figure S2: a) and b) show the comparison of 2PPA and 1PPA spectra (black line) with the horizontally 

translated Ph spectra of 2PhPy and 1PhPy spectra (blue dashed line) respectively. For reference the 

original 2PhPy and 1PhPy spectra is shown with a semi-transparent blue line. 

 

 

Figure S3: Excitation wavelength Ph spectra is shown for 2PPA and 1PPA in mTHF. 
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Figure S4: 77 K phosphorescence (red solid line) and steady-state (blue dashed line) for acridine 

solution in toluene (concentration = 0.05 mg/mL). Phosphorescence is collected with a delay time 

of 150 ms and a gate width of 50 ms. 
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Figure S5: a) Phosphorescence (delay time 50 ms, gating time 50 ms) excitation spectrum for 1MPA 

solution in toluene glass (77 K). b) 77 K phosphorescence for 1MPA (red), acridine (blue) and 

methylpyriminine (MePy – green) solution in toluene (concentration = 0.05 mg/mL). 

Phosphorescence is collected with a delay time of 150 ms and a gate width of 50 ms. c) MePy 

absorption (blue dash-dot-dot line) and 77 K SS steady state emission of acridine solution (red solid) 

in toluene. 
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Figure S6: 77 K steady state (SS) and phosphorescence (delay time: 150 ms, gating time: 50 ms) 

spectra for a) 2PPA b) 1PPA and c) 1MPA neat films. 77 K phosphorescence (Ph) spectra in neat films 

compared with the Ph spectra in frozen toluene solution for d) 2PPA e) 1PPA and f) 1MPA.  
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Assignment of singlet and triplet states for 1MPA 

S2 is an acridine based locally excited (LE) state (by comparison of steady state emission of 1MPA in 

Figure 3e with the steady state emission of acridine in Figure S4).  

Option A: High energy 1MPA phosphorescence (T2) is acridine based phosphorescence as it is 

observed only when acridine is excited, i.e. when 𝜆𝑒𝑥𝑐 < 330 nm (Figure S5a and Figure S1). This 

also implies that the intersystem crossing (ISC) rate on acridine is faster and that the charge transfer 

(CT) from acridine to methylpyrimidine (MePy) to form a CT state is slower. The internal conversion 

from the high energy triplet state (T2) to the low energy triplet state (T1) is also slow because of the 

required CT. 

Option B: High energy 1MPA phosphorescence (T2) is from MePy based LE. 

• Argument in favor of it: The MePy phosphorescence is close in energy to the observed T2 

emission (Figure 5b). 

• Arguments against it: the absorption from MePy is very far away from the excitation energy 

(𝜆𝑒𝑥𝑐 = 300 nm, 𝐸𝑒𝑥𝑐 = 4.13 eV), i.e. MePy cannot be excited. Thus, the excitation would 

need to be transferred from acridine to MePy. However, the emission of acridine has 

negligible overlap with the MePy absorption (Figure S5c), implying poor energy transfer 

between these two units, since for excitations to be transferred efficiently via Förster/Dexter 

process some overlap is required. 

Low energy 1MPA phosphorescence (T1): It is assigned as an acridine based hybrid CT-LE state 

because emission at both 450 and 500 nm have strong contribution from acridine excitation (𝜆𝑒𝑥𝑐 < 

330 nm) in the phosphorescence excitation spectrum (Figure 5a). The phosphorescence spectral 

shape (Figure 3f) has some signatures of acridine phosphorescence (Figure S4). Also, there is some 

weak absorption between 330-380 nm (Figure S5a) consistent with the expected position of CT 

absorption. 
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Figure S7: TDA-DFT computed natural transition orbitals, emission energies and charge transfer 

numbers for the lowest relaxed singlet states for 2PPA, 1PPA and 1MPA at the M06-2X/6-31+G(d,p) 

level. For 1MPA  both the S2 and S1 state NTOs are shown. The relevant arrangement of the acridine 

and pyrimidine units is shown at the bottom. 

 

Figure S8: TDA-DFT optimized structures for the lowest triplet state for 2PPA, 1PPA, and 1MPA at the 

M06-2X/6-31+G(d,p) level. The structures from Figure 4b (top view) of the main text are reproduced here to 

present a side view of the optimized triplet geometries. 
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Table S3: Charge transfer numbers ωCT and average electron-hole separation distance Δr for the 

lowest relaxed singlet and triplet excited states of 1PPA and 1MPA. 

compound/state ωCT Δr (Å) 

1PPA/S1 0.87 4.44 

1PPA/T1 0.27 3.09 

1MPA/S2 0.86  2.07 

1MPA/S1 0.86 3.26 

1MPA/T1 0.45 1.92 

 

Figure S9: Electron-hole pair correlation plots of the Ω matrix with respect to the acridine-

pyrimidine-acridine fragments for the lowest singlet and triplet state of 1PPA and 1MPA. 
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Figure S10: Main properties of the TADF OLED based on 1MPA host doped with 5, 8 and 13 wt% of 

OBA-O. a) energy level diagram. b) EQE vs. luminance. c) current density and luminance vs. applied 

voltage. d) electroluminescence spectrum with working device picture shown in the inset. The 

properties of analogous device with mPTC (12 wt%) emitter is shown for reference. e) Molecular 

structure of the emitters.  
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Figure S11: Comparison of the TADF OLEDs based on the new host 1MPA vs. the benchmark host mCBP. 

Both the OLEDs have a doping concentration of 12 wt% of mPTC. a) energy level diagram. b) EQE vs. 

luminance. c) current density and luminance vs. applied voltage. d) electroluminescence spectrum. 

 

 

Figure S12: a) RT PL decay of mPTC (12 wt%) and OBA-O (13 wt%) doped films in 1MPA. Also shown 

are monoexponential fits to the decay of the delayed component of 2s and 9s, respectively. b) 

RT PL decay of OBA-O (5, 8 and 13 wt%) doped films in 1MPA. c) RT PL decay of OBA-0 in 1MPA (13 

wt%) on a semilogarithmic scale, along with a monoexonential fit of 9s lifetime. 
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Figure S13: Room temperature photoluminescence spectra of OBA-O doped films (5, 8 and 13 wt%) 

in 1MPA. The spectra are shown for two excitation wavelengths: when excitons are generated only 

on emitter molecules (𝜆𝑒𝑥𝑐 = 400 nm - blue lines) and on both host and emitter (𝜆𝑒𝑥𝑐 = 300 nm - 

red lines). 

 

Table S1: Photolominescence quantum yield measurements of mPTC and OBA-O with different doping 

percentage in 1MPA host. 

mPTC (wt%) in 1MPA PLQY (%) OBA-O (wt%) in 1MPA PLQY (%) 

5 53 5 29 

10 69 10 51 

12 71 20 42 

20 72   
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Table S2: A summary of average delayed fluorescence (DF) lifetimes for the PL decays of doped 

emitter films in 1MPA. 

 

The monoexponential delayed lifetime gives the dominant contribution to the decay. In the film, 

there are further contributions at longer lifetimes that can arise from tail states in the DOS, triplet-

triplet annihilation and phosphorescence. If these longer-lived contributions are included, an 

average delayed fluorescence (DF) lifetime is obtained according to (𝜏𝑎𝑣𝑔 =
∫ 𝑡.𝐼𝐷𝐹𝑑𝑡

∫ 𝐼𝐷𝐹𝑑𝑡
) .  

 

 

 

 

 

Emitter in 1MPA Doping concentration Monoexponential 

delayed lifetime  

Average delayed 

lifetime 

mPTC 12 wt% 2 μs 6 μs 

OBA-O 5 wt% 11 μs 218 μs 

8 wt% 11 μs 343 μs 

13 wt% 9 μs 191 μs 
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Appendix





List of abbreviations

AOSF Amorphous Organic Semiconductor Film

CDM Correlated Disorder Model

CT Charge Transfer

D-A Donor-Acceptor

DET Dexter Energy Transfer

DF Delayed Fluorescence

DOS Density of States

DSCC Display Supply Chain Consultants

ECDM Extended Correlated Disorder Model

EGDM Extended Gaussian Disorder Model

EL Electroluminescence

EML Emissive Layer

EQE External Quantum Efficiency

ETL Electron Transport Layer

FRET Förster Resonance Energy Transfer

GDM Gaussian Disorder Model

HOMO Highest Occupied Molecular Orbital

HTL Hole Transport Layer

IC Internal Conversion

IQE Internal Quantum Efficiency

ISC Intersystem Crossing

ITO Indium Tin Oxide

KMC Kinetic Monte Carlo

LCAO Linear Combination of Atomic Orbitals
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List of abbreviations

LE Local Excitation

LUMO Lowest Unoccupied Molecular Orbital

MA Miller-Abrahams

MO Molecular Orbital

NNH Nearest Neighbor Hopping

NTO Natural Transition Orbital

ODOS Occupational Density of States

OLED Organic Light Emitting Diode

PF Prompt Fluorescence

Ph Phosphorescence

PL Photoluminescence

PLQY Photoluminescence Quantum Yield

RISC Reverse Intersystem Crossing

SOC Spin-Orbit Coupling

SPQ Singlet-Polaron Quenching

SSA Singlet-Singlet Annihilation

STA Singlet-Triplet Annihilation

TADF Thermally Activated Delayed Fluorescence

TOF Time of Flight

TSL Thermally Stimulated Luminescence

TTA Triplet-Triplet Annihilation

TPQ Triplet-Polaron Quenching

VRH Variable Range Hopping

vt-KMC Variable Time step Kinetic Monte Carlo
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