
U LT R A FA S T N O N L I N E A R S P E C T R O S C O P Y

O F N A N O S T R U C T U R E S

Von der Universität Bayreuth
zur Erlangung des Grades eines

Doktors der Naturwissenschaften (Dr. rer. nat.)
genehmigte Abhandlung

von
julian magnus obermeier

geb. in Waiblingen

1. Gutachter: Prof. Dr. Markus Lippitz

2. Gutachter: Prof. Dr. Georg Herink

Tag der Einreichung: 22.03.2022

Tag des Kolloquiums: 29.07.2022





A B S T R A C T

Nanostructures like subwavelength metal nanoparticles or quantum dots build the bridge
between the atomic length scale and the macroscopic one. Although they consist of
thousands of atoms, they show properties only explainable by quantum mechanical
approaches. Nowadays, those systems are widely used in commercially available tech-
nologies but are still object of scientific research, even down to the clarification of funda-
mental physical questions. The formation of strongly coupled systems, formed by two
or more nanostructures, sources for entangled photons and the nonlinear response of
nanosystems are topics of worldwide research in the field of nanooptics. Especially the
later offers many open questions and often it is not clear, if restrictions like, e.g., sym-
metry restrictions from the macroscopic scale still hold in the nanoscopic universe. We
address some of those open questions in this thesis experimentally as well as theoreti-
cally. The use of ultrafast pump-probe techniques allow us to reveal temporal dynamics
on the femto second timescale, while spectroscopic measurements complete the picture.
For theoretical modeling, we combine intuitive analytical models with numerical ap-
proaches like optimization algorithms and the Finite Element Method. Our research
ranges from isolated gold nanoparticles over complex waveguide-like nanocircuits to
layered semiconductor structures with embedded quantum dots.

The first two chapters lay a basis of physical framework for the later investigated
topics. The field of plasmonics is embedded in the theory of electromagnetism and we
give an insight in the field of nonlinear optics. Moreover, we introduce computational
electrodynamics with a focus on the Finite Element Method and nanostructures that are
of interest in the subsequent work.

The following two chapters focus on second-harmonic generation on the nanoscale.
We demonstrate theoretically and experimentally, that the current understanding has to
be expanded. In contrast to the past understanding, subwavelength particles made of a
symmetric material do not necessarily have to possess a geometrical asymmetry to emit
second-harmonic light. In fact, it is already sufficient if an optical or plasmonic mode
of appropriate symmetry is present. We prove our hypothesis in a complex plasmonic
nanocircuit, carefully exclude influences that could weaken our statement and, more-
over, explore the nonlinear operation of the nanocircuit to its full extend. The later is
described by an intuitive analytical model.

The next chapter marks the transition towards time resolved experimental techniques.
We investigate the temporal dynamics of a low density, quantum dot based semicon-
ductor saturable absorber mirror. We reveal time constants of the recovery process after
saturation and determine characteristic constants of the saturation process itself, offer-
ing enough information for a future application as mode locking device in an ultrafast
red emitting vertical-external-cavity surface emitting laser. Moreover, we also conduct
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experiments with varying wavelength, that reveal the structure’s behavior in spectral
proximity to the desired operation wavelength.

The last chapter of the thesis focuses again on plasmonic nanostructures but lays focus
on the temporal dynamics of quasi free, hot electrons and their role in nonlinear optical
processes. Up to now, this relation, as well as the connection to the bandstructure of the
material itself, remains rather unclear. We present our experimental approach, involv-
ing a multi-color pump-probe setup. We create hot electrons in the conduction band
with a 400nm pump pulse, probe the structure with a delayed infrared probe pulse and
investigate the impact on the nonlinear signals. Namely, second-harmonic generation,
third-harmonic generation and multi-photon luminescence. We observe partly differing
changes in all three of them regarding the sign of the modulation as well as recovery and
decay times. In the subsequent measurements, we sacrifice the spectral information for a
better signal-to-noise ratio by a Lock-In detection scheme with a single photon counting
device. Therefor, we focused on the dominating signal, given by changes in the photo
luminescence. We investigate excitation power dependent changes in the pump-probe
peak and present first steps towards a theoretical model involving a two-temperature
model for the thermalization of the generated hot electrons. Moreover, we present a
technique for ultrafast multi-color pulse characterization. We use difference-frequency
generation in order to obtain cross-correlation frequency resolved optical gating traces
from nonlinear micro crystals and also gold nanorods themselves in the sample plane
of the experiment.
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Z U S A M M E N FA S S U N G

Nanostrukturen wie beispielsweise Subwellenlängen-Metallnanopartikel oder Quanten-
punkte stellen den Übergang zwischen der atomaren und der makroskopischen Län-
genskala dar. Obwohl sie aus Tausenden von Atomen bestehen, zeigen sie Eigenschaften,
die nur durch quantenmechanische Ansätze erklärbar sind. Diese Systeme sind heutzu-
tage in kommerziell verfügbaren Technologien weit verbreitet, aber dennoch auch Ge-
genstand wissenschaftlicher Forschung. Dies reicht hin bis zur Klärung grundlegender
physikalischer Fragen. Die starke Kopplung zwischen zwei oder mehr Quantensyste-
men, Quellen für verschränkte Photonen und die nichtlineare Anwort von Nanosyste-
men sind aktuelle Themen auf dem Gebiet der Nanooptik. Insbesondere letzteres bietet
viele offene Fragen und oft ist unklar, ob z.B. Symmetrierestriktionen der makroskopi-
schen Skala auch noch im nanoskopischen Universum gelten. In der vorliegenden Arbeit
befassen wir uns sowohl experimentell, als auch theoretisch mit aktuellen Fragestellun-
gen der Nanophotonik. Wir verwenden ultraschnelle Pump-Probe Techniken, um zeit-
liche Dynamiken auf der Femtosekunden-Zeitskala zu untersuchen und nutzen spek-
troskopische Methoden, um die sich ergebenden Bilder zu vervollständigen. Im Bereich
der theoretischen Modellbildung kombinieren wir intuitive analytische Modelle mit nu-
merischen Ansätzen wie Optimierungsalgorithmen und der Finite-Elemente-Methode.
Unsere Forschung erstreckt sich von isolierten Gold-Nanopartikeln über komplexe Na-
noschaltkreise bis hin zu Halbleiterschichtstrukturen mit eingebetteten Quantenpunk-
ten.

Innerhalb der ersten zwei Kapitel erläutern wir die im Laufe der Arbeit benötigten,
physikalischen Grundlagen. Wir gehen auf das Forschungsgebiet der Plasmonik inner-
halb der Theorie des Elektromagnetismus ein und geben einen Einblick in Grundzüge
der nichtlinearen Optik. Darüber hinaus erläutern wir die Finite-Elemente-Methode und
legend dabei den Fokus auf Nanostrukturen, die für die nachfolgenden Kapitel von zen-
traler Bedeutung sind.

Die beiden folgenden Kapitel konzentrieren sich auf die Erzeugung der zweiten Har-
monischen auf der Nanoskala. Wir zeigen sowohl theoretisch als auch experimentell,
dass das bisherige Verständnis einer Erweiterung bedarf. Im Gegensatz zum bisherigen
Stand der Forschung, müssen Subwellenlängenteilchen aus einem symmetrischen Mate-
rial nicht notwendigerweise eine geometrische Asymmetrie besitzen, um eine Emission
der zweiten Harmonischen aufzuweisen. Es reicht bereits aus, wenn eine optische oder
plasmonische Mode passender Symmetrie zur Emission zur Verfügung steht. Wir bewei-
sen unsere Hypothese in einem komplexen plasmonischen Nanoschaltkreis, schließen
sorgfältig Einflüsse aus, die unsere Aussage widerlegen könnten und untersuchen dar-
über hinaus das vollständige nichtlineare Verhalten der Struktur. Letzteres lässt sich
durch ein entwickeltes, intuitives analytisches Modell beschreiben.
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Das nächste Kapitel stellt den Übergang von statischen zu zeitaufgelösten Experimen-
ten dar. Wir untersuchen die zeitliche Dynamik eines sättigbaren Absorberspiegels auf
Quantenpunktbasis mit niedriger Quantenpunktdichte. Wir bestimmen sowohl zeitliche
Konstanten des Sättigungsprozesses, als auch die charakteristische Sättigungsfluenz des
Systems. Letztere ist entscheidend für eine zukünftige Anwendung zum Modenkoppeln
in einem ultraschnellen, rot emittierenden, oberflächenemittierenden Laser mit vertika-
ler externer Kavität. Zusätzlich untersuchen wir das wellenlängenabhängige Verhalten
der Struktur um Informationen über den Sättigungsprozess in spektraler Nähe zur ge-
wünschten Betriebswellenlänge zu erhalten.

Das letzte Kapitel des Haupttextes konzentriert sich erneut auf plasmonische Nano-
strukturen, legt den Fokus jedoch auf die zeitliche Dynamik quasi freier, heißer Elektro-
nen und ihren Einfluss auf nichtlineare optische Prozesse. Dieser Zusammenhang sowie
der Einfluss der Bandstruktur des Materials selbst, ist bislang ungeklärt. Wir präsentie-
ren unseren experimentellen Ansatz mit einem mehrfarbigen Pump-Probe-Aufbau. Wir
erzeugen heiße Elektronen im Leitungsband mit einem 400nm Pumppuls, untersuchen
die Struktur mit einem verzögerten Probepuls im infraroten Spektralbereich und un-
tersuchen die Auswirkung auf die emittierten, nichtlinearen Signale. Explizit auf die
Erzeugung der zweiten Harmonischen, die Erzeugung der dritten Harmonischen und
die Multiphotonenlumineszenz. In den Messungen zeigen sich bei allen dreien, teils
unterschiedliche, Änderungen hinsichtlich des Vorzeichens der Modulation sowie der
Abklingzeiten. In den nachfolgenden Messungen verzichten wir auf die spektrale Auf-
lösung zugunsten eines besseres Signal-Rausch-Verhältnisses. Die Detektion erfolgt mit
Hilfe eines Einzelphotonendetektors und anschließender Demodulation mit einem Lock-
In Verstärker. Das Signal wird in diesen Messungen von der dominanten Photolumines-
zenz bestimmt. Wir untersuchen anregungsleistungsabhängige Änderungen im Pump-
Probe-Peak und entwickeln erste Teile eines theoretischen Modells zur Beschreibung
der beobachteten Effekte. Zur Beschreibung der Elektronenthermalisierung verwenden
wir ein Zweitemperaturmodell. Darüber hinaus präsentieren wir eine Technik zur ul-
traschnellen mehrfarbigen Pulscharakterisierung. Mittels Differenzfrequenzerzeugung
tasten sich Pump und Probepuls gegenseitig ab und wir erhalten frequenz- und zeitauf-
gelöste Informationen über die Pulskombination. Für den Messprozess verwenden wir
nichtlineare Mikrokristalle und demonstrieren die Technik darüber hinaus in einem ein-
zelnen Gold Nanodraht.
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1
I N T R O D U C T I O N A N D O U T L I N E

The field of nanophysics has emerged into an indispensable part of our technologically
advanced society. The continuous downsizing of microelectronics gives constantly rise
towards higher and higher computing powers as described by Moore’s law [1]. Bringing
light down to the few nano meter length scale, in the last years, was the next step in
this ongoing process [2–5]. Nowadays, the smartphone in everyone’s pocket has a higher
performance than high-end computers from 2 decades ago and the current development
in quantum computing promises a, rhetorically well suited, quantum leap to a whole
new level [6–8]. Combined with photonic signal processing and circuitry, undreamed-of
possibilities open up [9–13]. All these technological advances have their foundation in
the research field of nanoelectronics and nanooptics. But as a matter of fact, those fields
do not only push technological advances but also have the capability to investigate and
clarify fundamental physical questions and pave the way towards a new physical under-
standing.

Nanoobjects like metal nanostructures or quantum dots build the bridge between the
atomic or quantum scale and the macroscopic scale. Although those structures consist
of thousands of atoms, they still show characteristics of single quantum systems. Sim-
ilar to the bonding and anti-bonding states that are formed in an H+

2 molecule, two
nanosystems can hybridize and form a new system with new properties [14, 15], show
strong coupling to other quantum systems [16–20] or emit single photons [21]. Therefor,
they are perfectly suited as model systems but also to explore the fascinating properties
of the structures themselves. Plasmonic nanostructures can be used in order to create
sub-wavelength hot spots of light [22–24], act as antenna for smaller systems [25–27], for
the creation of meta materials [28–30] or as photon sources that can provide a pair of
entangled photons [31]. While the linear regime of those structures has been under in-
tense investigation in the last decades and is well understood [32], the nonlinear regime
still has many open questions to offer.

In this thesis we investigate the nonlinear response of different nanoscale systems the-
oretically and experimentally. Our main focus lies on gold nanostructures and ranges
from a single particle to a complex plasmonic nanocircuit. Additionally, we investigate
a semiconductor saturable absorber mirror featuring low density quantum dots as sat-
urable system. For our experiments we mainly use spectroscopic methods as well as
ultra fast pump-probe measurements. The theoretical calculations feature intuitive ana-
lytical models that are partly combined with finite element calculations.
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2 introduction and outline

First, we start by giving a physical framework to the investigated fields. We emblaze
the field of plasmonics within the body of electrodynamics and discuss plasmonic ex-
citations bound to different geometrical interfaces. Starting from a flat metal-dielectric
interface, we continue over waveguides to sub-wavelength particles. Finally, we lay our
focus on nonlinear optics, present effects up to a third order nonlinearity and also note
symmetry restrictions related to the discussed effects.

In chapter 3, we continue by giving an overview over numerical methods in the field
of electrodynamics before we focus on the Finite Element Method. After a review of the
method itself, we discuss the detailed application for plasmonic waveguides and parti-
cles. Here, we already introduce and discuss the properties of structures, used through-
out the thesis. Beside of a plasmonic two-wire transmission line for waveguide appli-
cations, we study the optical properties of gold nanowires and the more complex split
ring resonator. The study of the later two is picked up in chapter 4, where we dig deeper
into second-harmonic generation in nanostructures. After a review of potential sources,
stemming from the bulk material and the surface, we focus on the later and explain a
model for the calculation of the second order nonlinear polarization. We return to sym-
metry restrictions in second order nonlinear processes and discuss them for nanoscale
systems. Finally, we proceed by introducing a new idea and structure to extend the pre-
vious understanding of second-harmonic generation on the nanoscale. The project was
first introduced to us by Prof. C.-B. Huang and investigated in a collaboration [33].

Chapter 5 fully centers attention on second-harmonic generation in a plasmonic two-
wire transmission line. We take the numerical and theoretical considerations from the
previous chapter and validate them experimentally. We show, that in contrast to the
past understanding, no asymmetry in the material nor the geometrical shape has to be
present in order to allow second-harmonic generation. In fact, an optical or plasmonic
mode of appropriate symmetry is already a sufficient criterion. After proving this point
by the use of the two eigenmodes of the two-wire transmission line, which offer differ-
ent symmetries, we explore the nonlinear behavior of the nanocircuit to its full extend.
By using a superposition of the two eigenmodes, we demonstrate a complex coupling
behavior, that can be well understood by an intuitive, symmetry based theoretical model
and can even be expanded beyond our experimental findings. Throughout the chapter,
we also consider experimental influences that could weaken our statement on symme-
try considerations in second-harmonic generation on the nanoscale but are able to fully
exclude them and validate our point. Moreover, we introduce a model, that adds a non-
linear substrate to our structure and could potentially lead to an even more complex
or more efficient nonlinear behavior of the nanocircuit. Additionally, we use the well
known coupled amplitude equations for second-harmonic generation, include optical
losses and apply them to our measurements.

With chapter 6, we move away from plasmonic systems and towards semiconduc-
tors. After introducing the physical framework, we investigate the temporal dynamics
of a semiconductor saturable absorber mirror via ultrafast pump-probe measurements.
The novelty of the structure is the saturable absorbing system. The structure, made by
the group of Prof. Michler from Stuttgart, is based on low-density quantum dots and
absorbing in the red spectral range. First, we introduce our setup for degenerate pump-



introduction and outline 3

probe measurements and perform a characterization of the sample itself. Subsequently,
we investigate the saturation dynamics of the absorber and reveal ultrafast recovery
times. Finally, the structure is excited with different wavelengths in order to obtain in-
formation about the spectral behavior. We attribute changes in the recovery process to
different components of the absorber.

In chapter 7 we revisit plasmonic structures but are interested in ultrafast phenom-
ena. We want to resolve the question how the process of third-harmonic generation
and multi-photon luminescence in subwavelength gold nanoparticles is connected to
the band structure. In order to bring light into this relation, we perform ultrafast pump-
probe experiments. We excite hot electrons in the conduction band of gold and measure
the time-dependent influence on nonlinear optical processes. We start this chapter by
taking a closer look at the band structure of gold, possible optical absorption mecha-
nisms and decay channels for plasmonic excitations. This includes especially the genera-
tion of hot electrons in the conduction band and the subsequent thermalization that can
be well described by a tow temperature model. After that, we introduce our experimen-
tal setup, the detection mechanisms and the structures under investigation. We include
special alignment steps and quantify spatial sample drifts in the setup. Before moving
on to pump-probe measurements, we present the nanostructure’s response upon exci-
tation with only pump and only probe light. We focus on emission polarization and
on linearly and nonlinearly generated photo luminescence. As first pump-probe mea-
surements, we let our two beams sample each other in a nonlinear medium in order to
determine the combined pulse length. This measurement was performed in a powder
of a nonlinear optical crystal, as well as in a gold nanowire. With the knowledge of the
exact temporal zero and the combined pulse length, we move on to spectrally resolved
pump-probe measurements on an isolated gold nanowire and investigate the influence
of hot electrons on higher-harmonics generation and multi-photon luminescence. After-
wards, we switch the detection mechanism and use Lock-In amplified traces, obtained
from a single photon detector. This enables us to move to lower excitation powers and
perform pump and probe power dependent measurements. We introduce a model to
quantify changes in the pump-probe peak and discuss the observed connections. More-
over, we start to build a theoretical model, based on a two temperature model, in order
to describe the observed effects. Finally, we look at power dependent spectra at differ-
ent positions on the pump-probe peak for different excitation powers. The combined
measurements give a very interesting overview over possible effects and pave the way
towards new experiments.





2
T H E O R E T I C A L B A C K G R O U N D

In this chapter we lay the basic physical framework for the subsequent chapters. We
start by a brief summary of the required fundamental electromagnetic equations and
the interaction of light with matter. The later includes the description of matter via an
harmonic oscillator model. Afterwards, we focus on electromagnetic effects at metal-
dielectric interfaces of varying geometries - first simple planar interfaces, then more
complex shapes. Finally, we extend our description of light matter interaction from a
linear to a nonlinear one and give a brief introduction into nonlinear optics.

2.1 light matter interaction

The behavior of electromagnetic radiation and its interaction with matter is described
by Maxwell’s equations [34]

∇ ·D = ρext , (1)

∇ ·B = 0 , (2)

∇× E = −
∂B
∂t

, (3)

∇×H = jext +
∂D
∂t

, (4)

here shown in their macroscopic formulation. The complex vector fields E and B de-
scribe the electric and the magnetic field, D and H the displacement and magnetizing
field. ρext and jext picture external, i.e. free, charge and current densities. In this formu-
lation, the influence of bound charges and currents, i.e., influence of matter, is incorpo-
rated in the fields D and H. This set of partial differential equations is completed by two
constitutional relations

D = ε0E + P , (5)

H =
1

µ0
B − M , (6)

where P and M depict the polarization and magnetization field. The two universal con-
stants ε0 and µ0 are called the permittivity and permeability of free space and are
related to the vacuum speed of light c0 = 1√

ε0µ0
. P and M describe how matter re-

sponds to applied electric and magnetic fields and can be viewed as induced electric
and magnetic dipole or, more general, multi pole moments per unit volume. Therefor,
they represent macroscopic averaged quantities. Permanent moments of the matter are
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6 theoretical background

also included. For our purposes it is convenient to restrict to non-magnetic materials
which simpyfies equation 6 to

H =
1

µ0
B . (7)

Under the assumption of a linear, isotropic medium, the polarization P can be written
as

P = ε0χ(ω)E = ε0(εr(ω) − 1)E . (8)

where χ is the frequency dependent susceptibility and εr the frequency dependent rela-
tive permittivity.

2.2 drude-lorentz theory

In order to describe the interaction of electromagnetic waves, in particular optical fre-
quencies with matter, several approaches exist. The easiest and most intuitive ansatz is
given by the Drude-Lorentz theory. The theory derives an expression for the linear, fre-
quency dependent material response χ(ω) (respectively εr(ω)) to applied electric fields.
The concept is to look at a bound electron excited by a monochromatic electric field
E(t) = E0e

−iωt. The temporal dynamic of the electrons position x(t) is described by the
differential equation of a driven, damped harmonic oscillator [35, 36]

d2

dt2
x + γ

d
dt

x +ω20x = −
e

m
E(t) , (9)

where ω0 is the eigenfrequency of the undamped oscillator, γ the damping constant
and m the mass of the electron. The solution to equation 9 is given by

x(t) = −
e

m

1

ω20 −ω
2 − iγω

E(t) , (10)

and the resulting dipole moment of the bound electron can be calculated as

p(t) = −ex(t) . (11)

The macroscopic polarization is derived by a multiplication with the electron density n

P(t) =
ne2

m

1

ω20 −ω
2 − iγω

E(t) . (12)

By comparing the result to equation 8, an expression for the frequency dependent rela-
tive permittivity is found

εr(ω) = 1+
ω2p

ω20 −ω
2 − iγω

, (13)

with the commonly used plasma frequency ωp =
√
ne2

mε0
. If we now limit the descrip-

tion to metallic materials, which have partially occupied conduction bands and therefor
quasi free electrons, we can set ω0 = 0 and equation 13 simplifies to

εr(ω) = 1−
ω2p

ω2 + iγω
. (14)
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Figure 1: Real (a) and imaginary (b) part of the relative permittivity of gold. The blue dots
represent the experimental data by Johnson and Christy and the solid black lines show
the description by the Drude model. The gray shaded area in (b) marks the beginning
of interband absorptions in gold.

In this work the most present material is gold. Consequently, we will compare the de-
rived model to experimental data of gold. The comparison, split in the real and the
imaginary part of the complex permittivity, is shown in figure 1. The blue points repre-
sent the measured data by Johnson and Christy [37] and the black lines the Drude model
with the plasma frequency ωp = 1.35 · 1016Hz and a damping of γ = 1.08 · 1014Hz [38].
For energies below 1.8 eV , the experimental data is well described by the Drude model.
Moving to higher energies interband transitions, that the model does not account for,
cause deviations in the imaginary part. These transitions are the d-band absorptions of
gold [39] and become considerably large at nominally 2.4 eV [40]. Yet, they still have an
influence down to 1.8 eV .

In practice, it’s common to use the interpolated data of Johnson and Christy in order
to describe optical properties of gold. Nevertheless, the Drude model gives a simple
analytical expression in which also distinct parameters can be varied or modulated if
needed. Furthermore, also phenomenologically extended versions of the Drude model
exist [41] or one can revert to fully calculated band structures by, e.g., many body per-
turbation theory [42] or relativistic band calculations [40]. Often those approaches are
combined with density functional theory to hybrid approaches, which lead to results
close to experimentally obtained data.

In the field of optics it is more convenient to describe materials by their complex
refractive index ñ rather than their relative permittivity. The relation between both is
given by

ñ = n+ ik =
√
εr , (15)

n =

√
1

2
(|εr|+ Re(εr)) , (16)

k =

√
1

2
(|εr|− Re(εr)) . (17)
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The real part n of the refractive index causes a frequency dependent phase velocity of
light in a medium and the imaginary part k accounts for absorption.

2.3 plasmonics

In the scope of this work we mainly focus on metallic nanostructures. Therefor, it is
necessary to discuss electromagnetic effects on the nanoscale, that explicitly involve the
surface or interface of the structures.

2.3.1 Fundamentals of Plasmonics

For light-matter interaction in the specific case of the material being metallic, we can
start with a simple consideration. We assume a finite volume of a positively charged
lattice and a free electron gas. Now, a static electric field displaces the electron gas
with respect to its equilibrium position and is turned off again. The electron gas will
overshoot the initial equilibrium position and coherent oscillations start. In the case
of an undamped motion, the oscillation frequency is the plasma frequency ωp. The
quasiparticle of this electron or plasma oscillation is called plasmon. By nature this
collective charge oscillation has a longitudinal character and represents a horizontal line
in the dispersion relation of the electron gas (see figure 2 (a)). For frequencies ω > ωp
the oscillation has a transverse character and follows the generic dispersion relation

k2 = εr
ω2

c2
. (18)

Including the permittivity obtained from the Drude model (equation 14), we obtain the
plasma or free electron gas dispersion for an undamped motion (γ = 0)

ω =
√
ω2p + k

2c2 . (19)

For frequencies ω < ωp plasma oscillations become of particular interest. They have
a longitudinal character and occur at metal-dielectric interfaces. The dipole-carrying
electron oscillation in the metal couples to light and forms the so called surface plas-
mon polariton (SPP). As self consistent solutions of Maxwell’s equations they represent
traveling modes, that are bound and localized on a subwavelength scale to the metallic
surface. The dispersion relation is commonly given in the implicit form

kSPP =
ω

c

√
εr,metal(ω) εr,diel(ω)

εr,metal(ω) + εr,diel(ω)
. (20)

In figure 2 (a), the dispersion relation of a surface plasmon polariton at a gold-air
interface is shown. In this case gold is approximated as a lossy Drude metal. For the
geometric reason of a single interface, the SPP dispersion curve does not asymptotically
approach the frequency ωp but ωp√

2
. Figure 2 (b) shows a propagating SPP at a gold-air

interface. The electric field component along the surface normal is shown as well as the
electric field lines (Ey,Ez). Perpendicular to the interface, the electric field decays on a
short length scale - the so called skin depth. Due to material properties, the electric field
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Figure 2: Characteristics of plasmons. (a) The dispersion relation of a free electron gas and
surface plasmons for a lossy Drude metal. The axes are normalized to characteristic
constants. (b) Surface plasmon polariton (λSPP = 570nm) at a gold-air interface. The
electric field component Ey is color coded while the black streamlines show the tupel
(Ey,Ez). The charges at the interface are also indicated.

in the gold halfspace is not visible on a linear scale. In propagation direction the bound
SPP gets exponentially damped, leading to a system specific propagation length

lprop =
1

2|Im(kSPP)|
, (21)

solely depending on the imaginary part of the SPP’s wave vector. Here, we defined the
propagation length as the length after which the energy of the SPP mode has decreased
to 1/e. For gold-air interfaces, the values are typically in the range of several tens of mi-
crons in the visible to NIR spectral range. In general, the propagation length increases
with increasing wavelength as we move further away from interband absorptions in
gold.

In the dispersion relation of the SPP in figure 2 (a) the light line is indicated as black
solid line. Since there is no intersection with the SPP dispersion, a direct excitation with
light is not possible. Using prism couplers to bend the light line or grating couplers
to shift the light line by specific values k = 2π

lgrating
efficient excitation becomes possible

[43–45]. Moreover, also edges of structures can be used for excitation, as they represent
a special case of grating, or nanopartilces which offer a broad spectrum of k-vectors.

2.3.2 Plasmonics in complex systems

waveguides

As stated, plasmons exist at metal-dielectric interfaces of which a two-halfspace geome-
try with a planar interface is only the most simple example. The propagating SPPs can
also be localized to more complex surfaces like, e.g., the surface of an infinitely long
gold wire embedded in a dielectric surrounding. An example is shown in figure (3). We
consider an infinitely long wire with a radius of 70nm in the x-y plane and propagation
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in z-direction (a). In the x-y plane the wire supports a plasmonic mode (b) similar to
light-modes in optical waveguides. The electric field in the structure can be written as

E = E0(x,y) ei(kzz−ωt) , (22)

kz = β− iδ with δ > 0 . (23)

The vector field E0(x,y) describes the mode profile and the complex exponential func-
tion the time harmonic propagation in z-direction. The wave vector kz is complex and
is commonly split into two parts. The real part β accounts for dispersion, while the
imaginary part δ induces losses due to absorption. The notation for plasmonic and
optical waveguides coincide, yet, there are fundamental differences. While in optical
waveguides the so called core of the waveguide has a higher refractive index than the
surrounding medium, the plasmonic core, i.e., the gold wire, has a lower refractive in-
dex and high losses. The consequence is that in optical waveguides the modes travel in
the core and are confined within the core. In plasmonic waveguides, on the other hand,
the modes travel at the interface between core and surrounding and the electric fields
on the outside are much higher than on the inside.

Another big difference is the spatial extend of the confined modes. While in optical
waveguides the modes are in the same dimension as the lights wavelength, plasmonic
modes can be confined far below the diffraction limit of light [46, 47]. If the radius of
the wire decreases, the plasmonic modes become more and more localized while also
the losses increase. Therefor, a sweet spot between losses and confinement has to be
found [48]. If the radius of the wire increases, both waveguides show the same behavior.
Higher order modes come into play if the geometrical extend of the structure is large
enough [49, 50]. Throughout this thesis we only look at small dimension and therefor all
single wire waveguides are considered to be single mode waveguides. One important
parameter in waveguide theory is the so called effective mode index

neff =
kz

k0
=
β

k0
− i

δ

k0
, (24)

where k0 is the vacuum wave vector of light. Consequently the mode index describes
the deviation of the waveguide mode from a plane wave in vacuum.

particles

Aside of propagating SPPs, there is one other fundamental plasmonic excitation. The so
called localized surface plasmon polariton (LSP) - commonly also referred to as particle
plasmon. This plasmonic excitation is confined to metallic nanoparticles with sizes of
several tens, up to several hundreds of nanometers. An important criterion for the par-
ticle size is that quantum effects can be neglected and a continuum description for the
quasi free electrons is applicable. This regime is typically reached at a few nanometers
[51].

If a nanoparticle is excited by monochromatic light, several effects come into play. Due
to the small size of the particle compared to the wavelength of the light (λ � dparticle),
the electric field over the particle volume can be considered constant for a fixed time
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Figure 3: (a) Plasmonic waveguide with cylindrical cross-section (radius 70nm). (b) The real
part of the mode profile E(x,y) is shown for all vector components Ex,y,z (c) In propa-
gation direction, the z-component of the electric field is strongly confined to the wire.

t0. The quasi free electrons will be accelerated. For times t > t0 a restoring force by the
lattice acts on the electron gas. Moreover, also the constant electric field of the exciting
light will change it’s amplitude. Therefor, the system acts as driven harmonic oscillator.
Due to the small extend of the nanoparticle, the excited plasmons will preferably build
a standing wave like pattern within it’s geometry. Consequently, the shape and size of
the particle strongly influences the resonance frequency of the particle [32, 52].

An example for a plasmonic nanoparticle, excited by monochromatic light, is shown
in figure 4 (a). The gold rod experiences a constant electric field over its volume and
a dipole-like charge distribution builds up. At the ends of the rod, this leads to highly
localized electric fields as shown in figure 4 (c). Here, a x-y cut plane is drawn in the
center of the particle and the absolute value of the electric field is plotted. The hotspots
are confined to only a few tens of nanometers. The resonance spectrum of the rod in
figure 4 (b) shows that despite the main resonance at 1250nm also another smaller, blue
shifted peak is present. This peak indicates a higher order mode. Similar to the quan-
tum mechanical potential well also charge distributions with multiple nodes can build
up within the particles geometry. The resulting electric field of the third order mode at
550nm is shown in figure 4 (d). The resonance spectrum is calculated for the excitation
of the gold rod with a incident plane wave. Therefor, even-order higher modes are not
visible since they cannot couple to plane waves.

In general, calculations like shown in figure 4, are done using numerical methods like
finite element methods or finite difference time domain algorithms. Only for a spherical
nanoparticle in a homogeneous environment an analytical solution exists. Although it
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Figure 4: Example of a localized plasmon resonance in a gold nanorod. (a) The subwavelength
particle is experiencing a constant electric field from the exciting light for a fixed time.
Consequently, the quasi free charges are separated. (b) The calculated extinction cross-
section for the structure. The first two far-field resonances - first and third order reso-
nance - are visible. (c) The field distribution in the x−y cross-section of the wire allows
the characterization of the modes.

wasn’t intended, LSP in metallic nanoparticles are included in the Mie Theory for scat-
tering and absorption of small particles [53].

2.4 nonlinear optics

In section 2.2, a description for electrons in an external electric field was given and the
linear material response χ(ω), respectively ε(ω), was derived. In the case of strong elec-
tric fields, like for example generated by ultrashort laser pulses at their peaks, a purely
linear description of the electron movement is not suitable anymore [54]. In equation 9

additional nonlinear restoring forces have to be added, in order to account for the anha-
monicity of the electron potential given by the cores. Treating the resulting differential
equation with perturbation theory yields additional nonlinear terms in the material’s
polarization. It can be expressed by a power series with respect to the applied electric
field

P(t) = ε0χ
(1)E(t) + ε0χ(2)E(t)2 + ε0χ(3)E(t)3 + . . . , (25)

= P(1)(t)︸ ︷︷ ︸
Plin(t)

+P(2)(t) + P(3)(t) + . . .︸ ︷︷ ︸
Pnonlin(t)
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where the polarization is split into a linear part Plin(t) and nonlinear part Pnonlin(t). The
nonlinear susceptibilities χ(n) are tensors of the rank n+ 1. This tensorial character is
neglected in the following description of nonlinear optical phenomena. In general, the
nonlinear susceptibilities allow photon-photon interactions as well as nonlinear inter-
actions between photons and matter. In the following we give a brief introduction to
nonlinear optics which follows the notation of [55].

2.4.1 Second Order Nonlinear Effects

second-harmonic generation

The lowest order of the nonlinear susceptibility is χ(2) and is discussed in more detail.
We assume a strong monochromatic electric field in a nonlinear medium

E(t) = E0e−iωt + c.c. . (26)

The resulting nonlinear polarization reads

P(2)(t) = ε0χ
(2)E(t)2 ,

= 2ε0χ
(2)E0E∗0︸ ︷︷ ︸

optical rectification

+ ε0χ
(2)
[
E20e

−i2ωt + c.c.
]︸ ︷︷ ︸

second harmonic generation

, (27)

and consists of two parts, related to two nonlinear optical phenomena. The first part is
called optical rectification (OR) and describes a DC polarization induced in the medium.
The second part is called second-harmonic generation (SHG). It depicts a generated
polarization that oscillates with the doubled input frequency. As the polarization rep-
resents a dipole density per unit volume, it is a source of light at the second-harmonic
frequency. This is depicted in figure 5 (b). In a quantum mechanical picture, two in-
coming photons at the frequency ω are annihilated in the nonlinear medium and one
photon at the doubled frequency 2ω is generated. Commonly, this process is sketched
in an energy level diagram with virtual energy levels shown as dashed lines. The non-
linear interaction happens instantaneous and requires no populatable states.

sum- and difference-frequency generation

If the exciting electric field consists of multiple frequencies, also non-degenerate photon-
photon interactions become possible

E(t) = E1e−iω1t + E2e−iω2t + c.c. . (28)

The induced second order nonlinear polarization has multiple terms

P(2)(t) = ε0χ
(2)
[
E21e

−i2ω1t + E22e
−i2ω2t + 2E1E2e−i(ω1+ω2)

+2E1E∗2e
−i(ω1−ω2) + c.c.

]
+ 2ε0χ

(2)
[
E1E∗1 + E2E∗2

]
, (29)

and by using an appropriate notation, these contributions can be separated by their
frequencies ωn

P(2)(t) =
∑
n

P(2)(ωn)e
−iωnt . (30)
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Figure 5: Second order nonlinear optical processes. (a) optical rectification, (b) second-harmonic
generation, (c) sum-frequency generation and (d) difference-frequency generation. The
left side of each panel depicts the in- and outgoing electric fields while the right side
shows energy level diagrams. Solid lines mark real, populatable states while dashed
lines indicate virtual states.

The index n runs over positive and negative frequencies. The resulting frequency depen-
dent amplitudes P(2)(ωn) are given by

P(2)(0) = 2ε0χ
(2)
[
E1E∗1 + E2E∗2

]
(OR) , (31)

P(2)(2ω1) = ε0χ
(2)E21 (SHG) , (32)

P(2)(2ω2) = ε0χ
(2)E22 (SHG) , (33)

P(2)(ω1 +ω2) = 2ε0χ
(2)E1E2 (SFG) , (34)

P(2)(ω1 −ω2) = 2ε0χ
(2)E1E∗2 (DFG) . (35)

The first contribution, at the frequency zero, is optical rectification by both excitation
fields while the two following contributions are second-harmonic generation at each
frequency. The last two contributions are new phenomena called sum- and difference-
frequency generation (SFG, DFG). Here, the generated photons have the sum- or difference-
frequency of the input photons. These two effects are sketched in figure 5 (c)-(d). In
general, SFG is the non-degenerate case of SHG.
DFG, on the other hand, has a fundamental difference. Here, not two input photons
are annihilated to create a new one. Although two input photons are present, only the
higher frequency photon is annihilated and two photons are created. One at the dif-
ference frequency and one at the lower input frequency. Therefor, the lower frequency
input field is amplified and gives this physical effect the additional name optical para-
metric amplification.
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2.4.2 Third Order Nonlinear Effects

The next higher order of nonlinear effects are χ(3)-nonlinearities. Again, we consider a
monochromatic electric field

E(t) = E0e−iωt + c.c. , (36)

which leads to a third order nonlinear polarization of the form

P(3)(t) = ε0χ
(3)E(t)3 ,

= ε0χ
(3)
[
E0
3e−i3ωt + c.c.

]︸ ︷︷ ︸
third harmonic generation

+ 3ε0χ
(3)
[
|E0|E0e

−iωt + c.c.
]︸ ︷︷ ︸

nonlinear refractive index

. (37)

In the nonlinear polarization two terms can be identified. First, we observe third-harmonic
generation (THG). This effect is similar to SHG with the only difference that three input
photons are annihilated in order to create a new one. Consequently, the output photon
has the tripled frequency. Second, we see a term that oscillates with the frequency ω. It
can be shown, that this term leads to a nonlinear, intensity dependent contribution to
the refractive index

n = n0 +n2〈E(t)2〉 , (38)

with the linear refractive index n0 and the additional contribution n2. This small change
in the refractive index is also referred to as second-order index of refraction. The angular
brackets indicate a time average of the electric field 〈E(t)2〉 = 2E0E0

∗. With the refractive
index being complex, this does not only lead to an intensity dependent dispersion by the
real part of n2 but also to an intensity dependent absorption by the imaginary part [56].
This new absorption mechanism is called two-photon absorption (TPA). If the energy of
two photons is large enough, they can be simultaneously absorbed with a virtual state
in between [57]. This allows the population of excited states as sketched in figure 6 (b).
Although the process of two-photon absorption looks similar to SHG, it is in fact a χ(3)

process. A more detailed description of linear and nonlinear absorption is given in the
appendix A.1.

2.4.3 Symmetry Considerations and Conservation Laws

For the conclusion of this chapter, we want to point out two important aspects we
haven’t treated yet, but which play a fundamental role in nonlinear optics. First, the
symmetry of the nonlinear material itself can have a great influence on the nonlinear
response and second, also fundamental conservation laws, like energy and momentum
conservation, have to be fulfilled.

Symmetry

The susceptibility χ(n) represents the response function of a material to an applied elec-
tric field. Therefor, it also reflects given symmetries of the material. There are complete
tables of the shape of the susceptibility tensor for many different symmetry groups [58].
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Figure 6: Third-order nonlinear effects. (a) Analogous to SHG, three photons can be annihilated
in order to create one with triple frequency. (b) Like in linear optics, it is possible to
perform optical transitions with two incoming photons. For two-photon absorption,
the mid-state doesn’t have to be a real state. Although only two photons are involved
in the absorption process, it is in fact a third order nonlinear effect.

Here, we will only treat the case of inversion symmetry, as it has an important conse-
quence for even-order nonlinear phenomena. In order to describe space inversion we
use

r → −r , (39)

E(t) → −E(t) , (40)

P(t) → −P(t) . (41)

Applying these replacements to equation 25 yields

−P(t) = −ε0χ
(1)E(t) + ε0χ(2)E(t)2 − ε0χ(3)E(t)3 + . . . , (42)

Comparing this result to equation 25 requires χ(2n) = 0 for n ∈ N. Consequently, all
even-order nonlinear susceptibilities have to be zero in an inversion symmetric material
and the related nonlinear optical processes are forbidden. This consequence only holds
as long as one remains in a description of matter that restricts to electric dipoles. Al-
ready the inclusion of magnetic dipole transitions can allow nonlinear phenomena in
an inversion symmetric material [59, 60]. This is a consequence of the magnetic field
being an axial vector. In contrast to the electric field (equation 40), the magnetic field
transforms as B→ +B and consequently breaks the inversion symmetry.

Conservation Laws

For all observed nonlinear optical interactions, energy and momentum conservation
have to be fulfilled. We express both in a general form

 h
∑
i

ωi = 0 , (43)

 h
∑
i

ki = 0 . (44)
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During our derivation and description of nonlinear phenomena, energy conservation
has always been fulfilled. Momentum conservation, on the other hand, hasn’t been ac-
counted for yet. If we use the dispersion relation of light, we can rewrite equation 44

and get the condition

 h
∑
i

ωin(ωi)

c0
= 0 . (45)

In order to fulfill equations 43 and 45 simultaneously, the index of refraction has to be the
same for all involved frequencies, i.e., n(ωi) = const. This is hard to achieve because
naturally the refractive index is wavelength dependent. This, combined with the fact
that the material also has to offer a large nonlinearity, requires special workarounds.
One can, for example, make use of birefringent materials where the refractive index of
the extra-ordinary ray can be tuned via the angle incorporated with the optical axis [61].
In the last years also more complex concepts like quasi-phase matching became state of
the art. Here, a material parameter is periodically varied in order to compensate a phase
mismatch [62]. If phase matching cannot be fully achieved, an additional vector ∆k is
added to the momentum conservation

 h
∑
i

ki +∆k = 0 , (46)

and accounts for the phase mismatch. It leads to a drastically decreased overall efficiency
of the nonlinear process. Moreover, a phase mismatch leads to an oscillation of energy
between all involved fields during propagation in a nonlinear medium, that can be
characterized by a coherence length [63]

lcoh =
π

∆k
. (47)





3
N U M E R I C A L M E T H O D S

An important key in research is the modeling and simulation of experimentally observed
effects, or vice versa designing experiments based on simulations. In general, analytical
solutions cannot be obtained for complex systems or only under rigorous assumptions
and idealizations. Therefor, numerical methods, which search an approximated solution,
play an important role in modern physics. As nanoobjects build the bridge between the
atomic and the macroscopic scale, the requirements on the numerical methods are not
clear ab initio. For systems like quantum dots or nanocrystals, a quantum mechanical
treatment is necessary, like also for small interparticle distances that allow electron tun-
neling effects. For structures > 10 nm those effects can be neglected and a continuum
description of the matter is applicable. This is the regime where our work is based in.

The task for a tool in computational electromagnetics (CEM) is to discretize Maxwell’s
equations on the geometry of a given problem and subsequently obtaining a numeri-
cal solution. There are three common methods [64]: the Finite-Difference-Time-Domain
method (FDTD), the Method of Moments (MoM) and the Finite Element Method (FEM).
Those methods differ in the way the systems geometry is discretized (meshed), the for-
mulation that is chosen for Maxwell’s equations (integral or differential), the domain the
equations are solved in (time- or frequency domain) and last, the numerical effort. De-
pending on the individual needs, the most suited method can be chosen. In this chapter
we focus on FEM, as it is most suited for our purposes, outline the basic principle of the
method based on [65] and present models that are used throughout following chapters.
This includes 2 dimensional models for waveguiding applications of infinitely extended
plasmonic waveguides as well as 3 dimensional models that numerically calculate near
and far field properties of resonant, subwavelength nanoparticles.

3.1 the finite element method

In order to describe the basic principle of FEM we assume a domain Ω where the
governing differential equation is given by

Lφ = f , (48)

where L is a differential operator, φ the unknown quantity and f the excitation function
- in CEM for example an exciting electric field. There are two common approaches to
solve the problem numerically. The Ritz principle and the Galerkin-Method [66–68]. We
present the later, which is a weighted residual method. Here, an approximated solution

19
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φ̃ is assumed that leads to a non-vanishing residuum r and equation 48 is reformulated
as

r = Lφ̃− f 6= 0 . (49)

The idea is to find an approximated solution that minimizes the residuum. Therefor, the
key is to disassemble the domain Ω into e subdomains Ωe, the so called finite elements

Ω =

M⋃
e=1

Ωe . (50)

The way the finite elements can be formed gives FEM two big advantages which
make it very well suited for plasmonic applications. First, arbitrary shapes can be cho-
sen for the elements, ranging in 3D from cubes over prisms to tetrahedral forms - even a
combination of different elemental shapes is possible. This allows a close-to-reality rep-
resentation of arbitrary curved surfaces which benefits interface effects like plasmonic
excitations. Second, each element is independent in size and edge lengths. Therefor,
big systems involving small details, e.g. rounded edges, can be meshed without loss of
structural information while still keeping reasonable computation times.

Each finite element contains n nodes which are the corner points. Now, on each finite
element e a weighted residual integral Rei , based on equation 49, is formulated

Rei =

∫
Ωe
wei (Lφ̃

e
i − f)dΩ with i = 1 . . . n , (51)

with the weighting function wei . The approximated solution φ̃ej on the element is de-
scribed as sum

φ̃ej =

n∑
j=1

Nejφ
e
j , (52)

where φej is the value of φ at the j-th node and Nej the interpolation function. Nej is
also referred to as expansion or basis function and chosen as polynomial of first or
higher order. Moreover, Nej are also only non-zero within the e-th element. Usually,
the interpolation functions are also used as weighting functions in equation 50. Now,
equations 51 and 52 are combined. By taking all finite elements into account, a global
system of equations in matrix form is obtained. It has to be mentioned that the transition
from the local finite elements to a global system is not trivial since neighboring elements
share nodes with each other. The result is formulated as

[K]{φ} = {b} , (53)

where [·] marks a matrix and {·} a vector. {b} is related to the excitation function. In the
sense of CEM, equation 53 describes a system that involves scattering or radiation. The
matrix [K] is the sparse matrix of the system. Due to the fact that the basis functions Nej
are only non-zero within their corresponding element, the matrix is nearly of diagonal
shape and only features few off-diagonal elements. If the system is free of sources or
excitations, i.e. {b} vanishes, equation 53 can be rewritten as

[A]{φ} = λ[B]{φ} , (54)
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with [K] = [A] + λ[B] which has the form of an eigenvalue equation with the eigenvalues
λ. In CEM, this formulation corresponds to, e.g., waveguide modes or resonances in
cavities.

Here, we will discuss examples for both cases - numerical models based on equa-
tion 53 and 54. In our case this corresponds to a 3D scattering model of plasmonic
nanoparticles and a 2D mode analysis in plasmonic waveguides. As software we use the
commercial FEM solver Comsol Multiphysics with the wave optics module. All calcula-
tions are based in the frequency domain. Therefor, first a time harmonic ansatz for the
electric field is chosen

E(r, t) = E(r)eiωt . (55)

The governing differential equation for both - 2D and 3D system - is in general given by
the vector wave equation of the electric field. The equation can be derived from Maxwells
equations (equations 1-4). After including the time harmonic ansatz from equation 56,
the wave equation reads

∇× µr(r,ω)−1
(
∇× E(r,ω)

)
−
ω2

c20

(
εr(r,ω) − i

σ(r,ω)

ωε0
E(r,ω)

)
= 0 . (56)

with the frequency and position dependent relative permeability µr, relative permittiv-
ity εr and conductivity σ. Due to the separation ansatz (equation 55), the wavelength
dependency of the system can be obtained by consecutively solving equation 56.

3.2 scattering and absorption in isolated nanoparticles

The biggest challenge for 3D scattering or radiation calculations of single nanoparticles
are the boundary conditions. By nature the problems have open boundaries with an
infinite free space as surrounding medium. Therefor, the way the domain is truncated is
of great importance. Using hard boundaries like, e.g., Dirichlet or Neumann conditions
can lead to to backreflections of outgoing waves back into the model and cause artifacts.
To circumvent this, it became common to border the domain with an artificial absorbing
layer - the so called perfectly matched layer (PML) [69, 70].

In figure 7 (a) an example for a 3D scattering model is shown. The spherical domain,
with a centered nanoparticle, is truncated by a PML shown in cyan. The inner radius is
chosen as 700nm and the PML thickness as 200nm. The long axis of the nanostructure
is 270nm. The model and the nanostructure are designed for the NIR spectral region.
The material properties of the nanostructure are taken from the interpolated data of
Johnson and Christy [37] and the surrounding medium has a homogeneous refractive
index. If the structure should be located on a substrate , e.g., glass, an effective medium
approach can be used. Instead of adding the substrate to the geometry, a homogeneous
environment is used with a modified refractive index - the so called effective refractive
index neff. From experience neff = 1.4 is a good approximation for modelling a glass-
air interface with a founded flat nanostructure. The PML is given the same refractive
index. The yellow sphere in figure 7 (a) is a permeable layer that has no physical effect.
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Figure 7: Example of a 3D FEM model. (a) In the center of the model the nanostructure under
investigation is positioned. The whole model is truncated by the PML shown in cyan.
The radius of the PML is chosen bigger than the wavelength of the exciting electromag-
netic field. The yellow sphere has no physical influence and is only defined and used
as integration sphere to determine scattering properties of the particle. (b) An exam-
ple mesh of a nanostructure is shown. The tetrahedral mesh has an adaptive size that
allows meshing of small details like, e.g., edge roundings. In the final FEM calculation
the structure is excited by an electric field Einc traveling in negative z-direction.

It serves as integration layer in order to determine far field scattering properties of the
nanoparticle.

In figure 7 (b) an example for the nanostructures mesh is shown. It is clearly visi-
ble that the variable mesh provided by FEM, allows a detailed representation of the
structure itself. While the nanoparticle has a fine mesh, it can be chosen coarser in the
surrounding medium, where there is no more structural variation. The form adaptive
mesh can also be seen within the particle. At corners with small radii of curvature, the
mesh becomes finer while bigger elements are used for flat parts of the structure. Impor-
tant to mention is, that there are also mesh restrictions for the PML. Neglecting these
can lead to unphysical artifacts in the calculation. Radially outgoing, the PML should
at least consist of 5 elements. Additional precautions like, e.g., a point symmetric mesh,
with respect to the model center, can also lead to a more stable operation of the FEM
solver. For the subsequent calculation, the total electric field E is split into two parts - the
incident electric field Einc, which represents, e.g., an exciting laser beam and the field
Escat scattered by the nanoparticle

E(r,ω) = Escat(r,ω) + Einc(r,ω) . (57)

As exciting electric field we use a monochromatic plane wave that travels in negative
z-direction and is polarized in the x − y plane. The assumption of an exciting plane
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wave is reasonable, since the typical nanostructures are much smaller than the excit-
ing wavelength. If the structures become bigger, the excitation should be switched to
a Gaussian beam in case a direct comparison to an experiment has to be drawn. The
monochromatic, plane wave excitation fields reads

Einc(r,ω) =

E0,x

E0,y

0

 e−ineffkzz . (58)

3.2.1 determination of cross-sections

Characteristic values of the particle, that are determined by numerical simulations, are
the wavelength dependent absorption and scattering cross-section. They image for ex-
ample localized plasmon resonances (LSPR) which allows a distinct design of nanostruc-
tures for experiments. For the calculation of the cross-sections, the energy flux density
S(r, t), also called Poynting vector, is needed

S(r, t) = E(r, t)× H(r, t) . (59)

By including the chosen time harmonic ansatz for fields, we find for the time averaged
energy flux density

S(r,ω) = 〈S(r, t)〉 =
∫T
0

S(r, t)dt =
1

2
Re{E(r,ω)× H?(r,ω)} , (60)

which can now be defined for all involved fields - incident, scattered and total. For the
excitation field the absolute value reads

〈Sinc〉 =
1

2
E20neffc0ε0 , (61)

with the absolute value E0 of the incident electric field. In order to obtain the scattering
and absorption cross-sections we have to calculate the integral of the corresponding time
averaged flux density through the integration sphere with respect to its local surface
normal n

Cabs =
1

〈Sinc〉

∮
surf

S(r,ω)ndA , (62)

Cscat =
1

〈Sinc〉

∮
surf

Sscat(r,ω)ndA , (63)

Cext = Cabs +Cscat . (64)

The extinction cross-section Cext of the particle is then formulated as sum of absorp-
tion and scattering cross-section. For nanoparticles the extinction cross-section at the
plasmon resonance can easily overcome the geometrical cross-section by orders of mag-
nitude, while the individual contribution of scattering and absorption strongly depends
on the particle’s size. For sizes of few tens of nanometers or less, the absorption is the
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dominant contribution [32]. With increasing particle size, scattering is not negligible any-
more and finally dominates over the absorption. For example in case of a 20nm gold
sphere, the absorption is 100 times stronger than the scattering. If we consider an 80nm
sphere, the two cross-sections are already of equal strength [71].

In single particle experiments, mostly the extinction or the scattering cross-section is
measured. Therefore, additional factors have to be considered. If the scattering contri-
bution becomes significant, i.e., larger particles are considered, one has to keep in mind
that forward and backward scattering are not equivalent. Consequently, it makes sense
to split the integration sphere into two parts - for forward and backward direction. This
is especially necessary if experiments, involving particles of arbitrary sizes on substrate
interfaces, shall be theoretically explored. Here, the substrate poses a break in symme-
try and strongly alters the scattering process or also the emission process of the particle
[72, 73]. In these cases one also reaches a limit of the effective medium approach. While
spectral positions of, e.g., plasmonic resonances and their connections to geometrical
dimensions can be properly predicted, the altered scattering cannot be described. If, on
the other hand, a substrate and split integration spheres are incorporated, it is also pos-
sible to match the simulation better to the experiment by taking the used objective into
account. A reduced integration sphere, accounting for the numerical aperture, can be
defined.

3.2.2 field and charge distribution

The FEM solver provides the full vectorial electric and magnetic fields within the whole
model domain. Despite of the calculated cross-sections from the previous section, we
also have access to field distributions on arbitrary chosen probe surfaces. This helps
not only to understand the observed plasmonic resonances and classify them as first
or higher order, but also allows the engineering of field distributions in more complex
geometries. The applications range from rather simple hot spot engineering in dimer
or bow-tie antenna configurations [74, 75] to more complex ones [76]. Moreover, the
exact field distribution near plasmonic structures allows to investigate the coupling of
emitters like, e.g., single molecules [77], quantum emitters [78], nanocrystals or quantum
dots [79] and further gives rise to engineered plasmonic cavities in metal-insulator-metal
cavities [80].

Here, we will discuss a split ring resonator (SRR) as example structure, as it will
also be refered to in the subsequent chapters. The SRR has it’s origin in the microwave
regime [81] and was used in order to create meta materials that are composed of sub-
wavelength unit cells and allow the creation of media with unique optical properties
[82]. Later, the idea was downsized to plasmonic structures in order to create optical
meta materials [83]. Here, the SRR did not only gain popularity as component of meta
materials but also the properties of the structure itself were, and still are part of present
research. On one hand, the SRR can create a strong magnetic moment which makes it
suitable as antenna for magnetic emitters [84], while, on the other hand, it also offers a
broken symmetry, which makes it interesting for nonlinear plasmonics [85]. We will be
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interested in the later.

In figure 8 results of a FEM simulation for a SRR are shown. The structure has a base
length of 270nm, an arm length of 120nm and a height of 30nm. The width was in both
cases chosen as 60nm and the radius for the edge rounding as 15nm. In the model, a
substrate was included via the effective medium approach with an effective refractive
index of neff = 1.4. In figure 8 (a) and (b), the wavelength dependent extinction cross-
sections for the SRR are shown for two different excitation polarizations - parallel and
perpendicular to the base of the structure, as indicated by the inset in the plots. For par-
allel excitation we observe a fundamental, i.e., first order, resonance at about 1750nm.
This equals the resonance that produces a large magnetic moment [84]. For smaller wave-
lengths, we get higher order modes that are not discussed further. Under perpendicular
excitation (figure 8 (b)), the observed resonances are, concerning the order of the res-
onance, blue shifted and noticeably weaker than for parallel excitation. The first order
perpendicular resonance is located at 900nm and a factor of 2.5 smaller in magnitude.
Here, we are likewise also not discussing higher order modes. In figure 8 (c) and (d),
the electric field distributions are shown for the parallel and perpendicular excited first
order mode. The field distributions are shown in a cut plane, centered in z-direction
in the middle of the structure (see figure 7). For visualization only the real part of the
electric fields are plotted. The shape and sign of the fields allow to phenomenologically
draw charges inside the SRR and identify them as lowest order plasmonic modes [86].
The modes under parallel (c) and perpendicular (d) excitation correspond to dipolar
modes along the system’s long and short axis.

In general, the electric fields near the structure are very strong, which is typical for
plasmonic nanostructures. Further observation shows, that the strong electric fields es-
pecially exist in the arms of the SRR. The investigated design of the SRR, i.e., ratio of
base to arm length, is optimized for applications in the field of nonlinear plasmonics -
as we shall see later. If, on the other hand, the structure is intended to generate strong
magnetic moments or highly localized hot spots, this ratio has to be chosen different.
Longer arms and and a shorter base lead to a smaller gap and, therefor, the desired
effect [87]. Another approach is to use a partly closed gap, where the design resembles
a quadratic ring with a small cut through one edge, as originally proposed [83].
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Figure 8: FEM simulations of a plasmonic SRR. The calculated, wavelength dependent extinc-
tion cross-sections for parallel (a) and perpendicular (b) excitation polarization show
the fundamental, as well as higher order modes. In the inset, the corresponding ex-
citation polarizations are indicated. The electric in-plane field distributions, at both
fundamental resonances, are depicted in (c) for parallel and in (d) for perpendicular
excitation. The left panels show the x-component of the electric field and the right ones
the y-component. For visualization only the real part of the electric field is plotted.
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3.3 plasmonic waveguides

The second CEM field we are interested in, are plasmonic waveguides. As semiconduc-
tor based circuits are nowadays reaching their fundamental speed and bandwidth limits,
plasmonic waveguide based circuits become of great interest. While maintaining local-
izations far below the diffraction limit of light [88], the obtained speed remains still near
the speed of light. Various types of plasmonic waveguides have been exploited, ranging
from gap waveguides [89, 90] to wire-like ones with different cross-sections [91, 92]. Also
more complex applications have been under research, like waveguide ring-resonators
[93] or nano-focusing geometries [47]. The plasmonic waveguide we are interested in,
is the so called two-wire transmission line (TWTL). It consists of two parallel, coupled
wires [94]. Under optimized geometry, this structure supports only two different plas-
monic modes - a symmetric and an anti-symmetric one.

For the theoretical investigation of the TWTL we use 2D FEM simulations - under the
assumption of an infinitely extended waveguide which geometrical cross-section does
not change. After rewriting the systems governing equation 56 as

∇×∇× E(r,ω) −ΛE(r,ω) = 0 , (65)

with Λ = k20

(
εr(r,ω) − i

σ(r,ω)

ωε0

)
,

it can be clearly identified as eigenvalue equation with the eigenvalue Λ. For the given
representation the assumption µr = 1 was made. The model we used is defined accord-
ing to figure 9. In panel (a) the, in z-direction infinitely extended, TWTL is shown and
an x-y cut plane is indicated. Hence, it is convenient to express the electric field in the
waveguide as

E(r,ω) = E(x,y,ω)e−ineffk0z , (66)

where neff denotes the effective mode index and k0 = ω
c0

the vacuum wave vector for
the desired frequency of light. The factor E(x,y,ω) describes the profile of the localized
mode and the second factor the propagation in z-direction. neff is in general complex
and can be regarded as factor, that describes the deviation from the propagation of a
plane wave in vacuum. The real part gives the refractive index of the mode while the
imaginary part is linked to the propagation length. Figure 9 (b) shows the model that is
defined in Comsol. The two wires have a width of 140nm and a height of 60nm. The
gap was chosen as 100nm and an edge rounding of 25nm was assumed to circumvent
unrealistic field excesses at the corners. The size of the quadratic surrounding in figure
9 (b) is not true to scale and was chosen as 9.1µm. This huge difference in size is
again only possible because of the scalable mesh elements provided by FEM. In the
TWTL the mesh elements have sizes between 0.5nm and 3nm, while the elements in
the surrounding are allowed to have sizes of up to 150nm. For neighbouring elements
a certain growth rate can be defined. Consequently, the mesh in the structure, at the
interface as well as in the adjacent surrounding is very fine - which is also the region
where the plasmonic mode is localized at. In a greater distance from the actual structure
and the bound mode, the elements get larger. An example section of the mesh is shown
in the inset of the figure. Since we are looking for bound modes in the rather small
center of the model, the boundary condition at the outer model domain is simple - the
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electric field shall be zero. One way to achieve this easily is to use the predefined perfect
electric conductor (PEC) boundary condition

(n × E(r,ω))|boundary = 0 , (67)

where n denotes the local normal vector of the boundary. Of course this does not nec-
essarily require the electric field to be zero in all components but, combined with ad-
ditional restrictions, only physical reasonable results are obtained. Here, unreasonable
results would be waveguide modes engaging the complete surrounding medium , i.e.,
using the domain borders as resonator. To exclude such modes from the calculation one
can, for example, specify a desired region for the effective mode index. The wanted
modes have an index higher than the one of the surrounding medium, while environ-
ment engaging modes have a lower one. Moreover, also the imaginary part of the mode
index can be used for sorting of modes. The plasmonic modes are bound to the gold
surface which leads to increased damping, while the environmental modes are predom-
inantly located in the surrounding (here nair = 1.0002), which is assumed to be lossless.

The FEM mode analysis yields two different plasmonic modes in the vis-NIR spectral
region. In figure 9 (c), the mode profiles are shown. In the absolute value of the electric
field, the fundamental difference between the two modes is visible. The first one has a
localized field in the gap and an anti-symmetric charge distribution, while the second
one has localized fields at the outer edges of the TWTL, a field minimum between the
two wires and a symmetric charge distribution. In literature, the anti-symmetric mode is
also referred to as gap-mode [77, 78]. In figure 9 (d), characteristic values of the modes,
besides the profile, are shown. Each mode has its own panel. In blue the real part of the
effective mode index neff is shown and in orange the propagation length for different
wavelengths. For both modes the spectral trend is the same. With increasing wavelength,
the mode index decreases while longer propagation lengths are obtained. In the visible
regime only short propagation lengths, even below 10µm, are obtained. This is due to
the interband absorptions in gold, that are spectrally located at 520nm and 650nm (see
chapter 2.2). Consequently, gold as material for the TWTL is only suited for applications
in the NIR regime. For visible experiments it is strongly recommended to switch to sil-
ver as plasmonic material, as it offers long propagation length even down to 500nm
[78]. An important fact to mention, is the difference in propagation length between the
two modes. In the NIR region, the symmetric mode offers propagation lengths that are
about as twice as big as the ones for the anti-symmetric mode. Qualitatively this can be
understood by taking a look at the mode profiles again. The field in the gap of the TWTL
is stronger localized than the field at the outer edge. In plasmonics, it is typical that one
experiences a trade off between localization and damping [48]. If higher localization is
achieved, it comes with the cost of increased damping.

In the following chapters, we are only interested in the symmetry of the TWTL modes.
Therefor, it is convenient to restrict to a homogeneous environment in the simulations.
The addition of a substrate will not alter the symmetry of the modes but only affect
the mode profile, magnitude of the mode index and total propagation length. However,
all discussed trends will remain the same. For completeness, the mode profile for all
electric field components Ex, Ey and Ez and also a comparison to a TWTL with added
substrate, is given in the appendix A.2.



3.3 plasmonic waveguides 29

x

y

z

2D cut plane
a PECb

60nm

100nm 140nm

600 800 1000 1200 1400 1600
wavelength (nm)

1.0

1.1

1.2

1.3

1.4

1.5

m
od

e 
in

de
x 

n
ef

f

0

50

100

150

200

250

600 800 1000 1200 1400 1600
wavelength (nm)

1.0

1.1

1.2

1.3

1.4

1.5

0

50

100

150

200

250

pr
op

ag
at

io
n 

le
ng

th
 (

µm
)

|E|max

0

d

c

+ + +-

anti-symmetric symmetric

anti-symmetric symmetric

Figure 9: (a) 3D view of a TWTL. The used coordinate system as well as the 2D cut plane
for numerical analysis of the waveguide are indicated. (b) Defined model for FEM
simulations. The optical properties of gold are taken from Johnson and Christy and the
surrounding medium was chosen as air (lossless). The model is bordered by a perfect
electric conductor (PEC) and not drawn true to size. The inset shows an example for the
used mesh. (c) Supported modes by the TWTL. In the vis-NIR regime two modes are
obtained by the FEM mode analysis. The absolute value of the electric field is shown
and charges are indicated. The two modes differ in real part of the complex mode index
neff and the propagation length which is shown in (d).





4
S E C O N D - H A R M O N I C G E N E R AT I O N I N P L A S M O N I C
S T R U C T U R E S

In standard literature about nonlinear optics [55], it is stated that second-harmonic gen-
eration (SHG) is forbidden in centro- or inversion symmetric materials. The correspond-
ing derivation was given in chapter 2.4.3. As the most common plasmonic materials,
like gold, silver or aluminum exhibit this symmetry, SHG or more general even-order
harmonic generation shouldn’t play a role. Nevertheless, SHG has been observed from,
e.g., metallic films [95–97] and also been theoretically investigated [98–100]. The com-
mon derivation, that requires a vanishing even-order nonlinear susceptibility in inver-
sion symmetric materials, is limited to a purely electric dipolar description as well as
an infinitely extended homogeneous medium. If the multipole description of the ma-
terial is expanded beyond electric dipoles pω, i.e., magnetic dipoles mω and electric
quadrupoles Qω,jk as next higher order

pω =

∫
Pω(r)dr , (68)

mω = −i
ω

2

∫
r× Pω(r)dr , (69)

Qω,jk =

∫[
3(rjPω,k + rkPω,j) − 2δjkr · Pω(r)

]
dr , (70)

even-order nonlinear effects become allowed. Despite of higher order multipole correc-
tions from bulk material, SHG is also allowed at the surface of inversion symmetric
materials. In the surface layer, consisting of only a few atoms, this symmetry is obvi-
ously broken. Here, we have to take two aspects into account [100]. First, the structural
discontinuity, which leads to local, i.e., dipole allowed SHG. Second, the discontinuity
of fields, that causes a nonlocal, quadrupole-type contribution to the surface SHG. It
has been shown, that both contributions can be represented effectively by a local, dipole
allowed nonlinear susceptibility tensor χ(2)s [100].

Concluded, SHG from a finite metal structure can be described by a nonlinear surface
P(2)

s and a nonlinear bulk polarization P(2)
b [101]

P(2)
s (r) = ε0χ

(2)
s E(r)E(r)δ(r − rs) , (71)

P
(2)
b,i (r) = γ∇i

[
E(r) · E(r)

]
+ δ ′

[
E(r) · ∇

]
Ei(r)

+βEi(r)
[
∇ · E(r)

]
+ ζEi(r)∇iEi(r) , (72)

where γ, δ ′, β and ζ represent material parameters. Often, one or more terms in P(2)
b

can be set zero or are negligible [101, 102]. In general, it has been demonstrated, that for
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Figure 10: Definition of the geometry. (a) The plasmonic (indicated by golden face color) struc-
ture with volume V2 is located in a homogeneous medium V1. The paths ∂V1/2 run
along the surface S in the corresponding volume (V1/2) with an infinitesimal distance
from S. (b) For the given model two coordinate systems are defined. (x,y, z) repre-
sents the global system, while (t,n, s) describes a local system to the surface S.

noble metals the surface nonlinearity dominates over the bulk nonlinearity by an order
magnitude or more [102, 103]. Especially in plasmonics, where the small structures ben-
efit the surface to volume ratio, it is sufficient to only consider the surface nonlinearity.
Therefor, we restrict in the following to a surface nonlinearity soleily in order to describe
SHG by gold nanoparticles and structures.

4.1 second-harmonic emission from nanoparticles

In order to calculate the SHG from plasmonic structures we assume an incident elec-
tric field E(ω) on an arbitrarily shaped metallic volume V2 (see figure 10). The surface
S of the structure is assumed to be piece wise smooth. An important approximation
for the calculation is the so called non-depledent pump approximation that states, once
generated, the second-harmonic fields do not couple back to the fundamental fields. In
consequence, the problem becomes linear at both involved frequencies, ω and 2ω, and
can be solved stepwise. In the first step, the linear response of the system to the exciting
electric field is determined. In our case this is achieved by FEM simulations presented in
the previous chapter. In the second step, the second order nonlinear polarization P(2)

S at
the surface is calculated from the obtained linear field distribution. Finally, the second-
harmonic emission of the nanostructure can be determined from P(2)

S as it acts as source
for the second-harmonic fields.

4.1.1 calculation of the nonlinear polarization

We assume that the linear response of the system has already been calculated and the
full vectorial, complex electric field E(r,ω) is known. Now, the second order nonlinear
polarization is calculated via

P
(2)
i (2ω) = ε0

∑
j,k

χ
(2)
ijkEjEk , (73)
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where the indices i, j,k run over the spatial directions. Moreover, the index S refering to
the surface is dropped since we are restricting the calculation only to the surface. For
the calculation it is crucial to take the tensorial character of χ(2)ijk, a third-rank tensor con-
taining 27 elements, into account. In a general global coordinate system (x,y, z), this is
a challenging task as an arbitrary shaped volume combined with an anisotropic tensor
will lead to complex expressions. But if we move locally to the surface, we can assume lo-
cal isotropy, i.e., a local C∞ν symmetry. This leads to only seven non-vanishing elements
in the local nonlinear susceptibility of which only three are independent. Consequently,
an evaluation of P(2)(2ω) in a local surface coordinate system is beneficial. In order to
move from the global system to the local one (x,y, z) → (t,n, s) (see figure 10 (b)), we
use the rotation matrix D consisting of the local {t̂, n̂, ŝ} and global {x̂, ŷ, ẑ} unit vectors.
This leads to local electric fields described byEtEn

Es

 = D

ExEy
Ez

 =

 t̂ · x̂ t̂ · ŷ t̂ · ẑ
n̂ · x̂ n̂ · ŷ n̂ · ẑ
ŝ · x̂ ŝ · ŷ ŝ · ẑ


ExEy
Ez



=

tx ty tz

nx ny nz

sx sy sz


ExEy
Ez

 . (74)

Using equation 73, the nonlinear polarization can now be calculated with i, j,k ∈ {t,n, s}.
The non-vanishing components of the nonlinear susceptibility are [103]

χ
(2)
1 ≡ χ

(2)
nnn , (75)

χ
(2)
2 ≡ χ

(2)
nss = χ

(2)
ntt , (76)

χ
(2)
3 ≡ χ

(2)
ssn = χ

(2)
sns = χ

(2)
ttn = χ

(2)
tnt , (77)

and are known to have different relative magnitudes χ(2)1 = 250 χ
(2)
2 , χ(2)3 = 3.6 χ(2)2

[102]. This shows that especially the χ(2)nnn component of the nonlinear susceptibility
is the predominantly driving part for second order surface nonlinearities. Using the
redefinitions from equations 75-77, this results in a local nonlinear polarization

P
(2)
t = 2ε0χ

(2)
3 EnEt , (78)

P
(2)
n = ε0χ

(2)
1 E2n + ε0χ

(2)
2

[
E2sE

2
t

]
, (79)

P
(2)
s = 2ε0χ

(2)
3 EnEs . (80)

An important question that arises is which electric fields are used at the interface and
especially how fields at interfaces are defined by the FEM software. In particular the
question is, if the surface is counted to the particles volume or to the surrounding
medium. In Comsol the fields at interfaces are formulated as mean value of the field
just inside and just outside of the particle. This corresponds to fields along the paths
∂V1/2 (see figure 10 (b)). Sipe et al. [99] showed, that for the calculation of the nonlinear
polarization the electric fields just inside the particle has to be used in equations 78-80.
Using suitable operators in Comsol, it is possible to only extract the electric field along



34 second-harmonic generation in plasmonic structures

the path ∂V2. After the calculation of the nonlinear polarization, a back transformation
to the global coordinate system is performed viaP

(2)
x

P
(2)
y

P
(2)
z

 = D−1

P
(2)
t

P
(2)
n

P
(2)
s

 =

tx nx sx

ty ny sy

tz nz sz


P

(2)
t

P
(2)
n

P
(2)
s

 . (81)

P(2)(2ω) now represents a density of dipoles, acting as source for second-harmonic
fields. If the total second-harmonic emission into the far field has to be determined, an
easy way is given by nonlinear scattering theory [104, 105]. Using Lorentz reciprocity,
the emission process breaks down to a mode overlap between P(2)(2ω) and second-
harmonic fields E(2ω) launched from a point source at the detectors position [106].
Important to mention is, that for radiation applications the calculated nonlinear polar-
ization is placed just outside the structure [99] - in contrast to its preceding derivation,
where the fundamental electric fields just inside the structure were used. However, for
qualitative statements and a fundamental understanding of second-harmonic emission
from nanostructures, calculations beyond equation 81 are not necessary. Since the spatial
dimensions of the nanostructure are smaller than the wavelength of light d � λ, retar-
dation effects between the second-harmonic dipoles P(2)(2ω) can be neglected. Conse-
quently, opposing second-harmonic dipoles can cancel each other out and emission only
occurs, if a non-zero net dipole moment remains. This is of course only true if a plane
wave detection scheme, i.e., coupling to plane waves, is assumed.

4.1.2 emission properties of specific nanostructures

In the following we discuss calculated nonlinear polarizations for two specific nanos-
tructures and state the current understanding of second-harmonic emission steeming
from plasmonic nanoparticles. In figure 11 (a) the two structures under investigation
are shown - a wire and a SRR. Both are excited with a monochromatic infrared electric
field, oriented parallel to the long axis of the structures. Figure 11 (b) shows the calcu-
lated resulting second order nonlinear polarization P(2)(2ω) in the mid height of the
structures. In the case of the wire, we directly see that P(2)(2ω) has a symmetric shape
with respect to the particle’s center. Depending on the current phase, the field is either
completely pointing in or outwards the structure. If we look at the arrows as oscillating
dipoles and neglect retardation effects, it’s clear that dipoles from opposing surfaces
will cancel each other out. Since the structure itsef is symmetric, opposing dipoles are
of equal strength. This leads to the conclusion that, although we have a nonlinear po-
larization at the particles surface, no second-harmonic emission is expected, since the
nanostructure itself is still of symmetric geometrical shape. This statement was general-
ized for all subwavelength nanoparticles.

The SRR, on the other hand, is a representative of asymmetric nanostructures. As one
directly observes, the nonlinear polarization in the arms of the SRR overcomes the one
in the long axis of the structure. As consequence, a non-vanishing total dipole moment
remains and second-harmonic emission into the far field is possible. The SRR itself is
only one of the most easy asymmetric particle shapes. Structures, whose capability of



4.1 second-harmonic emission from nanoparticles 35

b

E(ω)

k

P(2)(2ω)

E(ω)

E(2ω)

a

200nm

Figure 11: Second order nonlinear polarization for a plasmonic wire and a SRR. (a) Both struc-
tures are excited with plane waves of the frequencyω. The excitation is along the long
axis of the structures. (b) The resulting nonlinear polarization P(2)(2ω) is indicated
by blue arrows. The shown cut plane is centered in the middle of the structure. The
inset in the right panel indicates the excitation polarization as well as the polarization
under which second-harmonic emission will occur.

second-harmonic emission has also been studied in great detail, are L- or V-shaped
structures, triangles as well as chiral G-shapes, which show second-harmonic circular
dichroism. A collocation of asymmetric nanoparticles under investigation can be found
in review papers [85, 107].

Another look at figure 11 (b) shows, that the generated nonlinear polarization is pre-
dominantly oriented vertically, i.e., along the arms of the SRR. This is additionally in-
dicated by the inset in the figure, where E(2ω) describes the polarization under which
the second-harmonic light will be emitted. This behavior of the SRR has experimentally
been verified by several groups [86, 106]. Consequently, a change of the SRRs arm length
will have a strong influence on the second-harmonic emission. One way to think about
it is, that an increasing arm length leads to a stronger asymmetry of the structure itself.
This has been investigated by O’Brien et al. [106]. They found, that the second-harmonic
emission into the far field increases with the arm length until a certain ratio between
base and arm length. From there on, the second-harmonic emission starts to decrease
again. If we think in terms of plasmonic resonances along the SRRs base and its arms,
this can easily be explained (a detailed analysis of the modes was given in chapter 3.2.2).
If the base length exceeds the arm length, the fundamental plasmon resonance parallel
to the base will lie ,e.g., in the near infrared spectral range while the resonance along
the arms is blue shifted to the visible spectral range. This allows tailoring the SRR for
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efficient second-harmonic emission. While the exciting infrared laser is located at the
horizontal resonance, the vertical resonance can be matched to the resulting second-
harmonic light. Therefor, the second-harmonic emission will be greatly enhanced.

4.2 second-harmonic generation in plasmonic waveguides

Keeping the results from the previous section in mind, the question arises, if a geomet-
rical asymmetry is a necessary criterion for second-harmonic emission from nanostruc-
tures, or, if already the presence of a suitable optical or plasmonic mode is sufficient to
allow second-harmonic emission in symmetric materials. The idea for this project and
the first experimental observation of second-harmonic emission in symmetric nanostruc-
tures came from the group of Prof. C.-B. Huang and was subsequently investigated in a
collaboration [33].

In order to demonstrate that optical modes of suitable symmetry are sufficient to al-
low SHG and neither a structural asymmetry nor a non-inversion symmetric material
are required, we need a suitable structure. Despite of being symmetric, the structure
should provide different modes. The key idea is to show, that second-harmonic emis-
sion is only possible into modes that provide a certain symmetry and, at the same time,
not into other present modes. A structure well suited for this purpose is the TWTL
(see chapter 3.3). It offers two modes of defined symmetry - anti-symmetric and sym-
metric. Moreover, those modes exist for both involved frequencies and the profile is
broadband. This means it is in first approximation independent of the wavelength. The
main difference between the two frequencies lies in the lower propagation length for the
second-harmonic and does not affect symmetry based argumentations.

The scheme, we use to prove Prof. C.-B. Huang’s hypothesis, is sketched in figure 12.
(a) shows a rendered image of the TWTL with an indicated cut plane for (b). There, the
basic concept for calculations is presented. The fields are now represented by arrows
with omitted head, in order to maintain clarity. The lines always start at the sketched
surrounding of the TWTL and the magnitude is given by the length. The relative phase
at different points is coded in the direction of the field, relative to the surface normal -
outwards or inwards pointing. The wavelength of the fields is indicated by color. The
fundamental wavelength (1560nm) is shown in red and the second-harmonic (780nm)
in blue. The fundamental electric field distribution E(ω) of both modes is obtained from
FEM calculations (row 1) and used to determine the resulting second order nonlinear
polarization (row 2). Those P(2)(2ω) are the source for second-harmonic fields. In order
to determine if and into which modes emission is possible, we need to consider the
available modes at 2ω that are provided by the TWTL. Those modes are again obtained
via FEM simulations and shown in row 3. How coupling between the two P(2)(2ω)

and the two E(2ω) modes occurs, is indicated by arrows. As one directly observes, both
generated nonlinear polarizations are of symmetric character, although, they originate
from different fundamental symmetries. Consequently, it is quite obvious that second-
harmonic emission will only be possible into a second-harmonic mode that offers a
symmetric field distribution E(2ω).
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Figure 12: Schematic for SHG in a fully symmetric nanostructure. (a) The TWTL is shown and
a 2D cutplane for further analysis is indicated. (b) Illustration of the calculation steps.
The wavelength of the fields is indicated by red (1560nm) and blue (780nm) and the
fields are shown at the contour of the TWTL. The orientation is given by the direction
of the arrows, with respect to the local surface normal. From the fundamental fields
in the upper row, the nonlinear polarization is calculated (mid row). The outpointing
arrows indicate that both obtained nonlinear polarization modes are of symmetric
character, which only allows coupling to a symmetric second-harmonic mode (low-
est row). Published in Ref. [33], used and adapted with permission. Copyright 2019

American Chemical Society.

In order to describe coupling process in a more quantitative approach, we make use
of standard mode matching theory. Whenever two optical modes need to be matched,
an overlap integral between source and target mode can be defined as [108]

η =
|
∫

EsourceE?
targetdA|

2∫
|Esource|2dA

∫
|Etarget|2dA

. (82)

In our case, the source mode is provided by the generated nonlinear polarization and
the target mode is the waveguide mode at the second-harmonic frequency. Since we
restrict solely to a surface nonlinearity, the surface integral reduces to a line integral
along the 2D surface ∂A of the TWTL. This results in the overlap integral

η =
∣∣∣ ∫
∂A

P(2)(2ω)E(2ω)?ds
∣∣∣2 . (83)
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Now both, source and target mode, can be either of symmetric or anti-symmetric char-
acter, which leads to four different combinations. In order to have an easy representa-
tion, we do not look at the resulting values η of the overlap integral but at the integrand
P(2)(2ω)E(2ω)? itself. As it is still a complex value, we use the absolute value and phase
for representation. All four combinations of possible modes are shown in figure 13. The
columns represent the two source modes, i.e., the nonlinear polarization P(2)(2ω) and
the rows are the TWTL’s possible target modes E(2ω) at the second-harmonic frequency.
The cross-section of the waveguide is in the x-y plane and in z-direction, the normalized
absolute value of the overlap integrand is shown. The squares in the x-y plane are
100 × 100nm. The phase of the integrand is color coded and runs continuously from
−π2 (blue) over 0 (white) to π

2 (red). It appears, that only phases of −π2 or π2 are observed
and depending on the combination of source and target modes, the relative phase be-
tween the two branches of the TWTL is either 0 (symmetric target mode) or exactly π
(anti-symmetric target mode). If the TWTL branches have the same phase, the 1D surface
integral from equation 83 will give a non-zero result. Consequently, emission into the
symmetric mode at 2ω is possible for both source modes. For a phase difference of π, on
the other hand, the contributions of the two branches will cancel each other out during
the integration process as a consequence of the axial symmetry of the TWTL at x = 0.
Therefor, emission into the anti-symmetric target mode is not allowed. This full vectorial
mode matching calculation further proves our argumentation presented in figure 12 (b).
The overlap is only non-zero for coupling to a symmetric second-harmonic mode. In
figure 13, we sketched the overlap integral’s integrands with normalized values. This
was done due to better visibility and does not affect symmetry based argumentations.
Due to the spatially differing mode profiles it is clear, that the coupling to a symmetric
second-harmonic mode is more efficient if the nonlinear polarization stems from a sym-
metric fundamental mode.

In summary, we have shown theoretically that nanostructures do not necessarily have
to provide an asymmetric geometrical shape in order to allow second-harmonic emis-
sion. An optical or plasmonic mode of matching symmetry is already sufficient. The
key to prove this statement was to move away from resonant nanoparticles, that are in
the far field limited to one emission mode - plane waves - to plasmonic waveguides.
Here, two possible target modes with fundamentally different symmetry properties are
present and coupling occurs only to one of them.
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Figure 13: The four possible combinations of overlap integrals resulting from two source
and two possible target modes. The cross-section of the TWTL is in the x-y plane
- the dimensions are indicated by a scale bar. The normalized absolute value
|P(2)(2ω)E(2ω)?| is shown in z-direction and the phase arg(P(2)(2ω)E(2ω)?) is color
coded. If the two branches of the TWTL have the same phase, the total coupling in-
tegral will be non-zero. A phase difference of π will lead to a vanishing coupling
integral. Consequently, the nonlinear polarization can only couple to a target mode
with symmetric character. Published in Ref. [33], used and adapted with permission.
Copyright 2019 American Chemical Society.
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E X P E R I M E N TA L O B S E RVAT I O N O F S E C O N D - H A R M O N I C
E M I S S I O N I N S Y M M E T R I C N A N O S T R U C T U R E S

In the previous chapter we have presented a theoretical model that states, that in con-
trast to previous understanding, SHG in symmetric nanostructures is possible within
the electric dipole approximation. To complete our argumentation, we now demonstrate
that the model is in agreement with experimental findings and is also capable of describ-
ing further observed effects. The project, including theoretical and experimental work,
was done and published in a collaboration with the groups of Prof. C.-B. Huang and
Prof. J.-S. Huang [33]. The focus of our work was on theoretical modeling as well as data
analysis and data processing.

In this chapter we start by introducing the nanostructure under investigation. We dis-
cuss how an infinite TWTL can be experimentally realized and present mechanisms,
that allow the distinct excitation and measurement of the two eigenmodes of the sys-
tem. Additionally, we provide a short insight into the fabrication process as well as
the experimental setup. In a first experiment we excite the system’s eigenmodes and
demonstrate, that the second-harmonic emission is only observed from a symmetric
waveguide mode and not from an anti-symmetric one. Afterwards, we move away from
the excitation of pure fundamental modes and use a mode superposition. The results
open up a completely new coupling behavior where the previously discussed cases are
only special cases of a more generalized behavior. We demonstrate that this generalized
mechanism can also be described by basic mode matching theory and symmetry ar-
guments. Moreover, the model and experiments with mode superpositions allow us to
completely rule out or quantify local SHG contributions which are not stemming from
inside the TWTL. Therefor, we can experimentally show, that the SHG takes place within
a symmetric plasmonic waveguide. We conclude the chapter by an intuitive model that
adds a third spatial direction (the propagation direction) to our theoretical modeling
and, furthermore, discuss the influence of complex and nonlinear substrates on the cou-
pling procedure. Parts of this chapter are published in Ref. [33]. Figures are used and
adapted with permission. Copyright 2019 American Chemical Society.

5.1 structure layout and experimental setup

For the theoretical modeling of SHG in a plasmonic waveguide we assumed an infinitely
extended TWTL. In experiments this can be realized by using a reasonably long TWTL,
i.e., severals microns. Additional requirements are, that the two eigenmodes of the sys-
tem can be excited and, moreover, also detected separately. Therefor, the TWTL has to

41
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be completed by two additional elements. An antenna, that allows controlled mode exci-
tation and a detector segment, that is able to distinguish between the different launched
modes. To achieve this, we adapted the design introduced by Geisler et al. [94] in a
slightly modified way. Our structure, as well as the basic working principle, is presented
in figure 14. Panel (a) shows a rendered image of the experiment where the structure
is located on a substrate. A focused laser pulse at the fundamental frequency ω excites
the modes at the antenna. During propagation through the TWTL part of the structure,
SHG occurs. The TWTL is then terminated by a mode detector that allows distinguish-
ing between the eigenmodes of the TWTL. Here, the emission at the second-harmonic
frequency 2ω is radiated into the far field and can be measured.
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Figure 14: Working principle of the experimental structure. (a) Schematic sketch of the experi-
ment. The TWTL is located on a glass substrate. At the antenna, the two eigenmodes of
the system can be excited and propagate trough the waveguide. The second-harmonic
signal, generated during the propagation, is then emitted from the mode detector. The
working principle of the antenna (b) relies on the creation of charge distributions, that
resemble those of the two eigenmodes (shown in (c)). Symmetric and anti-symmetric
charge distributions can simply be achieved by using an appropriate excitation po-
larization (indicated by red and green arrows). In detection, the two modes can be
separated via their mode profiles. At the mode detector, the TWTL transitions to a
slab waveguide and the anti-symmetric mode is scattered into the far field. The sym-
metric mode travels until the end of the mode detector and is emitted from there. In
emission, the polarization of both modes is conserved as indicated by arrows.
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antenna

A crucial part of the waveguide design is the antenna for excitation of the modes. It
has to offer the possibility to excite both eigenmodes distinctively and, moreover, as
efficient as possible. A design well suited is a simple shortcut between the two trans-
mission lines. In figure 14 (b) the resulting excitation mechanism for both modes is
sketched. If the anti-symmetric eigenmode is to be excited, we have to create a dipolar
charge distribution in the antenna. This is achieved by using an excitation polarization
parallel to the antenna’s shortcut. The induced charges will now extend into the TWTL
and, hence, create the anti-symmetric mode. In this case, the antenna can be regarded
as a SRR with infinitely extended arms which still offers a dipolar resonance in the
base (see also chapter 3.2.2). If, on the other hand, the symmetric eigenmode is to be
launched, also a corresponding charge distribution has to be prepared in the antenna.
Here, an excitation polarization perpendicular to the antenna is used and the shortcut
acts as scattering edge. The excitation efficiency could be enhanced in this case by using
a scattering grating rather than a simple edge. But in order to use the grating efficiently,
the excitation spot has to be chosen larger which would on the counter part mean less
efficient excitation for the anti-symmetric mode. Consequently, it is state of the art to
use simple scattering edges in research involving antenna excited TWTLs [79, 109, 110].

mode detector

In order to distinguish between the two eigenmodes in detection, Geisler et al. [94] made
use of the strongly differing mode profiles. In figure 14 (c) the profiles of a TWTL on
a glass substrate are shown. The results are again obtained from FEM simulations, the
absolute value of the electric field is plotted and charges are indicated. Like in the case
of a homogeneous environment (see chapter 3.3), the symmetric mode is predominantly
located at the outer edge of the TWTL, while the anti-symmetric mode travels in the
gap of the waveguide. The key idea of the mode detector is to terminate, i.e., fill the
gap at some point and, therefor, partly reflect the gap mode but also partly scatter it
via the edge into the far field. This is sketched in figure 14 (b). After the termination of
the gap, the anti-symmetric mode is no longer present. In contrast to that, the symmet-
ric mode is still able to propagate further and in first approximation not influenced by
the terminated gap. After a few microns, the slab waveguide is also terminated which,
again, leads to partly reflected and emitted light. Consequently, it is possible to map the
two different waveguide modes to two different spatial positions and, if the Rayleigh
criterion is met, detect them separately in the far field. An interesting point of the de-
tection scheme is, that the excitation polarization used to excite the modes is conserved.
This has been demonstrated in experiments [110] and opens up the possibility of using
polarizers in the detection path in order to further increase the signal to noise ratio. Es-
pecially for our case it is important to mention that the mode detector, like the TWTL,
supports broadband spectral operation. Therefor, it works for all frequencies involved
in our experiments.
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Figure 15: Experimental details. In (a) and (c) SEM images of the nanocircuit are shown. In
(a), the former gold flake can still be seen (indicated by dashed green line). Panel (b)
shows a sketch of the home-built setup. For excitation and detection, high NA objec-
tives and imaging cameras are used. The fundamental signal is collected in reflection,
while the second-harmonic one is imaged in transmission.

fabrication and setup

The spatial dimensions of the waveguide, involving antenna geometry and mode de-
tector, were designed and optimized by Tz-Yu Chen using FDTD simulations. In the
cross-section, the transmission lines have a width of 140nm, a height of 60nm and
are separated by a gap of 100nm. Our FEM geometry is matched to these dimensions.
The width of the shortcut antenna has been chosen as 80nm, in order to ensure most
efficient mode excitation. The length of the TWTL is set to several microns in order
to simulate an infinitely extended structure and avoid Fabry-Perot resonances between
the antenna and the mode detector, whose length is set to 2µm. For the fabrication of
complex nanostructures and -circuits there are two common methods. Electron beam
lithography (EBL) and focused ion beam milling (FIB). Both are top-down fabrication
approaches and allow the design of arbitrary shapes. In EBL, a focused electron beam
writes the structure into a photo resist which is later developed and the exposed areas
are finally filled with gold in an evaporation process with a consecutive lift off. In FIB,
the fabrication process starts with a thin gold film and the structure is cut out of it using
a focused ion beam. The typically reached resolution is for both methods in the order
of few tens of nanometers or even higher [111]. Nevertheless, FIB has one distinct ad-
vantage over EBL - one does not necessarily has to use evaporated gold but can revert
to chemically grown single crystalline gold flakes. Those gold flakes provide an up to
one single atom smooth surface, what allows structures of highest surface quality. A
comparison of single and polycrystalline structures is given by [112].

As our waveguides, in their full extend, easily reach lengths near 10µm, we have to
ensure highest surface quality. In this way we maintain reasonable propagation lengths
for our waveguide modes. Although the theoretically predicted values are generally
quite high, even the same order of predicted magnitude is, up to date, hardy met in
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any reported experiment. Consequently, we use FIB as fabrication process to ensure
highest quality of our structures. In our case, the gold flakes are chemically grown and
a flake of matching height is transferred onto a glass substrate that is coated with a
40nm conducting indium tin oxide (ITO) film. A conducting subsoil is typically used
to circumvent charging problems linked to the milling ion beam [113]. An example for
a produced waveguide is shown in figure 15 (a). Parts of the initial gold flake can be
still observed and the former circumference is indicated by a dashed green line. The
final TWTL lies in the middle of the SEM picture. In the area where the gold flake has
been milled off, rectangular shapes in the substrate can be observed. Those arise from
the stepwise milling process. The sample preparation was realized by Fan-Cheng Lin
and Jer-Shing Huang [33]. Figure 15 (c) shows a detailed SEM image of the finished
structure. The high quality of the surface and the edges is clearly visible.

For the experimental investigation of the TWTL, a home built dual-confocal transmis-
sion microscope is used. A schematic representation of the setup is shown in figure 15

(b). For excitation of the fundamental waveguide modes a passively mode-locked fiber
laser (Menlo Systems T-Light), operating at 1560nm, is used. The transform limited
pulses have a temporal width of 60 fs and are emitted with a 80MHz repetition rate.
The maximum averaged power is 100mW. A half wave plate after the laser gives full
control over the angle of the linearly polarized output. Therefor, distinct excitation of
the two TWTL eigenmodes is possible independent of the samples orientation. For ex-
citation, the laser is focused onto the antenna using a 100 fold long working distance
NIR objective (Olympus LCPLN100XIR) with NA = 0.85 from the substrate side of the
sample. In reflection, the waveguide’s operation at the fundamental frequency can be im-
aged using a NIR camera (Xenics Xeva-1.7-320). The second-harmonic light, on the other
hand, is collected from the air side of the structure, using a 100 fold, NA = 0.9 VIS ob-
jective (Olympus MPLFLN100X). For detection, an electron-multiplied charge-coupled
device (EMCCD, Andor iXon 897U-CS0-EXF) is used. Additional optical filters, a short-
pass (Thorlabs FESH0900) and a bandpass filter (Thorlabs FL780-10), ensure that neither
fundamental light, nor THG or multi-photon luminescence distort the second-harmonic
signal. Moreover, a polarizer is added to the detection path in order to separate the
emitted modes better and increase the SNR.

5.2 second-harmonic generation in a twtl

The experiment itself consists of two parts. First, we have to verify that our produced
structure is working correctly, i.e., excitation, waveguiding and detection works. To do
this, we use the reflection part of our microscope and monitor the TWTL’s operation
at the fundamental frequency. We excite both eigenmodes of the TWTL separately and
demonstrate that emission is obtained from the predicted position of the mode detector.
In the second step, we use the transmission part of the setup and prove that the second-
harmonic emission always stems from one position of the mode detector, no matter
which fundamental eigenmode we excite. The recorded images of both, the visible and
NIR camera, are shown in figure 16. In the left column, the fundamental emission is
shown. For noise reduction the images were filtered by a 3× 3 median filter. To correct
the images for read-out artifacts, caused by the NIR camera, a background subtraction
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Figure 16: Experimental observation of SHG in a symmetric nanostructure. The panels (a) and
(b) show camera images at the fundamental frequency for both launched eigenmodes
of the TWTL. The excitation polarization is indicated by black arrows next to the
antenna. The emission of the modes stems from the respective mode detector ends. In
the second-harmonic images ((c) and (d)), we observe that the emission at the mode
detector stems from a symmetric waveguide mode for both fundamental eigenmodes.
The antenna part of the images was software filtered as indicated by the insets. An
additional polarization analyzer increases the SNR.

based on a line correction was performed. In the right column, images at the second-
harmonic frequency, the same median filter was applied. The background subtraction
was done using the mean value of a dark area. For an easy understanding of the images
the surrounding of the waveguide structures is indicated by gray lines.

If the antenna is excited by fundamental light polarized perpendicular to it (figure
16 (a)), we excite the symmetric eigenmode of the TWTL. The excitation polarization is
indicated by a black arrow near the antenna. In consequence, a bright emission spot at
the right end of the mode detector appears and indicates fundamental emission from a
symmetric waveguide mode. If, on the other hand, we excite with a π/2 rotated polariza-
tion (see figure 16 (b)), the anti-symmetric mode is excited and emitted from the left, i.e.,
inner end of the mode detector. This proves that our structure works as designed and
that we are able to distinguish the TWTL’s eigenmodes by the position of emission at the
mode detector. In the second-harmonic images (figure 16 (c)-(d)), an additional polarizer
was used in the detection path in order to focus on the desired emission polarization at
the mode detector. A detailed discussion of general polarization properties is given at a
later point. In the images we first observe strong, local second-harmonic scattering at the
antenna which is damped by a software based ND filter. At the mode detector, we see
exactly what our theory predicts. No matter which fundamental eigenmode we launch,
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the second-harmonic emission will always stem from a symmetric waveguide mode, i.e.,
the right side of the mode detector. In the case of an anti-symmetric fundamental mode,
the emission at the mode detector is not as strong as for the symmetric fundamental
case. This can be attributed to a reduced spatial mode overlap with the necessarily sym-
metric second-harmonic mode. At this point it is not clear if we can fully rule out SHG
at the antenna, locally at the mode detector or related to the underlying ITO layer. Those
exclusions are treated in own sections in the following. We want to point out, that the
presence of the glass substrate does not alter our argumentation from chapter 4.2. The
exact mode profile is slightly changed (see appendix A.2) but fundamental properties,
like the charge symmetry as well as the localization of the modes to the gap or the outer
parts of the TWTL, remain the same.

5.3 modal symmetry controlled shg

The question that arises at this point is whether coupling can only occur to the sym-
metric second-harmonic waveguide mode, or, if it’s also possible to achieve coupling to
the anti-symmetric mode. Until now, we only focused on launching pure fundamental
eigenmodes of the system which, of course, corresponds only to two special cases of
a more general behaviour. If we use an arbitrary excitation polarization at the TWTL’s
antenna, we will not launch pure eigenmodes, but instead we excite a superposition

Etot = cos θEs + sin θreiφEas ,

= csEs + casre
iφEas , (84)

of the symmetric (Es) and anti-symmetric mode (Eas). The amplitude factors sin θ and
cos θ are given by the fundamental excitation polarization under the angle θ, while the
complex term reiφ accounts for a different strength of the modes as well as a phase
difference φ that is caused by the excitation process at the antenna. The key is, that
in SHG the fundamental field enters nonlinear and therefor we will obtain not only
quadratic terms of the two summands, but also a mixed term. For a better understanding
we will now omit the tensorial character of χ(2) and use only the nnn component for
further analysis and model building. This can be assumed free of doubt, because it is by
far the dominant tensor component (see chapter 4.1.1). Consequently, the second order
nonlinear polarization is now calculated as

P(2)
n = ε0χ

(2)
nnnE2n . (85)

The general expression for the excited modes from equation 84 leads to a general non-
linear polarization that can be sorted into symmetric and anti-symmetric contributions

P(2)
n ∝ c2s E2s + c2asr

2e2iφE2as︸ ︷︷ ︸
symmetric

+ 2cscasre
iφEsEas︸ ︷︷ ︸

anti-symmetric

. (86)

The first two summands correspond to the two special cases we already discussed theo-
retically as well as experimentally. The eigenmodes in their pure forms lead to symmet-
ric field distributions which are only able to couple to the symmetric second-harmonic
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waveguide mode. In order to predict the coupling for a general mixed mode, we take an-
other look at the overlap integral and split the nonlinear polarization into its symmetric
and anti-symmetric part

η = |

∫
∂A

(
P(2)

s (2ω) + P(2)
as (2ω)

)
Es/as(2ω)?ds|2 . (87)

As second-harmonic target modes we allow both, symmetric and anti-symmetric, modes
Es/as(2ω). The resulting concept breaks down to simple symmetry arguments. If the
function under the integral is symmetric, a non-zero value is obtained and if the inte-
grand is anti-symmetric, the total integral vanishes. Consequently, our previous model
from chapter 4.2 is now generalized as the product of two anti-symmetric fields will lead
to a symmetric integrand and, therefor, a finite value of the overlap integral. Coupling
to the anti-symmetric second-harmonic mode is possible, if the nonlinear polarization
possesses an anti-symmetric contribution. In order to demonstrate this effect in the ex-
periment, we use the half-wave plate in front of the laser and rotate the linearly polarized
light by specific angles which can be transferred to a change in the amplitude via the
angle θ. The relative phase between both modes remains unchanged and is given by the
antenna as an intrinsic property. The results are shown in figure 17. The panels (a) and
(b) show the emission at both ends of the mode detector in a polar representation for
different fundamental excitation angles θ ∈ [0,π]. The measured data is given by black
dots and the solid colored lines are model fits. For data analysis, the recorded images
are preprocessed like in section 5.2. To determine the emission strength, regions of inter-
est were defined at the corresponding mode detector positions and the maximum value
was taken within.

The fundamental emission for different excitation polarizations (figure 17 (a)) can be
described by a model directly derived from equation 84. We observe a sin2 θ behavior for
emission from the anti-symmetric mode and a cos2 θ behaviour for the symmetric one.
The fitting model also includes a parameter to account for a finite offset. The offset can
have two different sources. Parts of it we can attribute to structural imperfections and
therefor non-ideal operation and another part can be linked to the symmetric waveguide
mode. The operation of the mode detector is based on the fact, that the gap vanishes
which does not influence the symmetric mode traveling at the outer edges of the TWTL.
But yet, the field of the symmetric mode in the gap is only weak and not zero. If we com-
pare the model to the measured data, we see a very good agreement and consequently
argue that there is no need for an offset that is more complex than a constant function.

The emission behavior at the second-harmonic frequency (figure 17 (b)) is more com-
plicated than the fundamental one. For the coupling to the symmetric mode (outer end
of the mode detector), we observe maximum efficiencies for θ = 0 and θ = π/2 exci-
tation, which correspond to the already discussed cases. Nevertheless, we observe two
interesting things. We see that coupling from a symmetric P(2)

s is a factor of about 2

more efficient than coupling from an anti-symmetric P(2)
as one, which we attribute to

the reduced spatial mode overlap of the fields. This experimentally observed factor can-
not be directly compared to relative efficiencies predicted by the theoretical model in
chapter 4.2, since the pure mode coupling efficiency is also accompanied by excitation
efficiencies at the antenna. Therefor, we do not draw comparison between values. The
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second feature we observe is that we do not have a monotonous transition between
the two values, but that there is a minimum in between at about 45deg. If we look at
the second-harmonic emission from the inner end of the mode detector, i.e., from an
anti-symmetric waveguide mode, we observe minima for the pure fundamental eigen-
modes but a maximum in between. This maximum is also located at about 45deg. The
model we used to describe the measured data is based on equation 87. We assume the
emitted second-harmonic light Is/as(2ω) to be proportional to corresponding coupling
efficiencies and add scaling factors αs/as. This leads to the expressions

Is(2ω) = αs|

∫
∂A

ε0χ
(2)
nnn
(

cos θEs(ω) + sin θreiφEas(ω)
)2Es(2ω)?ds|2

= αs| cos2 θ
∫
∂A

ε0χ
(2)
nnnE2s (ω)Es(2ω)?ds︸ ︷︷ ︸

=A

+ sin2 θr2e2iφ
∫
∂A

ε0χ
(2)
nnnE2as(ω)Es(2ω)?ds︸ ︷︷ ︸

=B

+2 cos θ sin θre2iφ
∫
∂A

ε0χ
(2)
nnnEs(ω)Eas(ω)Es(2ω)?ds︸ ︷︷ ︸

=0

|2

= αs|A cos2 θ+B sin2 θr2e2iφ|2 , (88)

Ias(2ω) = αas|

∫
∂A

ε0χ
(2)
nnn
(

cos θEs(ω) + sin θreiφEas(ω)
)2Eas(2ω)?ds|2

= αas| cos2 θ
∫
∂A

ε0χ
(2)
nnnE2s (ω)Eas(2ω)?ds︸ ︷︷ ︸

=0

+ sin2 θr2e2iφ
∫
∂A

ε0χ
(2)
nnnE2as(ω)Eas(2ω)?ds︸ ︷︷ ︸

=0

+2 cos θ sin θre2iφ
∫
∂A

ε0χ
(2)
nnnEs(ω)Eas(ω)Eas(2ω)?ds︸ ︷︷ ︸

=C

|2

= αas|2C cos θ sin θreiφ|2 , (89)

where some integrals can be directly set zero, since the integrand is an anti-symmetric
function. The other integrals are constant for our purposes and we assign them the
parameters A,B and C. For the final fitting functions, we evaluate the expressions from
equations 88-89, absorb the values A, B and C into the fitting parameters r and φ and
obtain the following expressions

Is(2ω) = αs(cos4 θ+ r4 sin4 θ+ 2r2 cos 2φ cos2 θ sin2 θ) , (90)

Ias(2ω) = αas4r
2 cos2 θ sin2 θ+βas , (91)

where βas is an artificially added offset. The model itself would require a vanishing
coupling to the anti-symmetric mode for excitations at θ = 0deg and 90deg. In the
experiment this cannot be obtained due to structural imperfections, a non-ideal oper-
ation of the mode detector and locally scattered SHG. As we observe in figure 17 (b),
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our model is perfectly capable of describing the second-harmonic emission for different
fundamental excitation polarizations. Moreover, we obtain values for the fitting param-
eters r = 0.83 and φ = 73.3deg. Those parameters describe unknown quantities like
excitation efficiencies, exact values of overlap integrals and also second-harmonic phase
matching properties which are constant in the experiment.

The fitted values allow us to extrapolate the behavior of mode coupling beyond dif-
ferent strengths in amplitude. Using equations 90 and 91, we can predict the nonlinear
operation of the TWTL also for relative phase differences between the two fundamen-
tal modes. The resulting 2D coupling maps are shown in figure 17 (c). On the x-axis,
the fundamental excitation angle at the antenna is plotted while the y-axis marks a
phase difference. The coupling efficiency η is color coded. Dashed white lines in both
plots, symmetric and anti-symmetric target modes, indicate where the fits from figure
17 (b) are located within the images. We see that the nonlinear emission into the anti-
symmetric second-harmonic mode is not affected by a phase difference. Zero, i.e., min-
imum emission is always at 0deg and 90deg amplitude difference and the maximum
near 45deg. The emission into the symmetric mode, on the other hand, is strongly in-
fluenced by the relative phase. For phase differences near φ = 0 and φ = π, a change in
excitation angle will only lead to a monotonous transition between two coupling values.
But around φ = π/2 an additional minimum arises between those two values. By engi-
neering the relative phase between the two eigenmodes, it is therefor possible to achieve
zero emission into the symmetric target mode.

In summary, we have not only shown that SHG is possible in symmetric structures
consisting of a symmetric material by simply offering plasmonic modes of appropriate
symmetry, but also presented a completely new degree of freedom for nanocircuitry.
The nonlinear operation strongly depends on amplitude and phase of the two eigen-
modes and allows completely new schemes of operation.
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Figure 17: Generalized SH coupling properties of the nanocircuit. A fundamental mode su-
perposition is obtained by a controlled excitation polarization of the laser under the
angle θ w.r.t. the antenna. At the fundamental frequency (a), the two contributions
of the mode superposition are mapped onto the corresponding mode detector ends.
The black dots mark the measured emission under the excitation polarization θ and
the solid lines represent model fits. At the second-harmonic frequency (b), the cou-
pling behavior becomes more complex but is nicely described by our symmetry based
model. By fitting the model to the data, we can recover enough information to predict
the coupling behavior for changes in the relative phase φ of the superposition (c). The
coupling to the anti-symmetric and symmetric target mode can be displayed in 2D
color plots. Dashed white lines indicate the model curves plotted in (b).



5.4 influence of locally generated shg 53

5.4 influence of locally generated shg

One important point that hasn’t been treated so far, is the influence of locally generated
second-harmonic emission. In order to verify our findings from the previous sections
free of any doubt, we have to carefully exclude this influence from our measurements
and models. In general, there are two possibilities how local SHG could influence our
findings. The first point of interest is the antenna used for excitation of the modes. As we
observe in figure 16 (c)-(d), a strong signal of scattered second-harmonic light is visible
at the antenna’s location. This light could also partly couple into the TWTL and alter the
experiment. The second point of interest is the mode detector. At both ends of the mode
detector strong fundamental fields can be present - depending on the currently excited
mode or mode superposition. During the outcoupling process of fundamental modes
also second-harmonic scattering can occur and affect the light stemming from second-
harmonic TWTL modes. We will treat both points of interest separately and show- that
all of our observed effects stem from nonlinear interaction within the TWTL and are not
influenced by local SHG.

5.4.1 antenna generated SHG

The antenna as excitation part of the structure is of course of asymmetrical shape and
therefor second-harmonic emission into the far field is possible and observed. The ques-
tion is, if also a reasonable amount of light could couple into the TWTL and cause
the second-harmonic emission at the mode detector. In order to clarify this, we com-
pared the scattered second-harmonic light from the antenna to an experimental model
system. The antenna itself can be considered as a SRR with infinitely extended arms.
Therefor, we use a SRR of similar geometry with long arms,i.e. 400nm, as a reference
system. This ensures that we are far away from strong, low order plasmon resonances
in the arms at the second-harmonic frequency. Consequently, the process of SHG is not
further boosted in comparison to the TWTL’s antenna geometry. The measurements,
resulting from this comparison, are shown in figure 18. It consists of two parts, corre-
sponding to the fundamental (shown in red) and second-harmonic (blue) emission. The
rows mark two perpendicular analyzer orientations while the columns at both frequen-
cies are dedicated to the SRR and the antenna. For both structures, a true to size sketch
is shown and the lasers excitation polarization is indicated as angle θ. The black dots in
the polar plots mark the measured fundamental and second-harmonic emission, while
the colored dashed lines serve as guides to the eye. They are obtained form periodically
continued smoothing splines and offer an easier view on the excitation angle dependent
emission.

If we look at the fundamental emission of the two structures, we observe a strong
similarity in the patterns for both analyzer orientations. Moreover, the emission polar-
ization also closely follows the excitation polarization. This leads to the conclusion that
the off-resonant SRR is a well suited model system for the scattering properties of the
TWTL’s antenna. The second-harmonic emission pattern are more complex but also in
good agreement. For vertically polarized detection, we observe minima at θ = 0deg
and 90deg with a maximum at about 45deg in between. In the case of horizontal de-
tection, we observe an elliptical shaped emission with differing aspect ratios. While the
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Figure 18: Excitation angle resolved fundamental (left, red) and second-harmonic (right, blue)
emission of the antenna compared to a SRR. In each panel, the structure under inves-
tigation - antenna or SRR - is indicated. The two rows mark two different analyzer
positions in front of the cameras. The measured signals are shown as black dots while
the colored dashed lines serve as guides to the eye. Data points, excluded from the
analysis, are displayed in red.

antenna’s emission is predominantly oriented in vertical direction, the one of the SRR is
horizontal. We attribute this feature to the finite length of the arms of the SRR. The off-
resonant design makes it suitable as reference structure but especially in the horizontal
polarization direction the shape still alters the scattering properties slightly.

In order to discuss potential correlations between local SHG at the antenna and the
SHG emitted from the mode detector, we compare the excitation angle dependency of
the emitted light from both positions. The comparison is shown in figure 19 (b), (c)
for the two analyzer positions. The corresponding spatial positions on the structure are
indicated in (a) and distances are given. Especially for the vertical analyzer position
(b), the resemblance of the polar plots is very strong, thus, justifying the question if
the measured signals at the mode detector could purely stem from local SHG at the
antenna that couples to the TWTL. In order to rule this out we make two steps. First,
we use the signals emitted from the mode detector and estimate how much scattered
second-harmonic light would have to be emitted into the TWTL. We compare this value
to the second-harmonic light scattered into the far field at the antenna and show that we
would need an unphysically high ratio of coupling to scattering. In the second step, we
argue that the antenna can be modeled as SRR with additional loss channel. If this loss
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Figure 19: Excitation angle resolved second-harmonic emission from different positions of the
nanocircuit. In (a) the positions are indicated. The emission pattern under the two
analyzer positions are shown in (b) and (c). Black dots mark the measured data points,
while solid lines represent model fits and dashed ones guides to the eye. For both
analyzer directions the emission at the mode detector is scaled up by a factor of 3.The
intensities IA and IMD,sym/asym are defined in red for later analysis.

channel is really as big as calculated, it is not likely that the far field scattering pattern
between antenna and SRR are still in good agreement.

analyzer IA IMD,asym IMD,sym Lprop [µm] ITWTL(0)

l 6.0 · 103 2.4 · 103 – 2.3 3.5 · 104

↔ 2.2 · 103 – 2.6 · 103 2.8 4.7 · 104

Table 1: Measured and calculated intensities at different positions of the nanocircuit. The
columns IA and IMD,sym/asym are determined from measurements (see also figure 19).
The last column ITWTL(0) represents the theoretical second-harmonic signal at the begin-
ning of the TWTL and is calculated from the measured emission at the mode detector
and theoretically obtained values for the propagation lengths lprop.

For the estimation of potential antenna SHG, coupled to the waveguide, we use the
second-harmonic signals from both ends of the mode detector. The chosen values and
names of the variables are indicated in figure 19 (b) and (c) in red. The corresponding
counts are given in table 1. While the plasmonic modes propagate along the TWTL,
they experience damping which is described by the propagation length Lprop. For our
estimation we use the relation

ITWTL(l) = ITWTL(0) e
− l
Lprop , (92)

where ITWTL(l) describes the second-harmonic intensity at a certain length l of the
waveguide. For l = 0 this value represents the total amount of second-harmonic light
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coupled to the waveguide. To simplify the estimation, we assume an outcoupling effi-
ciency of 100% and thus set ITWTL(l = end) = IMD. For the propagation of the anti-
symmetric mode, we use a TWTL length of 6µm and for the symmetric mode we ne-
glect the transition in the waveguide’s shape at the mode detector and use 8µm. The
propagation lengths for the two modes are obtained from FEM simulations that take
a lossless glass substrate as well as the 40nm ITO layer into account. The refractive
indices for ITO are taken from [114]. The calculated propagation lengths are given in
table 1. If we compare the estimated intensities that would have to couple to the TWTL
(ITWTL(0)) with the ones scattered into the far field (IA), we see that the coupling needs
to be higher by a factor of 6 and 22 than the scattering. This ratio seems already quite
unrealistic and we have to point out, that these ratios represent theoretical and highly
idealized values. In reality, we will not have an outcoupling efficiency of 100% - already
a value of 50% is an optimistic assumption. This will already double the coupling to
scattering ratio. An adjusted propagation length will have an even bigger influence as it
enters exponentially in the calculation. The value we chose for the calculation represents
the theoretically reachable value and those values are hardy met in experiments. If we
assume that we can reach 70% of the predicted value, the coupling to scattering factor
at the antenna already increases to 36 and 150. Even if this factor would be reached
in the experiment, the coupling to the TWTL poses an extremely efficient loss channel
for the antenna. As we have shown, we can use a SRR to experimentally model the
excitation angle dependent scattering from the antenna with the only difference of the
TWTL being an additional loss channel. Under the circumstances of such tremendous
additional losses we argue, that it is highly unlikely that the far field scattering pattern
of both structures still agree very well. As consequence, we rule out that local SHG at
the antenna couples efficiently to the waveguide and causes a noticeable contribution to
the second-harmonic emission from the mode detector.

5.4.2 mode detector SHG

The second part in the experiment, where we could expect local SHG to alter our find-
ings, is directly at the mode detector. Depending on the launched fundamental mode
superposition, we obtain fairly high fundamental fields at either one or both ends. Dur-
ing the outcoupling process of the fundamental modes also local second-harmonic scat-
tering can occur. We argue, that this is indeed possible and observed in the experiment,
but only poses a minor contribution to our measured signals.

In this case the verification can again be done using excitation polarization resolved
emission - now from the mode detector. The key point is, that we will not only inves-
tigate the emission under the predicted polarization but also the one rotated by 90deg.
We look at both mode detector ends under both analyzer directions. The results ob-
tained for fundamental as well as second-harmonic emission are shown in figure 20.
Again, solid lines represent model fits and dashed ones are guides to the eye. In the fun-
damental emission we observe the already discussed sin2 θ and cos2 θ behavior. They
occur for a vertical analyzer position at the inner end of the mode detector and for a
horizontal detection at the outer end. On the corresponding other ends we also observe
fundamental emission, which is about a factor of 10 weaker but follows the angular
behavior of the brighter end. Consequently, we attribute this emission to mode-splitting
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Figure 20: Excitation polarization resolved fundamental (left, red) and second-harmonic (right,
blue) emission at the mode detector under two analyzer positions. The spatial origin
of the individual signals is indicated by the schematic drawings of the mode detector.
Again, black dots represent data points, dashed lines guides to the eye and solid lines
model fits. Within the left and right panel all intensities are comparable in magnitude.
Scaled amplitudes are indicated by the corresponding factor nearby.

quality of the structure. This can be caused by structural imperfections but also theoreti-
cally a perfect splitting is not possible. The two modes - anti-symmetric and symmetric -
predominantly exist in the gap or on the outer edges of the waveguide but yet, the fields
do not vanish at the other position. Therefor, always a certain portion of the mode will
be emitted from the not desired mode detector end.

For the second-harmonic emission we also have the already discussed cases on the
diagonal of the polar plot matrix. But in contrast to the fundamental case, the emis-
sion from the other mode detector ends (dashed lines) does not resemble the bright
emission described by our model (solid lines). Therefor, it cannot be attributed to a lim-
ited mode splitting quality. We explain this emission by local SHG, caused by strong
fundamental fields. Due to the locally curved surface of the TWTL, we argue that the
second-harmonic light is strongly depolarized, scattered into the far field and follows
the fundamental intensity at the corresponding mode detector positions. Both assump-
tions are backed up by the measurements. At the inner position of the mode detec-
tor, the fundamental pattern is oriented vertically (upper left, fundamental panel). If
we look at the not expected second-harmonic emission from the inner end (lower left,
second-harmonic panel), we notice that the pattern exactly follows the fundamental in-
tensity. In general, this second-harmonic contribution is always present - also in the
upper left panel. But there, it is just an additional offset for the strong, waveguide
generated second-harmonic emission. Due to the depolarized nature of the scattering
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process, this emission is also visible under the 90deg rotated analyzer direction (lower
left, second-harmonic panel). Therefor, it is not accompanied by strong waveguide SHG
and we are able to relate the pattern to the strong fundamental intensity. The same chain
of arguments can be applied to the second-harmonic emission from the outer mode de-
tector end under vertical analyzer detection (upper right, second-harmonic panel). Here,
the pattern is oriented horizontally and, therefor, follows the fundamental intensity at
this position (lower right, fundamental panel). Again, the emission is visible because of
the depolarized second-harmonic scattering.

Moreover, the pattern prove in a second way that local SHG at the mode detector only
is a minor contribution to the overall process and that we, indeed, observe SHG gener-
ated during propagation in the TWTL. For a dominant local SHG at the mode detector,
the second-harmonic emission would have to follow the fundamental intensity, which is
obviously not the case for the diagonal pattern. Only our model, based on SHG during
propagation, is capable of describing the observed effects. We can also rule out that an
interference between the two fundamental modes can cause the observed pattern as for
example at the outer end of the mode detector only one fundamental mode is left. We
conclude, that local SHG at the mode detector is possible and also observed but only
plays a minor and partly neglectable role in our experiments.

5.5 nonlinear propagation effects in a twtl

Up to this point, we only treated SHG in the TWTL in a 2 dimensional approach. The
model for the coupling process of the second order nonlinear polarization to waveguide
modes at the second-harmonic frequency takes place in a 2D cross-section of the waveg-
uide and is purely based on symmetry arguments. Unknown parameters like, e.g., a
phase mismatch between the traveling modes, was absorbed into fitting parameters and
there was no necessity for a detailed investigation. The fact that we were able to exclude
local SHG sources at the incoupling antenna and the mode detector as main source for
the observed effects, we can extend our theoretical modeling to 3 dimensions and fo-
cus on SHG originating from the waveguide. Here, the mathematical formalism of the
waveguide modes gives us certain advantages. The modes are described by a profile in
the cross-section and the propagating part is given by a plane wave, differing from a
free space mode by the effective mode index. This allows us to use a slightly modified
plane wave ansatz like it is demonstrated in all standard text books on nonlinear op-
tics. In order to treat propagating nonlinear phenomena, the Helmholtz equation in the
following form is used

∇2E(r, t) −
1

c2
∂2

∂t2
E(r, t) =

1

ε0c2
∂2

∂t2
P(r, t) , (93)

where the general polarization, including linear and nonlinear terms, acts as source for
new electric fields. To adapt the equation for our needs, we use a time harmonic ansatz
and only consider the propagation direction z. The electric fields at the frequency ωn
are written as E(ωn) = Ez(ωn). Moreover, we only consider second order nonlinear
phenomena. This simplifies equation 93 to

∇2E(ωn) + k2(ωn)E(ωn) = −µ0ω
2
nP

(2)(ωn) . (94)



5.5 nonlinear propagation effects in a twtl 59

As we focus on SHG, we only need to consider two frequenciesωn ∈ {ω, 2ω} and obtain
a set of two coupled differential equations

d2

dz2
E(ω) + k2(ω)E(ω) = −2µ0ε0ω

2χ(2)E(2ω)E∗(ω) , (95)

d2

dz2
E(2ω) + k2(2ω)E(2ω) = −4µ0ε0ω

2χ(2)E(ω)2 . (96)

The second equation describes the process of SHG, while the first one describes the re-
verse down-conversion process from one photon at 2ω to two photons at the fundamen-
tal frequency. In order to solve these equations, we extract the propagating harmonic
parts and write the electric fields as

Eω(z) = n
− 1
2

ω Aω(z)e−ikωz , (97)

E2ω(z) = n
− 1
2

2ωA2ω(z)e−ik2ωz , (98)

with amplitudes Aω/2ω solely depending on the propagation direction z. At this point
it is important to note that in our case the refractive indices nω/2ω as well as the wave
vectors kω/2ω are complex valued. Due to this fact, the subsequent calculation differs
from standard textbooks which frequently assume those values to be real. Inserting the
ansatz 97 and 98 into equations 95 and 96 leads to

d2

dz2
Aω + c1

d
dz
Aω = c2A2ωA

∗
ωe

−i(k2ω−2Re{kω})z , (99)

d2

dz2
A2ω + c3

d
dz
A2ω = c4A

2
ωe

−i(2kω−k2ω)z , (100)

with the coefficients

c1 = −2ikω , (101)

c2 = −2µ0ε0ω
2χ(2)n

− 1
2

2ω(n
− 1
2

ω )∗n
1
2
ω , (102)

c3 = −2ik2ω , (103)

c4 = −4µ0ε0ω
2χ(2)n−1

ω (n
1
2

2ω) . (104)

Finally, we use the slowly varying envelope approximation (SVEA), which simplifies
our coupled differential equation system to

d
dz
Aω =

c2
c1
A2ωA

∗
ωe

−i(k2ω−2Re{kω})z , (105)

d
dz
A2ω =

c4
c3
A2ωe

−i(2kω−k2ω)z . (106)

One important thing we observe in the equations are the damped oscillating terms, in-
corporated by complex exponential functions. On one hand, they lead to damping in
the lossy material and, on the other hand, they lead to an oscillating behavior of energy
between the fundamental and the second-harmonic wave, if there is a phase mismatch
between the wave vectors. The length corresponding to this phase mismatch is the co-
herence length (see chapter 2.4.3). For our waveguide, this length can be assumed to lie
in the range of a few microns and should, therefor, be measurable.
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In order to adapt those equations completely to our structure, we have to take SHG at
the antenna as well as local SHG at the mode detector into account. Although antenna
SHG will not reach the mode detector, as we argued in the previous chapter, we will
include it as it may play a role on short length scales. Local SHG at the mode detector
was also found to play a minor to negligible role, but will also be included for the
purpose of generality. Finally, this leads to an electric field that reads

Etotal(2ω, z) = ETWTL(2ω, z,a0,φ0) + EMD(2ω, z)︸ ︷︷ ︸
∝E(ω,z)2

, (107)

where ETWTL is the electric field obtained from the coupled differential equations. The
starting conditions a0,φ0 account for antenna SHG in the equations. EMD accounts for
local SHG at the end of the structure and is proportional to the squared fundamental
field strength. If we look at the coupling from the anti-symmetric fundamental mode
to the symmetric second-harmonic mode, this last term can be neglected, because there
is no fundamental power reaching the end of the mode detector in first approximation.
Finally, the intensity at the second-harmonic frequency is calculated as squared absolute
value of the electric field.

In order to investigate the phase mismatch between fundamental and second-harmonic
waveguide mode, we use structures of different length, i.e., different lengths of the
TWTL. Here, the challenge is to account for potentially different antenna excitation effi-
ciencies on different structures. One way to treat this problem is to investigate several
structures for each length and perform a statistical analysis. We decided for a different,
more efficient approach and produced waveguides that feature an additional reference
arm. An SEM picture of such an H-shaped structure is shown in figure 21 (a). The up-
per part of the nanocircuit is the structure under investigation, where the length of the
TWTL is tuned from 2.5 to 6µm. The lower part is the reference arm with a fixed length
of 3µm for all structures. In both arms, the TWTL is terminated with a mode detector in
order to distinguish between modes. One important thing we want to mention is, that
the antenna is now of a more symmetric shape. Therefor, one could expect less SHG to
be scattered into the far field. Counterintuitively, we observed stronger SHG from the
H-shaped antenna and attribute this to an increased scattering at surface roughnesses.
Although the antenna is of symmetric shape, the geometrical cross-section filled with
gold has increased. This leads to an increased scattering from structural imperfections
and edges. In the near field, this change in antenna symmetry has no effect since SHG
is not symmetry forbidden on this length scale. The only thing we want to point out
is, that of course the launched power of the fundamental modes is split into both arms
and, moreover, the relative phase that the antenna gives to the modes might change in
comparison to the single sided nanocircuit.

The idea for the experiment is to measure structures with different lengths, scale the
emission to the reference arm and finally fit the developed model (equations 105 - 106) to
the obtained data. Therefor, the system of coupled differential equations is implemented
in an optimization algorithm and solved consecutively with varying parameters, until an
optimum is found. Here, it is important to fix as many open parameters as possible, in
order to avoid an overparameterized problem. In our system, the unknown parameters
are the wave vectors kω/2ω and the refractive indices nω/2ω. Fortunately, those values
are connected via the known vacuum wave vector k0,ω/2ω. Due to the complex nature
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Figure 21: Experimental data on nonlinear propagation effects in the TWTL. The H-shaped
structure (a) consists of two connected nanocircuits. The upper arm has a TWTL with
varying length and the length of the lower arm, the reference arm, is fixed. Both arms
are terminated with a mode detector. Varying the upper arm’s length yields length
dependent second-harmonic emission (b) (black dots), that can be well described by
our model (solid blue line).

of those parameters, we have four unknown quantities - regarding real and imaginary
parts as separate values. A further determination of parameters could be done using
values obtained from theoretical simulations, but this poses two problems. First, we al-
ready mentioned that theoretical propagations lengths (linked to the imaginary part of
the wave vectors) are commonly much higher than in experiments. Second, the simula-
tions would also require to involve the ITO spacer layer beneath the nanocircuit with
preferably accurate optical properties. As an alloy, those properties strongly depend on
the fabrication process [115] and the potentially followed treatment like, e.g., tempering.
Consequently, reported optical properties differ [114–117] and often only values for the
visible spectral range are reported. Especially in the near to mid infrared range, the
complex refractive index of ITO varies strongly with changes in the fabrication process.
From our point of view, it would be necessary to fully characterize the complex refrac-
tive index of our ITO layer, using spectral ellipsometry, if all mode indices have to be
fixed to certain values.

Nevertheless, we decided to fix certain values of the mode indices. As the reported
optical constants for ITO in the visible spectral region seem to be the most reliable, we
use the data of König et al. [114] for the 40nm ITO spacer layer and obtain an effec-
tive mode index of Re(neff(2ω)) = 1.77 from Comsol simulations. The real part of the
fundamental mode index is kept as open parameter as it will influence the coherence
length in the model. The imaginary part, on the other hand, can be determined in exper-
iments. By measuring structures of different lengths at the fundamental frequency, the
propagation length of the structure was determined to be lprop(ω) = 6.5µm for the anti-
symmetric waveguide mode. Additional efforts to measure the propagation length at
the second-harmonic frequency, using our laser with doubled frequency for excitation,
were not successful. Even for a TWTL length of 2.5µm, no emission from the mode
detector was observed for the symmetric waveguide mode. Therefor, we decided to fix
the propagation length to lprop(2ω) = 1.5µm. The additional two parameters, that are
left open, are the starting conditions (a0,φ0) we provide to the equation system. As
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mentioned previously, we investigate the coupling from a fundamental anti-symmetric
mode to a second-harmonic symmetric one and local SHG at the mode detector is thus
negligible. The measured data as well as the fitted model from equation 107 is shown
in figure 21 (b). Already in the experimental data an oscillating behavior of the emitted
second-harmonic intensity can be observed. Moreover, this behavior is nicely described
by our developed model. The fitted real part of the fundamental mode index is deter-
mined as Re{neff} ≈ 1.4, which lies in the region of refractive indices reported for ITO
films in the infrared spectral region [117].

Yet, we want to point out that the model could still be optimized and incorporate ad-
ditional details. For example, we neglected the distance the second-harmonic mode has
to travel along the mode detector as well as the transition from the TWTL to the slap-
like shape. The first assumption can be made in the case of anti-symmetric-to-symmetric
coupling, as only the second-harmonic mode travels this distance. If the fundamental
mode and, thereby, local SHG at the mode detector cannot be neglected, this additional
length in the structure has to be taken into account. Moreover, additional measurements,
including more data points, would benefit the fitting procedure of the model and allow
a more stable optimization. Despite these circumstances, the model represents an easy
and intuitive approach that, combined with our previous findings, further proves that
we observe SHG from the TWTL part of our nanociruit.

5.6 influence of ito spacer-layer

The final potential influence on our measurements, that we want to discuss, stems from
the ITO film beneath the nanocircuit. Despite the complex and partly unknown exact
linear optical properties, also nonlinear properties can play a role. It is long known that
ITO itself possesses a non-vanishing second order nonlinearity [118, 119]. In general, the
surface nonlinearity of gold overwhelms the bulk nonlinearity of ITO [120]. However,
under certain circumstances, the nonlinearity of ITO can become quite strong. The re-
gion in which this happens is called the epsilon-near-zero (ENZ) region. As the name
states, the electric permittivity, to be exact the real part, is close to zero. This class of ma-
terials has recently been under investigation and unexpected high nonlinear efficiencies
have been reported [121, 122]. We do not want to discuss the circumstances in detail and
refer the interested reader to a recently published review on this topic [123]. In all stud-
ies, that involve high conversion efficiencies from ITO, the films were explicitly tailored
to operate in the ENZ region. In order to achieve ENZ behavior in a certain spectral
range, fabrication and post-fabrication steps (e.g. temperatures or additional tempering
steps) have to be carefully modified. Outside these designed wavelength intervals, non-
linear efficiencies drop drastically by orders of magnitude. Since our ITO films were not
explicitly designed as ENZ material, we argue that it is highly unlikely that, by accident,
we achieved drastically enhanced nonlinear properties. Nevertheless, we want to investi-
gate the potential influence of a nonlinear substrate theoretically and check if a tailored
ENZ substrate might, in fact, give rise to an increased or modified nonlinear operation
of the nanocircuit.
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For the theoretical investigation of the ITO influence we make use of mode overlap
integrals from chapter 4.2. In contrast to the previously used formulation from equation
83, which was formulated for surfaces, we use the general expression from equation 82.
This applies if a bulk nonlinearity of the material is assumed. As mentioned previously,
the optical properties of ITO can strongly differ depending on the exact fabrication and
post-fabrication procedure. Therefor, we will not use an ITO layer per se, but rather a
glass substrate and assign it the nonlinear properties of ITO. Since we are not interested
in absolute coupling values or mode indices but only in coupling symmetries, this as-
sumption can be made without loss of generality. The used mode profiles can be found
in appendix A.2. In order to calculate the resulting second order nonlinear polarization,
we use the information about the nonlinear susceptibility of ITO from [122]. The only
non-vanishing tensor elements are

χ
(2)
yyy 6= 0 , (108)

χ
(2)
zzy = χ

(2)
zyz = χ

(2)
xxy = χ

(2)
xyx 6= 0 , (109)

χ
(2)
yzz = χ

(2)
yxx ≈ 0 , (110)

where the last two contributions are negligible. Between the two remaining contribu-
tions, the yyy-component was determined to be larger by a factor of 3.6. We want
to point out, that in reference [122] the coordinate system was chosen differently. We
adapted the parameters to our coordinate system and therefor the indices x,y, z are not
directly comparable. Finally, we obtain the nonlinear polarization as

P
(2)
x ∝ 2χ

(2)
xxyExEy , (111)

P
(2)
y ∝ χ

(2)
yyyEyEy , (112)

P
(2)
z ∝ 2χ

(2)
zzyEzEy . (113)

The calculation is applied to the whole substrate underneath the TWTL. Performing a
mode overlap calculation to the nonlinear substrate yields the results displayed in fig-
ure 22. The columns mark the nonlinear polarization P(2)(2ω) as source mode and the
rows the target modes E(2ω). In the plots, the cross-section of the TWTL is in the x-y
plane and the circumference of the waveguide, as well as the cut to the substrate, is
indicated by solid black lines. The absolute value of the coupling integrand is displayed
as a surface with the corresponding strength in z-direction. Again, we use a color code
to indicate the relative phase of the coupling integrand. If we look at the results, we see
that the coupling behavior is similar to the one obtained for the gold surface nonlinear-
ity. For both nonlinear polarizations - resulting from a symmetric and an anti-symmetric
fundamental mode - we only obtain coupling to the symmetric second-harmonic mode.
An emission into the anti-symmetric mode is not achieved due to a cancellation, orig-
inating from the phase difference of π between the two single wires. Consequently, a
nonlinear substrate, that exhibits nonlinear properties like ITO, leads to the same cou-
pling mechanism like the gold wires.

Although SHG from a nonlinear ITO substrate exhibits the same symmetry rules
as SHG from a gold surface nonlinearity, we attribute the observed second-harmonic
emission in our experiments to the later. As mentioned, both nonlinearities are only
comparable, if the ITO is specifically designed to work in the ENZ region - which is not
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Figure 22: The four possible combinations of overlap integral integrands for a second order
nonlinear substrate. The cross-section of the TWTL is in the x-y plane and the nor-
malized absolute value of the integrand is in z-direction. The phase of the complex
valued integrad is color coded. For the substrate, a non-vanishing second order non-
linearity χ(2) 6= 0 is assumed. The interface as well as the TWTL is indicated in the
cross-section.

the case in our experiments. For us, a potential influence of ITO poses therefor a unique
possibility. If engineered to the ENZ region, we might be able to boost the efficiency
of our nanocircuit’s nonlinear operation further. Furthermore, this demonstrates the fu-
ture possibilities of our findings. With simple mode overlap calculations, we can start to
modify the coupling mechanism in the TWTL by a nonlinear substrate.

Nevertheless, we want to demonstrate experimentally that our findings originate from
a gold surface nonlinearity, free of any doubt. For this purpose the most suited approach
is to investigate a sample without ITO layer. As mentioned earlier, this layer was neces-
sary for the FIB milling process (see chapter 5.1). Consequently, we switched to a differ-
ent fabrication process that does not involve an ITO layer but only has a glass substrate
underneath the nanocircuit. Although we loose the benefit of highest surface quality of
single crystalline gold flakes, we decided to use EBL with rf-gold-sputtering. Structures
with equivalent geometrical properties were fabricated and investigated. For a prove
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Figure 23: Comparison of the second-harmonic emission properties of two different sample
types. In panels (a) and (b) the nanocircuit, involving antenna, TWTL and mode de-
tector, is located on an ITO substrate. The fabrication was done via FIB milling on
a single crystalline gold flake. This results in the highest possible surface quality. In
(c) and (d) the same structure was produced via EBL and rf-sputtering. The resulting
coarser surface as well as the change in substrate layer, leads to a decreased emis-
sion from the mode detector. Despite this fact, both sample show the same emission
properties.

of concept, we repeated the measurements from figure 16 (c),(d) on those samples, i.e.,
demonstrated that pure symmetric and anti-symmetric fundamental modes only couple
to a symmetric second-harmonic waveguide mode. The results are shown in figure 23.
All panels show images of the waveguide at the second-harmonic frequency. At the in-
coupling part of the structure, a software based filter was applied in order to reduce the
strong second-harmonic scattering. The rows mark the to different pure fundamental
modes, while the columns distinguish between the two different samples - FIB and EBL
production. Panels (a) and (b) were already discussed in section 5.2. In (c) and (d) we ob-
serve the same behavior. For a pure fundamental mode, the second-harmonic emission
always stems from the right end of the mode detector, e.g., the symmetric waveguide
mode. In general, the emitted number of photons from the mode detector in (c) and
(d) are roughly three times weaker. We attribute this to a drastically increased surface
roughness of the EBL sample due to the rf-sputtering process of the gold. Moreover, also
the changed refractive index beneath the structure can have an influence. As designed
and desired, the EBL substrate is only consisting of glass which of course offers a dif-
ferent refractive index. This can affect the effective indices of the modes as well as the
outcoupling properties of the mode detector.
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5.7 conclusion

In summary, we have demonstrated experimentally that SHG in nanostructures, made
of inversion symmetric materials, does not necessarily require a structural asymmetry.
By the use of a plasmonic TWTL we were able to show that second-harmonic light is
emitted, if an optical or plasmonic mode of suitable symmetry is present. The SHG from
both fundamental eigenmodes of the system is only emitted into one second-harmonic
waveguide mode. Additionally, we expanded the theory of this second-harmonic cou-
pling mechanism to arbitrary fundamental mode superpositions and verified the model
for different amplitude ratios. By the use of the experimentally obtained data, we were
also able to exclude local SHG effects from our measurements and verify that the ob-
served second-harmonic emission stems from the TWTL. Numerically we predicted a
coupling behavior, involving also phase differences between fundamental modes, that
offers a more complex scheme and therefor opens up new possibilities in the future.
Moreover, we introduced a nonlinear propagation model based on lossy coupled ampli-
tude equations, that intuitively adds a third, spatial dimension to our previous calcu-
lations. Finally, we explored a 2D coupling model that adds a nonlinear substrate and
might give rise to an even more complex and variable coupling behavior as well as an
increased nonlinear efficiency.



6
T E M P O R A L D Y N A M I C S O F Q U A N T U M L AY E R E D S Y S T E M S

The research in the field of nonlinear optics and plamonics requires high electric fields,
in order to gain a substantially high nonlinear polarization. One way to achieve this, is
of course the high and subwavelength localization of electric fields like, e.g., provided
by plasmonic hotspots [124]. A more general approach is the use of short and ultra
short laser pulses. Here, the peak amplitude of the electric field can easily overcome
the continuous wave amplitude by several orders of magnitude for comparable time
averaged powers. In general one can assume, the shorter the pulses, the higher the peak
amplitude. Therefor, the generation of ultra short pulses is of great interest. The first
techniques for short pulse generation involved active Q-switching, i.e., an active modu-
lation of intra cavity losses in the laser [125]. Consequently, the obtained laser pulses are
short but not ultra short. The discovery of passive Kerr-Lens modelocking in Titanium
Sappire (Ti:Sa) oscillators changed the game and allowed an easy and stable genera-
tion of sub-picosecond laser pulses [126]. Parallel to that, other passive mode locking
techniques, involving saturable materials, evolved. They can be used for short and ultra
short pulse generation [127]. Nowadays, those saturable absorbers are used for mode
locking of, e.g., vertical-external-cavity surface emitting lasers (VECSEL) [128] or to en-
sure stable or self starting mode locking in ultra short laser cavities [129].

In this chapter we focus on the investigation of a semiconductor saturable absorber
mirror (SESAM), which is used to achieve pulsed operation in a VESCEL. The laser it-
self was already under investigation [130] but the ultra fast temporal dynamics of the
newly designed SESAM, involving quantum dots (QDs), were not revealed until now.
First, we provide an overview of SESAM fundamentals as well as over time resolved
measurement techniques. This is followed by an explicit discussion of the QD-SESAM
under investigation, including its unique possibilities, and finally we present measure-
ments that reveal the temporal dynamics of the structure.

6.1 introduction to sesams and time resolved measurements

Especially for the measurement of ultrafast dynamics, real time techniques are not suit-
able anymore. Effects on the pico- and sub-picosecond time scale are too fast for the
speed of electronics. This includes the measurement process as well as the subsequent
data acquisition and data processing steps. Therefor, one has to make use of a different
technique that is not based on real time monitoring, but transfers the time component
to another quantity. This is done in pump-probe measurements. The basic principle is
sketched in figure 24 (a) in an energy level diagram. A strong pump laser pulse with

67
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Figure 24: Principle of pump-probe measurements on SESAMs. (a) The pump-probe measure-
ments can be represented in an energy level diagram. The pump pulse prepares the
system in a perturbed state (orange energy level), that is monitored by a probe pulse
after the time τ. (b) A SESAM consists of different layers of semiconductor material.
The distributed Bragg reflector at the bottom leads to a high reflectivity and the active
region, represented by the quantum system, can be saturated by high optical powers.
(c) The saturation process is sketched in a DOS-energy diagram. After the saturation,
the excited state relaxes via fast interband processes (regime I). On a longer time scale,
radiative recombination takes place (regime II) and the system fully relaxes back to its
initial state - sketch idea adapted from [127]. The relaxation times can be influenced
by the creation of trap states in the material (green). (d) The corresponding absorption
dynamic to (c) is shown in a typical time trace.

the frequency ωpump perturbs the system under investigation and after a defined time
τ, a probe pulse with frequency ωprobe monitors the change via a change in, e.g., re-
flectivity, transmittance or absorption. In general, the pump-probe process can be seen
as a photon-photon interaction process which does not depend on the pump phase.
Consequently, it can also be written as an effective χ(3) process

P(3)(ωprobe) = ε0χ
(3)|E(ωpump)|

2 E(ωprobe) . (114)

In measurements it is common to realize the temporal distance between pump and
probe pulse via a relative change in the optical path length. Usually, this is achieved by
a delay stage that changes the length of the pump or probe path before the recombina-
tion on the sample. Thus, the temporal resolution is limited by the pulse length of the
two pulses as well as the resolution of the delay stage. In general, the first one is the
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limiting factor.

In figure 24 (b) the basic composition of a SESAM is shown. The structure is located
on a substrate and, from bottom to top, the first unit is a distributed Bragg reflector
(DBR). The periodically alternating semiconductor layers are tailored to achieve a spec-
tral window of high reflectivity in the region of the desired operation wavelength. Due
to high optical powers, the next layer is a heat spreading layer that circumvents thermal
damage to the system. In the next system of layers, the absorbance of the structure takes
place. In the center a quantum system is located. It can be either one or several quantum
wells (QW) or also quantum dots. These quantum systems will be saturated by incom-
ing light and in consequence change the absorbance and, therefor, the reflectivity of the
entire structure. Around the quantum system additional barrier and cladding layers are
used - also consisting of semiconductor materials. They compensate strain induced by
the quantum system and ensure an increased charge carrier confinement [131, 132]. At
the top, the SESAM is terminated by a cover layer that prevents oxidation and other
pollution of the semiconductor surface.

In figure 24 (c) and (d) the working principle of a SESAM is sketched. A more de-
tailed description can be found in ref. [127]. (c) shows the energy dependent density of
states. In blue, the valence band of the quantum system is shown and in red the conduc-
tion band. Vertical arrows indicate optical transitions. The drawing is shown for a QW
SESAM. If an intense optical pulse hits the sample, a standing wave pattern builds up
due to the DBR. In the QW, electrons are excited to the upper state until it is completely
filled and further absorption is not possible. This is sketched in the left panel of (c). The
corresponding regime (I) in the temporal evolution of the system is shown in (d). When
the excited state gets saturated, no further absorption from the ground state is possible
and the total absorption of the SESAM drops. The saturated excited state relaxes on a
time scale of several hundreds of femto seconds via non radiative processes, followed
by partly radiative recombination on a time scale of pico to nano seconds (regime II).
Therefor, SESAMs are well described by a bi-exponential decay or recovery curve. The
two time constants can be influenced by the choice of the semiconductor material and
especially the quantum system in the active region. Additionally, a tailoring of the long
time constant can be easily achieved by the intentional creation of trap states in the
band gap (shown in figure 24 (c) in green). The modulation of the absorption makes
the SESAM so well suited for applications in lasers. As part of the cavity, the SESAM is
able to passively modulate the intra-cavity losses - the drop in absorption leads to an in-
creased gain. Consequently, the pulses, traveling in the laser cavity, generate a low-loss
window for themselves and stabilize the pulsed operation. Moreover, this technique can
be used for self started mode locking.

The characteristic time constants of a SESAM are commonly investigated via pump-
probe measurements [131]. The pump pulse is given a high power in order to saturate
the absorber and the subsequent low power probe pulse monitors the time dependent
change in the system via the perturbed reflection. With this, not only the dynamic evo-
lution of the system can be revealed but, moreover, also parameters like, e.g., the pump
power can be varied in order to gather further information about the saturation process.
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6.2 experimental setup

For the experimental investigation of a SESAM’s saturation dynamics it is necessary
to use the same wavelength for pump and probe. The result is a so called degenerate
pump-probe experiment. The setup we used, is a home built reflection microscope and
shown in figure 25 (a). As laser source serves a commercial optical parametric oscillator
(OPO) from APE Berlin. In the visible configuration it provides wavelengths between
550nm and 750nm with a spectrally dependent power of up to several hundreds of
milli watts and a pulse duration of about 200 fs. The OPO itself is pumped by a Ti:Sa os-
cillator (Coherent Mira HP, 150 fs, 808nm, 76MHz, 4.5W) using a pump power of 2W.
After the OPO, the laser beam is split into pump and probe part and both are given or-
thogonal polarizations. In the pump path, a delay stage (Owis Limes 150) as well as an
optical chopper (Thorlabs MC2000B-EC with MC2F47) for modulation are included. The
delay stage has a travel of 15 cm, which allows an accessible delay range of up to nearly
one nano second. Afterwards, both beams are spatially filtered by pinholes, reunited
in a polarizing beam splitter and focused onto the sample using a 35mm focal length
achromatic lens. Via a 50 : 50 beam splitter, the reflected signal from the sample is partly
guided to the detection devices. Here, the remaining pump light is removed using a
polarizer. An additional Soleil-Babinet compensator in front counterbalances a potential
phase, added to the pump beam’s polarization by optical elements in the path. After the
compensator, the pump polarization can be assumed free of elliptical contributions and
is highly efficient suppressed by a Glan-Thompson polarizer. For the detection of the
probe light, a photo diode (femto OE100), combined with a Lock-In detector (Stanford
Research Systems SR830), is used. In order to supress fluctuations in the probe beam,
we use balanced detection, i.e., we detect the difference of the detection diode and a
reference diode in the probe path. The Lock-In detector demodulates on the reference
signal given by the optical chopper in the pump path at a frequency of fpump = 700Hz.

In general acousto-optical modulators (AOMs) are preferred over optical choppers
as they allow much higher modulation frequencies. In this experiment we decided for
a chopper based on two arguments. First, we want to have as much accessible pump
power as possible. In an AOM the light wave is refracted at a phonon wave and only
the first refraction order is modulated and used for the later experiment. Nowadays,
there are highly optimized AOMs but yet, one still looses power. Second, we want to
keep our setup as flexible as possible, which includes wavelength tuning with the OPO.
Again, the refraction in the AOM poses a problem, as the angle of the first refraction
order is wavelength dependent. In consequence, a change in the operation wavelength
would require a complete realignment of the setup. In similar experiments [131], often
a double modulation scheme, including additional probe modulation, is used. In these
cases, the Lock-In is referencing on the sum- or difference-frequency signal. We decided
against this technique because we observed a parasitic signal at the detection frequency,
when we used one chopper head with a dual frequency chopper blade for modulation.
Details can be found in the appendix A.3.

One parameter we intend to vary in our experiments is the pump fluence. This quan-
tity is directly related to the pump power as well as the spot size on the sample. Therefor,
it is important to measure the later in the sample plane with our used 35mm achromatic
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Figure 25: Characteristics of the degenerate pump-probe setup. (a) The setup is a home-built
reflection microscope. The pump and probe beam have orthogonal polarizations in
order to suppress remaining pump light in the detection. In order to achieve high
suppression, a combination consisting of a Glan-Thompson polarizer and a Soleil-
Babinet compensator (SBC) is used. The two beams are reunited in a polarizing beam
splitter (PBS) and focused on the sample by a 35mm achromatic lens. A beam split-
ter (BS) guides the reflected light to the detection unit. There, a balanced detection
scheme, based on two photo diodes (PD), is used combined with a Lock-In amplifier,
that demodulates on the chopper frequency in the pump path. (b) The spot size, re-
sulting from a knife edge measurement with a single crystalline gold flake, is well
described by a gaussian shape. We obtain a FWHM of 8µm.

lens. The approach we used is based on the knife edge method. We replaced the SESAM
sample with a substrate with monocrystalline gold flakes. Bigger flakes easily reach di-
ameters of 30− 50µm, heights of about 100nm and have extremely sharp edges [133].
This makes them perfectly suitable as blade for the knife egde method. The only dif-
ference to the conventional method is, that we are not blocking the beam partly but
simply change the reflection coefficient from glass to gold. The result is well described
by an error-function. The numerical derivation of the measured data points is shown in
figure 25 (b) in blue. The orange curve is a gaussian fit to the obtained data points. We
obtained a full width half maximum (FWHM) of 8µm. In order to calculate the fluence
F from measured laser powers, we use the relations

F =
< PLaser >

Aspotfrep
, (115)

Aspot = πσ2spot , (116)

where < PLaser > denotes the time averaged laser power, Aspot the spot area and frep

the repetition rate of the laser. We assumed the laser spot to be symmetric and used the
standard deviation σspot of the gaussian fit to calculate the spot area.
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Figure 26: Characteristics of the SESAM. (a) The refractive indices of the top layers in the
structure are shown (black). The QDs and the DBR are indicated. The grey shaded
area marks the SiO2 layer on top. In blue, the electric field intensity within the
layered structure is plotted. The field is obtained via the transfer matrix formalism
(adapted from [130] and used with permission). (b) Measured reflection spectrum of
the SESAM. The reflected intensity is normalized to the reflection of a standard silver
mirror. In orange, the PL spectrum of the structure, upon excitation with 530nm light,
is shown. Within the high reflection window of the DBR two peaks can be identified
(marked by black arrows).

6.3 characteristics of the sesam under investigation

The structure under investigation is a SESAM based on QD technology and fabricated
by the group of Prof. Michler in Stuttgart. The important parameters of a SESAM are
the operation wavelength, the modulation depth of the saturable absorption and also
the recovery time of the quantum system. Here, QD based technology gives certain ad-
vantages over QW based systems. For QDs, the absorption wavelength can be tuned
easier than for a QW. The SESAM we report on is operating in the ultrafast red spectral
range. Another advantage the QDs offer, is the additional degree of freedom given by
the growth density of the layer. It strongly influences the modulation depth of the struc-
ture and allows precise engineering of the SESAM for individual needs. Moreover, also
the recovery time can be influenced by the creation of trap states around the QDs.

In our case the SESAM consists of InP QDs, grown via the Stranski-Krastanov mech-
anism. The dots are embedded in the center of a 24nm Al0.1GaInP barrier. The ad-
vantage of the InP QDs is the very broad accessible wavelength range, depending on
specific growth parameters [134, 135]. All semiconductor layers are fabricated via met-
alorganic vapor phase epitaxy (MOVPE). The barrier is surrounded by Al0.55GaInP

cladding layers (top 76.5nm, bottom 87.0nm). On top, the structure is terminated by
a 10nm GaInP anti-oxidation layer and a SiO2 coating. Beneath the active SESAM re-
gion we have a 157.5nm AlAs heat spreading layer, followed by the DBR (55× 54.4nm
AlAs / 46.0nm Al0.45GaAs). The entire SESAM is grown on a GaAs substrate. The
composition of the structure is shown in table 2 and further fabrication details can be
found in ref. [130, 136]. The top part of the SESAM is sketched with the respective re-
fractive indices in figure 26 (a) in black. The active region as well as the heat spreading
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layer and the beginning of the DBR is visible. In blue, the resulting electric field in the
structure is shown. By using the transfer matrix formalism, the field distribution in a
layered structure can be calculated easily. Within the structure, a standing wave pat-
tern can form between the glass-semiconductor interface and the DBR. Commonly, this
cavity is designed to be anti-resonant or near-anti-resonant [137] like in our case. This
enables a broader wavelength operation and more important, a small chromatic disper-
sion. For pulsed operation a broad spectral window is important, as the spectral width
of pulses increases inversely proportional to the pulse duration (at the Fourier limit). In
our case, the additional SiO2 layer flattens the group delay dispersion even further [130].

material thickness [nm] layer description

SiO2 97 GDD flattening

GaInP 10 anti-oxidation

Al0.55GaInP 76.5 cladding

Al0.1GaInP 12 barrier

InP QDs

Al0.1GaInP 12 barrier

Al0.55GaInP 87 cladding

AlAs 157.5 heat spreading

Al0.45GaAs 46 first DBR layer

AlAs 54.4
DBR 55×

Al0.45GaAs 46

AlAs 54.4 last DBR layer

GaAs 30 buffer

GaAs 350 · 103 substrate

Table 2: Layers of the SESAM under investigation.

In figure 26 (b) a pre-characterization of the SESAM is shown. The black reflection
spectrum is measured with a halogen lamp included in the reflection microscope and
referenced to the reflection spectrum of a standard silver mirror. One can nicely see the
high reflective window formed by the DBR ranging from 633nm to 670nm. Outside
of the window oscillations, typical for Bragg stacks, are observed. The red shaded area
shows the photo luminescence (PL) spectrum of the SESAM. For the acquisition, the
OPO’s wavelength was tuned to 530nm and two 550nm longpass filters were added to
the detection. Additionally, a polarization filter was used to suppress the excitation light
further. In general, QDs can emit under distinct polarizations but due to the random ori-
entation in the sample, we mostly suppress the excitation light and only a statistical
average of the QD’s emission. A close look at the PL shows two details. First, for lower
wavelengths (below 630nm), the emitted PL is modulated by the DBR. We observe an os-
cillating shape. Second, two higher energetic peaks arise at 645nm and 651nm (marked
by arrows). The later, we attribute to emission stemming from the quantum dots, as it
is the wavelength we use for later absorption and saturation of the QDs. The higher
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energetic peak we link to the wetting layer. Additional influences by the Al0.1GaInP

could also be possible. Yet, the contribution by the wetting layer is more likely since this
PL peak has been observed in very similar structures and was explained by radiative
emission from the wetting layer [138].

MicroPL measurements in Stuttgart revealed that the QD density is n = 1.5 · 107 1
cm2

for the sample under investigation and not n = 1010 1
cm2 as expected. The reduced den-

sity of QDs leads to only about 8 dots in average in the FWHM focus of the laser. This
is in contrast to other experiments where usually densities of n = 4− 5 · 1010 1

cm2 are
reported [139–141]. Here, we are in fact performing pump-probe measurements on a
low-density QD SESAM. In our experiment the x− y position on the sample was opti-
mized in order to maximize the overall pump-probe signal and for the experiments the
same spot on the sample was chosen in order to ensure comparability of measurements.

6.4 fluence dependent saturation dynamics

In the first pump-probe measurements of the SESAM, we are interested in two parame-
ters. First, we want to investigate the decay times of the saturation process and second,
the fluence dependent modulation depth of the QDs. Both parameters will heavily in-
fluence the application of the SESAM in lasers. The decay times represent the temporal
low-loss window in the cavity and, therefor, impact the reachable pulse lengths while
the fluence dependent modulation depth will refer to the intra cavity power. For stable
operation, we have to ensure that the QDs are saturated but, on the other hand, the
present fluences should not exceed this point too far as counter acting processes can
come into play.

We performed pump-probe measurements on the SESAM at the desired operation
wavelength of 651nm. In figure 27 (a) the obtained pump-probe traces are shown for
different pump fluences. In the left panel of (a) detailed scans in a 35 ps time interval
are shown, while the right panel covers a bigger range of over 300 ps. In both cases the
relative change ∆R/R in reflectivity of the sample is shown. The used pump fluence is
color coded and ranges from 10

µJ
cm2 to 300 µJ

cm2 . The probe fluence was kept constant at
100

µJ
cm2 . In all traces we observe a rapid change in reflectivity that decays on a fast time

scale of about 500 fs (left panel), followed by a slow decay of more than several hun-
dreds of pico seconds (right panel). At about 10 ps delay we observe a small artifact that
we attribute to an optical reflection in the pump or probe beam path. The corresponding
path length is 3mm in total which could be linked to multi-reflections in a plate beam
splitter for example. As this artifact only depicts a cosmetic issue and not a physical one,
we do not discuss it further. The modulation of the reflectivity shows two interesting as-
pects. For low to moderate pump powers, the modulation around zero delay gets higher
which can be attributed to saturated absorption in the QD layer. For high pump powers,
on the other hand, the modulation decreases again and we observe a drop in reflectivity
to negative values for several pico seconds. This effect is known in SESAMs and often
referred to as inverse saturable absorption (ISA) [142]. The main reason for this process
is described via TPA and potential subsequent free-carrier absorption (FCA) [143–145]
(see also chapter 2.4.2). At reasonably high pump powers, third order nonlinear effects
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Figure 27: Pump fluence dependent pump-probe measurements. (a) Pump-probe traces for dif-
ferent pump fluences are shown. The fluence is color coded. In the left panel a detailed
scan around the zero delay position is shown, while the right panel features longer
delays. We observe an increasing modulation for increasing pump fluences at zero
delay, that drops for high fluences due to ISA. The inset in the right panel shows an
example for the determination of the slow decay time. Fast times are excluded and a
linear function is fitted to semi-logarithmic data. (b) The detailed pump-probe scans
(blue data points) are well described by a model (orange), consisting of a double expo-
nential decay convoluted with a Gaussian pulse accounting for the temporal length of
the pump and probe pulse. (c) By using the model from (b), the modulation depth at
zero delay for different pump fluences can be extracted (blue data points). The orange
curve is a model described in the text.

become a dominant contribution and can offer an additional, not saturated, absorption
channel in the system. Therefor, further absorption of the laser is possible and the rela-
tive reflectivity of the SESAM can even drop below zero, if the TPA channel is efficient.

For a quantitative analysis of the modulation depth as well as the decay times, we
perform fits to the pump-probe traces. Figure 27 (c) shows an example trace (blue dots)
with a fitted model (orange). The shown measurement is for the pump fluence F =

100
µJ
cm2 . As stated earlier, most SESAMs are well described by two decay times - a

long (hundreds of pico seconds to nano seconds) and a short one (few pico seconds
or less). Therefor, our fitting model consists of a double exponential decay. As the data
points already indicate, the fast decay time is in the order of several hundreds of femto
seconds and consequently in the same order of magnitude as our laser pulses. This is
also indicated by the visible, finite rise time of the signal for negative delays. In order to
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separate those contributions to the signal systematically, we take the laser pulse lengths
into account in the model. The equations for the fitting procedure read

d(τ) = a1e
− τ
τ1 + a2e

− τ
τ2 , (117)

g(τ) = e
− τ2

2τ3 , (118)

f(τ) = g(τ) ∗ d(τ) . (119)

For the final fitting function f(τ), the double exponential decay d(τ) is convoluted with
a Gaussian function g(τ). The parameters ai mark amplitudes while τi denotes time
constants - decay times and the pulse duration. We decided to use a single Gaussian
function as an effective approach, that keeps the number of open parameters low. In a
close to experiment model one could also model the pump and probe pulse separately.
In figure 27 (c) we see that the model describes the decay of the reflectivity, as well as
the finite rise time, nicely. We also have to note that the model is capable of describing
traces with visible ISA influence. From the traces we can extract a fast decay time of

τ1 = (519± 148) fs .

This value is obtained as mean value of all extracted decay times excluding those with
visible ISA. The standard deviation is used as error. The model, fitted to the detailed
pump-probe traces from the left panel of figure 27 (a), already indicates that the second
decay time is in the order of a few nano seconds. Therefor, the limited delay interval of
those traces is not well suited to determine the long decay constant. Consequently, we
use the traces from the right panel. As the other time constants - fast decay time and
pulse length - are much faster, we can exclude small delay times and use a linear fitting
function to the logarithm of the relative reflectivity. This is shown in the inset of the
right panel. The data points are shown in blue and the resulting fit is in orange. The
gray shaded area marks data points excluded from the fitting procedure. For the slow
decay time we obtain

τ2 = (2.0± 1.1)ns .

The large error indicates that even the delay range of over 300 ps is not enough to resolve
the decay nicely. The fast decay time can be attributed to a thermalization of charge car-
riers in the QDs. Potentially, this can include thermal carrier escape to the wetting layer,
which has been reported in similar structures [146]. In general, our determined fast de-
cay time is in good agreement with previously reported times in QD based SESAMs [147,
148] and further strengthens the role of QD based systems for ultrafast, sub-picosecond
laser operation. The slow decay time we extracted, can be linked to ground state recom-
bination. In similar structures this has been done for time constants of several hundreds
of pico seconds [149–151]. In general, additional processes like thermal escape of carriers
[152], Auger recombination [153] and trapping in defect or interface states [154] could
also have an impact on the measured long decay time. As we are mainly interested in
the short decay time, possible influences on the longer one are not further discussed.

One additional parameter we obtained from the fits, based on equation 119, is the
modulation depth. For a final use of the SESAM in laser applications this is an impor-
tant parameter. The intra cavity laser powers should efficiently saturate the QDs but, at
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the same time, not be too high that ISA counter acts on the modulation. In figure 27 (c)
the reached modulation depth for different pump fluences is shown. We observe an in-
creasing modulation up to about 100 µJ

cm2 and afterwards ISA effects come into play and
the overall modulation decreases again. In a theoretical model this fluence dependent
change in reflectivity R(F) can be described by [143]

R(F) = Rnsln
[
1+

Rlin

Rns

(
e
F
Fsat − 1

)]Fsat

F
e
− F
F2 . (120)

The parameters Rlin and Rns describe the linear, non-saturated reflectivity and the maxi-
mum reachable reflectivity, if ISA is neglected. In consequence, the value ∆Rns = 1−Rns

accounts for non-saturable losses in the absorber. The difference of the two reflectivities
∆R ′ = Rns −Rlin is the highest, theoretically reachable modulation depth and defines the
saturation fluence Fsat. It is defined as the fluence when the reflectivity has increased
by 1

e∆R compared to the unsaturated case. Typically, SESAMs are designed to work at
3 · Fsat in mode locking applications [155]. We want to point out that the value ∆R ′ does
not correspond to the measured value ∆R shown in the figures. The last parameter F2
is called coefficient of ISA and describes the fluence at which the change reflectivity
has decreased again to 1

e∆R after its maximum, due to ISA processes. If the modulation
depths are below 10%, equation 120 can be simplified to [142]

R(F) = Rns

[
1−∆R ′

Fsat

F

(
1− e

F
Fsat

)]
e
− F
F2 . (121)

Under further assumptions [142] we reach a final expression, that can be used as fitting
function to the measured data points

R(F) − Rlin = ∆R ′ −∆R ′
Fsat

F

(
1− e

F
Fsat

)
−
F

F2
. (122)

For the fitting procedure an additional scaling factor is added to the right side of the
equation. In our experiment we determined the relative change in reflectivity, which
equals an additional division of equation 122 by Rlin. The fit from equation is shown in
figure 27 (c) as orange line and describes the trend of the data points very well. Finally,
the saturation fluence can be extracted in absolute values as 25 µJ

cm2 . Again, we want
to point out the big advantage of QD based SESAMs. If this saturation fluence is not
in the desired fluence interval, it can simply be changed by a modification of the QD
density. For this, only one step in the fabrication process has to be adjusted. In QW
based systems, a modification of the saturation fluence requires more work. A change
can be accomplished by the use of multiple QWs [132] but this adds additional layers to
the system and might even force a re-design of the whole structure in order to keep the
anti-resonant design.

6.5 wavelength dependent dynamics

The last experiment we performed on the QD SESAM are wavelength dependent mea-
surements. The general behavior of the structure nearby the operation wavelength of
651nm is important in order to gain information about possible physical effects that
could be disadvantageous for an optimized operation. As our laser source for pump
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and probe is an OPO, the wavelength change can be done easily and without major
changes in the experimental setup. In figure 28 pump-probe traces for 5 different wave-
lengths, in about 10nm steps, are shown. The left panel shows traces on a long delay
interval, while the right panel covers the near-zero delay position in a finer discretiza-
tion. The individual wavelength is color coded. The ∆R/R values in the right panel show
slightly higher values, which can be linked to the different discretization. The left panel
was measured in 1 ps delay steps, while the right one was taken with 200 fs. Therefor,
the sharp response of the QDs is better mapped in the right panel.

At an excitation wavelength of 634nm, we see an exponentially decaying change in
reflectivity that shows no fast time constant. This indicates, that the InP QDs do not
contribute to the signal. At the next higher wavelength of 640nm the modulation, de-
scribed by the long time constant, has increased in strength and a sharp peak with a fast
decay constant starts to become visible. Yet, the amplitudes are of similar strength. For
651nm this changes and the QD contribution - the fast time constant - becomes domi-
nant. A further increase of the pump-probe wavelength to 660nm does not significantly
change the ratio between the slow and fast contribution but leads to an overall decrease
of the signal. We attribute this to a decreased absorption strength of the QDs. Finally, at
670nm, the modulation of the reflectivity has dropped to zero and only a small spike
at zero delay is observed. This peak could either originate from interference effects or
potentially be explained as coherent spike [156]. The vanishing signal can be linked to
two effects. On one hand, the absorption efficiency in the QDs drops and, on the other
hand, the high reflectivity window, given by the DBR, ends. Therefor, also the electric
field enhancement at the position of the QDs decreases, which further disadvantages the
overall number of absorbed photons. A closer look at the slow decay constants at the
operation wavelength and below reveals another interesting feature. The pump-probe
traces for 634nm and 640nm suggest, that the dominant slow contribution is faster
decaying than the measured τ2 = (2.0± 1.1)ns for the operation wavelength. Monoex-
ponential decay fits, that exclude the data points of the first few pico seconds, lead to
time constants of τ2(634nm) = 0.45ns and τ2(640nm) = 0.63ns. Consequently, there
is also an indication for a trend that τ2 increases until the value of the QDs is reached.
Similar to the PL discussed in section 6.3, we suspect that the blue shifted change in
behavior does not stem from the QDs themselves but from other layers in the structure.
This suspicion is backed up by the fact, that the fast decay constant, related to the QDs,
just starts to emerge with increasing wavelength. In contrast to the PL, we do not di-
rectly attribute the blue shifted absorption process to the wetting layer but to the barrier
instead. An empirically obtained equation allows the estimation of the barrier band gap
energy with the fraction x of aluminum as [157]

Egap(x) = (1.90+ x · 0.48) eV . (123)

in our case this yields Egap = 1.948 eV which equals approximately 636nm. Among
the group of used alloys, this represents the lowest energetic band gap [158, 159]. The
fact that the modulation is strongest observed red shifted at 640nm could originate
from different influences. First, the high reflective DBR window just starts at 633nm
which could indicate a slightly less efficient absorption. Second, the empirical nature
of equation 123 of course allows minor deviations and third, a change in temperature
also impacts the energy of the band gap as previous studies on similar structures have
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Figure 28: Wavelength dependent saturation dynamics of the SESAM. The left panel covers a
long delay range, while the right panel is focused on the near-zero delay interval. With
increasing wavelength, the QD related fast decay time becomes dominant and the
contribution of the slower time constant decreases. We attribute the later to absorption
processes in the barrier-layer.

demonstrated [138]. The present high optical fluences are partly transferred to heat and
cause an increased sample temperature.

6.6 conclusion

In this chapter we were able to reveal the dynamics of a red emitting, InP QD based
SESAM with low QD density and determined two dominant decay times. A fast one in
the range of 500 fs and a slower one of 2ns. The fast decay time has the potential to
create an ultrafast sub-picosecond VECSEL in the red spectral region. Moreover, an ad-
ditional tailoring of the QDs emission can allow different operation wavelengths. Here,
the broadly tuneable emission of the InP dots is highly beneficial. If the operation wave-
length is shifted to higher energies, also a modification of the barrier might become
necessary, as we observed a non-negligible absorption modulation probably linked to
the barrier for a blue shift of 10nm.





7
N O N L I N E A R P U M P - P R O B E S P E C T R O S C O P Y O F G O L D
N A N O W I R E S

In current times, the field of nonlinear plasmonics is under intense investigation. Higher-
harmonics generation [160], frequency mixing in general [161] and continuum genera-
tion are experimentally investigated in particle ensembles [162], on a single particle
level [163], in mixed material structures [75, 164] and in propagating structures [165].
The large optical nonlinearity of nanostructured gold leads to high conversion efficien-
cies, up to an order of magnitude higher than in the bulk material [102, 103]. Combined
with the subwavelength scale of the effects, the downsizing of nonlinear optics is paving
the way towards optical and quantum signal processing, optical circuits and integrated
optics [166]. However, the exact origin of the microscopic nonlinearity and other fun-
damental questions are not solved yet. Recently, the origin of THG could be allocated
as a volume effect [167] and previously in this work, we were able to extend the un-
derstanding of symmetry restrictions in SHG. In other experiments it was, e.g. shown,
that the d-band absorption of gold can effectively boost the THG efficiency [168]. Yet,
one of the fundamental remaining questions is the connection between the electronic
band structure, the occupation function and nonlinear processes. It has not been clari-
fied which role quasi free electrons in the sp-band and bound ones in the d-band play.
Our approach to solve this question is to modify electronic properties of nanostructures,
i.e., the temperature of the electrons in the conduction band and measure the influence
on nonlinear optical processes. This leads to a multi-color pump-probe experiment in
which not the change at the fundamental probe frequency is monitored but the change
in nonlinear optical processes. A similar experiment has recently been done on the 2D
material graphene [169] and gave new insight in the electronic properties of the material
itself.

In this chapter we present our experimental setup, including potential laser focus or
sample drifts, pulse durations and the alignment procedure. Furthermore, we discuss
the plasmonic nanostructures under investigation and show their linear and nonlinear
response. Finally, we present obtained pump-probe data and discuss potential models
to describe the observed effects.

7.1 theoretical background

For a better understanding of the experiment, we start by giving an additional theo-
retical background. We start by a closer look into the band structure of gold, explain
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Figure 29: Band structure of gold. In the mid panel the calculated bandstructure is shown. The
sp-bands are drawn in red and the d-bands in blue. The energy is shown with respect
to the Fermi energy EF. Possible optical transition near the X and L symmetry points
are indicated by arrows. In the left panel the resulting DOS is plotted. The right panel
shows the Fermi surface of gold. Figure adapted with permission from [171] (left and
mid panel originally from [173], right panel from [174]).

temporal dynamics of hot electrons and give an intuitive model, the so called two tem-
perature model (TTM), for the theoretical description.

7.1.1 band structure of gold

In section 2.2, we already discussed some features of the band structure that explained
absorption bands in the optical data of gold. Now, we will take a closer look at the exact
band structure. In figure 29 the calculated band structure is shown in the mid panel.
The lower energetic d-bands are shown in blue, while the higher energetic sp-bands are
drawn in red. The energies on the y-axis are plotted with respect to the Fermi energy
EF (indicated by a dashed line). On the x-axis, the symmetry points of the first Brillouin
zone are shown and defined in more detail in the right panel of the figure. The left panel
shows the resulting density of states (DOS), obtained from the calculated band structure.
Within the band structure we observe two points of high symmetry, which allow direct,
optically excited interband transitions in the visible spectral range [170] - at the X-point
with an energy of 1.9 eV and at the L-point with 2.4 eV [39, 171]. In general, the absorp-
tion near the X-point is much weaker due to a smaller absorption cross-section [172].

7.1.2 plasmon assisted excitations

If we look at plasmon assisted excitations in gold nanostructures there are two possible
routes to follow. Depending on the particle size, the plasmon can decay radiatively or
non-radiatively [32]. The ratio is described by the ratio of the scattering and absorption
cross-section. The dephasing and decay of the plasmon happens on a time scale of only
a few femto seconds. If the plasmon is absorbed, one or multiple electron-hole pairs are
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generated within the band structure. Here, again two relaxation mechanisms are possi-
ble - a radiative and a non-radiative one. Both are discussed in the following. We note
that all of the discussed decay processes are also possible via direct optical excitation.
The plasmon assistance simply boosts the excitation and partly modifies the subsequent
relaxation processes.

radiative decay processes

If the energy transferred by the plasmon is above the interband threshold, PL from
gold is observed. It has been attributed to a radiative recombination of the generated
charge carriers [175, 176]. Interestingly, the emitted PL in nanostructures was found
to be strongly influenced by the LSPR of the structure [177] and is also capable of
enhancing the PL orders of magnitude [32, 178]. Beside of interband transitions also
intraband transitions are possible. In principle those radiative transitions are momentum
forbidden but are observed in experiments [179] and explained via weakened rules in
nanosystems [170]. For PL, stemming from intraband transitions, the exact mechanism
is still under debate. While it is often attributed to a radiative recombination of electrons
and holes in the sp-band, there are also approaches that model it as electronic Raman
scattering [180, 181]. Of course, optical transitions in gold nanostructures cannot only
be excited by a single photon but also by multiple photons in a nonlinear optical regime.
Multi-photon PL has already been demonstrated [182].

non-radiative decay processes

If we look at possible decay channels for excited electrons in metal nanostructures, the
radiative recombination only displays a minor, and in total numbers negligible fraction.
Due to the high electron density, the majority of the relaxation processes is taking place
non-radiatively via scattering processes [32]. In order to describe the processes and ad-
dress them to different time scales, we look at the temporal evolution of excited electrons
in metals which is sketched in figure 30. In all panels the DOS is shown related to the
energy. The solid colored lines represent bands (blue: sp-band, orange: d-band). For the
sp-band, we chose a parabolic shape which corresponds to a free electron gas [183],
while the d-band is simply approximated as a Gaussian function. In order to show the
occupation of the states, the DOS is multiplied by the Fermi-Dirac distribution f(E, T)
for a certain temperature and pictured as color-shaded area. The distribution reads

f(E, T) =
1

e
E−µ
kBT + 1

, (124)

with E being the energy, T the temperature of the electron gas and the Boltzmann con-
stant kB = 8.617 eVK−1. µ denotes the chemical potential and is for a temperature of
0K equal to the Fermi energy EF. For a better understanding of the upcoming processes,
we show discretized occupation values in a stem-like plot in the corresponding colors.
Initially the system has an equilibrium temperature T0, that is for example given by the
surrounding room temperature. Here, the d-band is fully occupied and the sp-band is
partially filled as described by the Fermi-Dirac statistic. After optical excitation, elec-
trons above the Fermi level are generated. They can either originate from intraband or
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Figure 30: Sketch of the temporal dynamics of excited electrons in metallic structures. The d-
band is shown in orange and the sp-band in blue. The population of the states is given
by the Fermi-Dirac distribution, pictured by shaded areas. Additionally, a discretized
population of the states is shown as a stem plot. The idea for the figure is taken from
ref. [184] and the used temperatures as well as the stem plot values in the athermal
panel are chosen arbitrarily for representation purposes. Initially, the population of
the bands can be described by a Fermi-Dirac distribution with the temperature T0.
After optical excitation an athermal electron distribution is created, that relaxes via
electron-electron scattering on a fast time scale and subsequently via electron-phonon
scattering on a slower scale. Finally, the heat is transferred to the surrounding and the
initial temperature is reached.

interband transitions into the sp-band. The stem plot indicates that the occupation be-
low the Fermi energy has been reduced and states above, in the sp-band, have been
populated. We directly observe that the resulting occupation cannot be described by a
Fermi distribution and therefor no macroscopic temperature can be assigned to the elec-
tron gas. This state is called an athermal occupation. After a few tens of femto seconds,
the athermal electron distribution has relaxed via electron-electron scattering (including
Auger processes, for the electrons originating from interband absorption, which fill up
the d-band again) to a thermal distribution. This state can again be described by a Fermi
distribution with an increased temperature (T1 > T0). In the scope of this work we will
denote this state as state of hot electrons. From here on, the interaction between electrons
and phonons becomes dominant and the electron gas relaxes via scattering processes -
the heat is transferred to the lattice on a time scale of only a few pico seconds. Finally,
the heat is transferred to the surrounding medium and after several hundreds of pico
seconds, the initial electron distribution is reached. As noted before, those non-radiative
decay processes are the dominating relaxation processes for excited electrons in metals.
Only about 10−5 − 10−3 are radiative [32].
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The different time scales of the mentioned processes have been under intense theo-
retical [184] and experimental investigation [185–189]. Experimentally, the short time
interval of the athermal electron distribution is hard to access. The required laser pulses
have to be in the range of only a few femto seconds. To our knowledge, this regime
hasn’t be accessed yet in experiments and the work up to now is purely theoretical. The
longer time scales, on the other hand, are very well covered by experiments. Especially
in the region of a hot lattice and the subsequent cooling effects, like acoustic oscillations
due to the rapid increase in the lattice temperature, have been investigated [26].

7.1.3 the two-temperature model

If the athermal part of the electron dynamics can be neglected, e.g., because of pulse
durations of several hundreds of femto seconds in the experiment, a quite intuitive
model can be applied for the description - the so called two-temperature model (TTM).
The basic mechanism is, that the energy of an exciting laser beam is partly absorbed
by the electrons and, later on, the heat is transferred to the lattice. In order to describe
this mathematically for subwavelength nanoparticles, a set of two coupled differential
equations can be formulated [190]

Ce(Te)
∂Te

∂t
= −G(Te − Tl) + S , (125)

Cl
∂Tl

∂t
= G(Te − Tl) , (126)

with the electron and lattice temperatures Te/l and the electron-phonon coupling pa-
rameter G = 2.2 · 1016 W

m3K
[191]. The parameters Ce/l denote the heat capacity of the

electron gas and the lattice and are given by Ce(Te) = γTe with γ = 71 J

m3K2
[192] and

Cl = 2.45 · 106 J
m3K

[183]. The parameter S accounts for the excitation of the laser and is
described by

S =
1

Vp
·
Pavg

frep
· σabs

σ2s π
· 1√
2πσt

e
−

(t−t0)
2

2σ2t , (127)

with the particle volume Vp. The division in the first factor is necessary because we
use specific heat capacities in the equations 125-126. The second factor calculates the
energy of a single laser pulse from the time averaged power Pavg and the repetition rate
frep. The third factor determines how much of the energy is absorbed via the ratio of
the absorption cross-section of the particle and the spot area of the laser. The later is
calculated via the spatial standard deviation σs of the laser beam. The last factor sim-
ply describes a temporal Gaussian pulse of the length σt, at the time t0. The system of
coupled differential equations models heat transfer from the laser pulse to the electrons
and subsequently to the lattice. If only time spans up to several tens of pico seconds
are considered, this is sufficient and the cooling of the lattice, via heat transfer to the
substrate, can be neglected. It only becomes relevant at scales of hundreds of pico sec-
onds. In this case also the spatial heat diffusion in the substrate should be added. A
formulation, including those effects, can be found in [190].

An example for a numerical solution of equations 125-126 is shown in figure 31 (a). It
models the excitation of a plasmonic wire (σabs = 20 · 104nm2, Vp = (60× 40× 270)nm3)
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Figure 31: Numerical solution of the two-temperature model. (a) A plasmonic wire is excited at
its IR plasmon resonance with a short laser pulse (black). The energy is partly trans-
ferred to the free electron gas as heat and the temperature rises (blue). The electrons
thermalize via electron-phonon scattering and the lattice heats up (orange). (b) The
decay times vary for different increases in the electron gases temperature. A set of
decay curves, for varying maximum temperatures, is shown. The temperatures are
color coded (see inset).

at the resonance, excited with a focused IR laser pulse (σs = 900nm, σt = 150 fs). The
laser pulse is drawn in black with an arbitrary scaled amplitude. Already during the
interaction with the nanoparticle, the electron gas is heated up (solid blue line) from the
initial room temperature to about 500K. After about 2 ps, the temperature of the electron
gas has decreased to 1/e via heat transfer to the lattice (solid orange line). At approxi-
mately 10 ps the electrons and the lattice have reached a new equilibrium temperature.
Important to notice is, that the relaxation time depends on the initially reached maxi-
mum temperature of the electron gas. In figure 31 (b) the decay of hot electrons is shown
for different increases in temperature. The temperatures in the plot are color coded. Al-
though in literature the decay times are mostly named as 2 ps, times over 10 ps are easily
reached for temperatures around Te,max = 4000K.

7.2 experimental details

The idea for the experiment is to disturb a plasmonic system with a high energetic
pump pulse, that triggers (partly plasmon assisted) interband transitions in gold nanos-
tructures and subsequently creates a hot electron gas via Auger recombination. After
a defined time, an IR probe pulse excites the structure near its plasmon resonance and
HHG as well as MPPL is observed. The process is sketched in an energy level diagram in
figure 32 (a). Depending on the delay time between the two pulses, we look at changes
in the nonlinear optical, plasmon assisted processes. In the following we present our
experimental setup and the structures under investigation.
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7.2.1 setup and structures

The setup consists of a home-built transmission microscope and is sketched in figure
32 (b). As laser source for both, pump and probe, serves a Ti:Sa oscillator (Coherent
Mira HP, 150 fs, 808nm, 76MHz, 4.5W). The output is split into two parts. The first
one is entering an OPO (APE Berlin, OPO PP Auto FAN) and infrared light, in the wave-
length range 1050nm to 1500nm, is generated. This radiation is used as probe light. The
second part of the Ti:Sa output is guided to a commercial SHG box (APE Berlin, Har-
moniXX) and frequency doubled. The resulting light at 404nm is used as pump light.
Both, pump and probe, are guided to the microscope and are additionally modulated
by optical choppers (Thorlabs MC2000B-EC with MC1F10HP / MC2F5360) at different
frequencies. We use two separate chopper heads in order to avoid parasitic signals at
multiples of the motor frequency (see appendix A.3). The ratio of the two modulation
frequencies was set to 53/60 and the chosen frequencies lie in the range of 5− 7kHz. The
chopper drivers obtain their reference signals from a dual channel frequency generator
(Agilent 33500B), whose channels are frequency locked. In order to create a temporal
delay between pump and probe pulse, a delay stage (Owis Limes 150) is placed into the
pump path. Finally, the pump is focused with a high NA oil immersion objective (Olym-
pus UPlanSApo 60x NA1.35) onto the sample. The sample is mounted on a x-y-z piezo
stage and allows fully automated spatial scans of the sample and is synchronized with
the detection units for data acquisition. From the other side of the sample, the probe
is focused with an IR lens (NA0.6). The linearly generated PL of the pump and the
nonlinear signal by the probe, is collected by the high NA objective and guided with a
dichroic mirror (AHF HC BS 409) to the detection unit. For additional suppression of the
remaining pump light, we use a long pass filter (AHF 405 LP Edge Basic). The detection
unit consists of an APD (PicoQuant PDM Series) that is combined with a home-built,
software based Lock-In amplifier and a spectrometer (Princeton Instruments Isoplane
SCT320 with Pixis 400 eXcelon). The APD is fully synchronized with the piezo stage
and enables confocal scans of the sample through the laser foci. The Lock-In amplifier
consists of four dual-channel Lock-Ins and can demodulate at all involved frequencies -
pump and probe frequency, as well as sum- and difference-frequency. The spectrometer
is not synchronized with the rest of the setup.

As plasmonic example system we chose EBL fabricated gold wires with a fundamental
resonance near the probe wavelength. In figure 33 characteristics of an example sample
are shown. Before the fabrication process, we tailor the plasmon resonances via FEM
simulations (figure 33 (a)). Since there can be discrepancies between simulation and fab-
ricated structure, we always produce a set of wires with varying lengths. The lengths
are designed to yield LSPR positions in an interval of about 500nm. Consequently, we
will always have a structure with a LSPR near our fixed probe wavelength, even if there
is a fabrication based systematic offset in the wire length. On a final EBL sample we
have multiple fields of structures (each 30× 30µm), which can have different proper-
ties. An example sketch of one field is shown in figure 33 (d). The basic structure is a
pair of wires, separated far enough to avoid plasmon hybridization. On the horizontal
axis of the field, the length of the wires systematically increases, while on the vertical
axis the wire pairs are simply duplicated. In part (b) of the figure, a confocal scan of
the sample through the probe focus is shown. Here, we see the advantage of all wire
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Figure 32: Schematic idea of the experiment. (a) The energy level diagram sketches the physical
process under investigation. A high energetic pump pulse disturbs the electron gas
in a plasmonic particle and a delayed probe pulse monitors the change via HHG
and MPPL. (b) Simplified sketch of the experimental setup. The sample is mounted
in a home-built transmission microscope with pump and probe beam entering from
opposite sides. The signal is collected by a high NA objective and measured with
a combination of APD and Lock-In amplifier and a spectrometer. Both beams are
modulated by optical choppers.

lengths combined in one field - we directly observe which wire lengths have their LSPR
closest to probe wavelength. Downwards the columns we can see the reproducability
of the wires. As we mostly observe signals of equal strength, we assume that there are
no major variations in size or shape. The color coded nonlinear emission shown in the
scan consists of THG, MPPL and also SHG. In our experiments we attribute the last to
surface roughness and structural imperfections of the wires. Figure 33 (c) backs up this
theory. Although the wires look very good in the SEM image, small imperfections and
roughness can be seen at the surface.

7.2.2 alignment and stability

In the alignment of the setup there are two crucial overlaps of the two beams. First,
the temporal overlap of the pulses and second, the spatial overlap including all three
dimensions. The temporal overlap can be done in two steps. For the rough alignment,
we ensure that the optical path length of both beams is the same after they are split
behind the Ti:Sa oscillator. The exact overlap can be found by the APD in combination
with a time correlated single photon counting (TCSPC) module (PicoQuant HydraHarp
400). For this, an additional trigger diode is placed into the pump beam path. Now, we
excite the nanowire separately with pump and probe and perform a TCSPC measure-
ment. Conventionally, TCSPC is used to measure PL lifetimes but here, all processes
like HHG, MPPL and PL are happening on a time scale much faster than the typical
instrument response. Therefor, we only measure the instrument response and by chang-
ing the position of the delay stage, we can overlap the response of the pump temporally
with the one of the probe. An example of this technique is shown in figure 34 (a). The
TCSPC trace upon pump excitation is drawn in blue and the corresponding trace upon
IR excitation in red. Although the steep rise of the curves agrees temporally (around
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Figure 33: The structure under investigation are plasmonic wires of different lengths. (a) By us-
ing FEM simulations, the geometrical dimensions of the wires are designed. The five
different curves show fundamental plasmon resonances along the long wire direction.
The length increases from blue to green in 30nm steps. The spectral position of the
probe is indicated by a vertical red line. (b) Confocal scans of a wire field produced
by EBL. The composition of the field is sketched in (d). As signal serves the nonlinear
emission (THG, SHG, MPPL) of the probe. (c) A detailed SEM image of the wires
shows small structural imperfections. Yet, they do not have a strong impact on the
LSPR and the comparability of nominally same wires is given (b).

0.8ns), the following shape of both differs. We attribute this to the spectrally dependent
response function of the used APD. In the blue spectral range, the response is longer
and more symmetrical, while in the green and red region it becomes shorter and has
the typical asymmetric shape. With IR excitation we have SHG and MPPL but also THG,
which is located around 420nm. Therefor, we observe the a temporally long (150 ps) and
symmetric response function. The pump excitation, on the other hand, leads to linear
PL which is predominantly located in the red to green spectral region and therefor ex-
hibits a short response of about 60 ps. We note that the pump induced TCSPC trace also
shows minor contributions of additional lifetimes which we attribute to background sig-
nal from the substrate. In general, the TCSPC method is well suited to find the temporal
overlap of the two pulses with an accuracy of only a few pico seconds by overlapping
the steep rising flanks.

The spatial overlap of pump and probe is done with fully automated scans of the
sample through the laser foci. We separate the lateral and the focal alignment from each
other. With z-scans, the focus of the high NA objective is found and the focus of the
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Figure 34: Alignment methods of the pump-probe setup. (a) TCSPC traces of the nanorod’s sig-
nal upon pump (blue line) and probe (red line) excitation. The inset shows an SEM
image of an example nanorod. (b) x-y scans of the structure. Pump and probe are
both switched on and the signals are separated via Lock-In demodulation at the cor-
responding chopper modulation frequencies. To avoid physical interaction between
both pulses, they are separated temporally.

IR objective is matched to it. For the lateral overlap, detailed spatial scans of a single
nanostructure are performed with both beams. An example is shown in figure 34 (b).
A corresponding example structure is shown as inset in (a). The two spatial scans can
be done at the same time, which is a benefit of the double modulation. The Lock-In
amplifier simultaneously demodulates at both, the pump and the probe, modulation
frequencies. Both beams hit the sample but are temporally well separated via the delay.
If the two recorded images do not overlap spatially, the position of the pump beam is
changed via the last optical element in its path. Thereby, we maintain the alignment of
the detection path for the nonlinear signal generated by the probe.

The fact that we can record pump and probe images at the same time also allows us
to investigate and quantify drifts in the setup. We perform scans, like shown in figure
34 (b), for 100 times, project each image on the x and y axis, perform Gaussian fits and
obtain the position of the particle in each beam. By calculating center-center distances of
the obtained positions and a center coordinate, drifts between the two beams as well as
an overall drift become visible. The result of this evaluation is shown in figure 35. In (a),
the definition of the coordinates is given and in (b) the temporal drift of the center-center
distance dcc. Within 60min dcc drifts between 0 and 300nm. The drift seems to occur on
a periodic scale of about 10minwith a changing amplitude. The source of the oscillating
drift was not investigated further because, compared to the size of the probe focus, the
measured values are negligible. The x-y scans of the sample also allow us to estimate
the pump and probe spot sizes as FWHMpump = 290nm and FWHMprobe = 2.1µm. In
figure 35 (d) the focal sizes of both beams are drawn as Gaussian functions in 2D with
a center-center distance of 300nm. This distance is also indicated as dashed line in (b).
In contrast to this drift, the one of the center coordinate, shown in (c), is not negligible.
In total, intervals of 200nm are measured on both lateral axes. As our structures have
dimensions of about (300nm× 60nm), this drift can lead to a drastically reduced signal.
Depending on the drift direction, the tightly focused pump might only excite the wire



7.3 linear and nonlinear emission properties of a nanowire 91

c

(xc,yc)
pump

probedcc

a b

0 20 40 60
time (min)

0

100

200

300

400

d cc
(n

m
)

dcc=300nm

pump (FWHM 290nm)

probe (FWHM 2.1µm)

d

Figure 35: Drift measurements of the setup. Pump and probe images of a single rod are obtained
at their respective modulation frequencies at the same time. After obtaining the spatial
centers via Gaussian fits, the drift is quantified with the center-center distance dcc and
the center coordinate (xc,yc) defined in (a). The resulting drifts are plotted in (b) and
(c) as drifts over time. (d) A true to scale sketch shows that the influence of a 300nm
center-center drift is negligible due to the large spot size of the probe beam.

with half the possible power after 30min to 45min. The consequence for our measure-
ments is, that they should not take longer than 5 − 10min without minor alignment
corrections.

7.3 linear and nonlinear emission properties of a nanowire

Before discussing results of pump-probe measurements, we take a look at signals ob-
tained upon pump and probe only excitation. In figure 36, the nonlinear emission from
a single nanowire is shown spectrally resolved (a) and also polarization emission re-
solved (b). In the spectrum of the nanostructure, we can clearly identify three contribu-
tions, HHG, namely SHG and THG, and also MPPL. The later two are expected to arise
because both do not underlie symmetry restrictions. SHG, on the other hand, is in prin-
ciple dipole forbidden as our structures are of symmetric shape and the local density of
optical states (LDOS) only features plane waves for our far field detection scheme. We
link the observed SHG to two effects. The fabrication method based imperfect symme-
try of the wire (see inset in figure 35 (a)), including surface roughness in the evaporated
gold film and also the break in symmetry, introduced by the substrate underneath the
nanostructure. We consider the first contribution to be the dominant one. In the shown
spectrum, the different contributions to the nonlinear signals are indicated by differently
shades areas. By linearly interpolating the MPPL at the positions of HHG peaks, we are
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Figure 36: Characteristics of probe induced emission. (a) The spectrum upon IR excitation shows
three major contributions. Beside of HHG (SHG, THG) we observe MPPL. The differ-
ent contributions are indicated as colored areas and can be separated for isolated in-
vestigation. (b) The emission polarization resolved SHG, THG and MPPL of a nanorod
show an interesting feature. The different resonances along the long and short wire
direction cause perpendicular predominant emission directions for THG and MPPL,
while SHG is comparatively unoriented.

able to separate all three and quantify their contribution to the total signal. This allows,
for instance, a separated investigation of the emission polarization which is shown in
figure 36 (b). Here, the angular emission was determined by an additional polarizer in
the detection path. The THG shows a dipolar emission pattern with a maximum along
the long wire direction. This is expected as THG is a coherent nonlinear process and the
polarization clearly follows the fundamental one, which is along the resonant long wire
axis. For MPPL, the pattern has a different shape that might at first look counterintu-
itively. It is elliptically shaped with a predominant direction along the short wire axis.
A key to understand this is, that MPPL is not a coherent process and therefor proper-
ties of the fundamental excitation light are not kept. The emission is solely determined
by the LDOS, to which we also count plasmonic modes. As already mentioned, the PL
in nanostructures is strongly influenced by LPSRs. Along the long wire direction obvi-
ously higher order plasmon modes exist, which enhance MPPL but also along the short
direction high energetic plasmon modes exist. For nanowires it has already been demon-
strated that MPPL can be influenced by the wire’s short resonance [182]. The emission
polarization of the SHG is, compared to THG and MPPL, rather unoriented. A slighty
preferred orientation can be seen under φ = −45deg but we attribute this to scattering
properties of the individual particle. Since the second-harmonic scattering properties of
the particle are not our main focus in this experiment we do not investigate this further.

In the second preliminary step we take a closer look at the linear and nonlinear PL,
emitted from our structures. We investigate both processes separately and the result is
shown in figure 37. In (a) and (b), the pump and probe induced PL/MPPL is shown
for different excitation powers as normalized emission. The representation on the x-axis
is now switched from wavelength to energy, in order to draw easier connections to the
band structure of gold. The first feature we observe for both PLs, is an increase of the
high energetic flank of the spectrum with an increasing excitation power. We link this
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Figure 37: Characterization of the linear and nonlinear PL. For pump (a) and probe (b) excita-
tion, the blue flank of the PL spectrum broadens for higher powers. The drawn arrows
indicate the direction of increasing excitation power. As the two used power intervals
lead to initial electron temperatures of the same order of magnitude (d), a direct com-
parison of the PL spectra can be drawn (c). For similar temperatures, the blue flank
of PL and MPPL perfectly agrees and only a deviation in the lower energetic flank is
observed. The low energetic difference is plotted in gray.

to an increased electron temperature that allows the electronic occupation of higher en-
ergetic states, from which radiative recombination takes place. The fact that the peak
emission is located slightly above 2 eV might indicate that not only interband recom-
bination is observed but also intraband recombination. Yet, this is only speculation. In
figure 37 (c), a direct comparison between pump and probe induced PL is shown. The
two signals are scaled in intensity in order to investigate the agreement of the high en-
ergetic flank. As we see, starting from around 2.1 eV , the two curves nearly perfectly
overlap with each other. We take this as a hint, that the electron distributions in the
sp-band have reached comparable temperatures. To verify this suspicion, we calculated
the maximum reached temperatures via the TTM for both excitation powers. For the
estimation, the measured spot sizes (see chapter 7.2.2), the used excitation powers and
wavelength dependent absorption cross-sections, obtained from FEM simulations, were
used. The relation between excitation powers and reached maximal electron tempera-
tures is shown in figure 37 (d). The solid lines mark the calculated correlation, while
the shades areas further highlight the used power intervals. We directly see that pump
and probe powers lead to electron temperatures in the same order of magnitude which
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Figure 38: Linear and nonlinear absorption in the band structure of gold. (a) One pump photon
(blue) or three probe photons (red) can excite optical transitions at the X- and the
L-symmetry point. The excitations correspond to χ(1) and χ(5) processes. (b) At the X
point also two-photon absorption by the infrared probe is possible, which corresponds
to a χ(3) process. Figure adapted with permission from [171] (originally from [173]).

makes our assumption in (c) reasonable. In a direct comparison the obtained tempera-
tures differ a bit (Te,probe = 4000K and Te,pump = 3000K), but if the use of theoretically
obtained absorption cross-sections is taken into account, this deviation can easily be
explained. An additional feature can be observed in figure 37 (c). Although the high
energetic flank of PL and MPPL agrees very well, a larger deviation between both is
observed at the lower energetic flank. The MPPL seems to show an additional contri-
bution that gets even more obvious if the difference between both curves is calculated
(shown in gray). The difference strongly resembles an additional emission peak, origi-
nating either from a different energy band or an additional absorption channel. The fact
that its maximum is located at 1.9 eV , which is exactly the energy of optical transitions
at the X-symmetry point in the band structure, further strengthens this presumption.
Yet, of course the question remains why this transition could be excited by the probe
and not by the pump or why the probe should have an additional absorption channel
here. This makes sense, if we take a closer look at the excitation mechanisms shown in
figure 38 (a) and (b). The strong transition at the L-point can either be excited by one
pump photon at 404nm or three probe photons (see figure 38 (a)). Both processes result
in energies, that allow transitions above the Fermi edge, near the symmetry point. At
the X-point, we get a similar picture. Either one pump photon or three probe photons
can excite the transition. Consequently, the pump and probe photons lead to PL at both
symmetry points as a result of χ(1) absorption (pump) and χ(5) absorption (probe). Up
to here, the PL stemming from pump and probe excitation should be very similar. Yet,
we observe a difference that can be explained by figure 38 (b). For the probe photons
an additional χ(3) absorption channel exists at the X-point which corresponds to two-
photon absorption. The resulting energy of 1.97 eV of two photons is nearly a perfect
match to excite electrons slightly above the Fermi level. Consequently, it makes sense,
that the probe excited PL features an additional contribution around 1.97 eV compared
to the pump PL. In gold, the absorption at the L-point is far more efficient than at the
X-point (see section 7.1.1) and might raise the question why we even see this additional
PL peak. We argue that this difference in absorption strength might be counter balanced
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by the difference in magnitude of χ(3) and χ(5). In general the relation χ(3) � χ(5). Up
to now, this is just an assumption that hasn’t been verified free of any doubt.

7.4 dfg supported pulse cross-correlation

If a partly unknown temporal response of a system is measured, it is crucial to have
enough information about the pulses used for the excitation. The pulse duration has to
be known, in order to distinguish between features simply related to the duration of the
excitation pulses and the ones, that actually contain information about the system itself.
Moreover, it is beneficial to know the temporal position of the pulse overlap as exactly
as possible, in order to determine if the systems response is lacking or delayed in time.
Our alignment procedure, up to now, only offers an accuracy of a few pico seconds. In
the following section we will demonstrate a technique that allows the characterization
of both parameters.

If we assume linearly polarized light and omit the spatial coordinates, a light pulse
can be represented by the scalar electric field

E(t) =
1

2

√
I(t)ei(ω0t−Φ(t)) + c.c. , (128)

with the temporal intensity I(t) and the temporal phase Φ(t). In the field of ultrafast
laser pulses it is common to omit the complex conjugate term in equation 128 and work
with complex field amplitudes. This is called the analytic signal representation and
simplifies the math noticeably [193]. If additionally the fast varying carrier frequency
wave at ω0 is removed, the electric field and its representation in Fourier space are
given by

E(t) =
1

2

√
I(t)e−iΦ(t) , (129)

E(ω) =

∫+∞
−∞ E(t)e−iωtdt

=
√
S(ω)e−iφ(ω) , (130)

where S(ω) is called the spectrum and φ(ω) the spectral phase. It is common to repre-
sent the spectral (and also the temporal phase) as a Taylor series

φ(ω) =

∞∑
n=0

1

n!
dnφ

dωn

∣∣∣∣
ω=ω0

(ω−ω0)
n

=

∞∑
n=0

1

n!
φ(n)(ω−ω0)

n . (131)

For well behaving pulses, like e.g., generated by most commercial lasers, only the first
few terms have to be taken into account. The 0-th order term simply describes a relative
phase between carrier and envelope of the pulse, while the 1-st order causes a shift
in time. Up to this order, the shape of the pulses is not influenced and we speak of
transform limited pulses. Starting from the 2-nd order, the so called linear chirp, the
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shape of the pulses changes. A positive linear chirp (χ(2) > 0) causes the red components
of the pulse to arrive earlier and a negative one the blue components to arrive earlier.
Moreover, the pulse is stretched in time and energy conservation requires the peak
intensity to decrease. Directly after the output, most lasers are chirp compensated and
often nearly transform limited. Nevertheless, propagation through optical media will
add an additional phase to the pulses and can cause them to be chirped. Depending
on the frequency and material, this can be quite drastic. For example achromatic lenses,
that often consist partly of heavy flint glass, can cause femto second pulses in the blue
spectral region to be drastically stretched in time. Consequently, it is beneficial to obtain
information about the pulse length and quality as close to the sample as possible. An
easy way to measure pulse lengths, is the so called intensity auto-correlation [194]. Here,
the pulse under investigation enters a Michelson interferometer and after recombination
of the two split pulses, they enter a nonlinear crystal where SHG takes place. Due to the
nonlinear scaling of the SHG intensity with the fundamental power, the length of the
pulse is mapped as an autocorrelation

IAC(τ) ∝
∫
|E(t)E(t− τ)|2dt , (132)

where τ represents the delay introduced by the interferometer. Small setups, giving rise
to the intensity autocorrelation, are easily built and are commercially available. Never-
theless, this characterization procedure is not suited in our case. We want to determine
the length of both pulses in the sample plane simultaneously and explicitly include the
used objectives. Moreover, a measurement technique based on SHG is impractical for
our 400nm pump pulses as a complete set of UV-C optics, including detectors, would
be required.

7.4.1 XFROG in lithium niobate micro-crystals

The easiest way to obtain the combined pulse lengths in the sample plane and a measur-
able signal in the visible spectral range, is to use DFG as mapping process (see chapter
2.4.1). If our IR pulse at 1260nm is mixed with the 400nm pump pulse, we obtain a
difference frequency signal located around 600nm. The necessary element, to induce a
temporal delay between both pulses, is already given by the pump-probe setup’s delay
stage. If we further use the spectrometer for detection, we can not only separate the DFG
signal from other background signals but we also can create cross-correlation frequency
resolved optical gating traces (XFROG) [195, 196] which are described by

IDFG
XFROG(ω, τ) ∝

∣∣∣∣ ∫ Eprobe(t)E
∗
pump(t− τ)e

−iωtdt

∣∣∣∣2 . (133)

XFROG and FROG traces have the advantage over intensity autocorrelations, that they
offer more information about the used pulses. With special algorithms, even a full re-
trieval of the pulses spectral phase is possible [193] and the amount of different chirp
orders can be quantified.

The last ingredient for this technique is a nonlinear optical material. We decided to
use LiNbO3 crystal powder. The crystal itself is known to possess a large optical non-
linearity [197]. The usage of crystal powder on a glass substrate gives us two additional
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benefits over a large crystal. First, we can easily insert the material in our setup and sec-
ond, the crystals have only sizes of a few microns and below. Therefor, phase matching
has not to be considered for the nonlinear mixing process. For the sample preparation,
we use commercially available crystal powder. 30mg of powder are dissolved in 1mL
ethanol and put in an ultra sonic bath for 10min. Afterwards, a small amount is ex-
tracted, surface-near, out of the preparation bottle and dropcasted onto a clean glass
substrate. After evaporation of the remaining ethanol, the sample is finished. In figure
39 (a) a wide field image of the sample in the setup is shown. We clearly observe particle
accumulations due to the dropcasting and subsequent evaporation process and also less
dense particles in between. In our experience, both locations are suited for the XFROG
measurements. In figure 39 (c) an example spectrum at the zero delay position is shown.
We clearly observe the second-harmonic signal of the probe beam at 620nm and a broad
background, generated by the pump light. At approximately 595nm, a strong DFG peak
is visible, that only occurs if both beams hit the sample with zero delay. If we use the
temporally resolved spectra, focus on the region of the DFG peak and interpolate the
background by a linear function, we can extract the XFROG trace that is shown in (b).
We see, that the cross-correlation of the two pulses indicates a chirp. For negative de-
lays, the mixed DFG peak is located at 596nm and experiences a blue shift to 593nm
for positive delays. Without further investigation, we assume that this chirp is mainly
caused by a chirp of the pump pulse. Due to the spectral location at 404nm, we are
generally near absorption peaks in glass. It is known that in proximity to absorption
peaks optical glasses cause non-negligible contributions to the spectral phase and, there-
for, lead to higher order chirps. Especially optical components that feature heavy flint
glass add tremendous amounts of linear chirp. We replaced all achromatic lenses, con-
sisting of heavy flint glass, by spherical singlets but yet, the used high NA objective is
an unknown quantity. Moreover, also pre-existing chirp might play a role. In contrast to
the pump wavelength, the probe wavelength is not so critical, concerning higher order
chirp from standard optical materials. Therefor, we assume the pump to be the source of
the chirp, observed in the XFROG trace. For our purposes, a full retrieval of the spectral
phase from the trace is not necessary. Yet, we want to point out that by an additional
characterization of the probe pulse near the sample, the optical and spectral properties
of the pump pulse can be retrieved even easier. For an evaluation of the traces we restrict
to binning the trace on the delay axis and fit a temporal Gaussian function (see figure
39 (d)). As a result we get a cross-correlation FWHM of 420 fs.

7.4.2 XFROG in an isolated plasmonic wire

In section 7.3 we already observed noticeable second-harmonic emission from an iso-
lated nanowire and attributed it to structural imperfections and surface roughness. Con-
sequently, a non-negligible second order nonlinear polarization is present, that should in
principle also allow DFG and, therefor, the possibility of obtaining XFROG traces from
a single gold wire. In figure 40 (a), an example spectrum of a single wire upon pump
and probe illumination at the zero delay position is shown. In the spectrum, we directly
observe the strong second- and third-harmonic peaks, generated by the IR probe. The
broad background, filling the entire visible spectral range, consists of three parts. We
have signal stemming from the wire itself - pump excited PL and probe excited MPPL
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Figure 39: XFROG measurements in LiNbO3 microparticles. (a) A wide field image of the sam-
ple shows the crystals. They accumulate in certain areas, caused by the evaporation
of the solvent and in between single particles are found (b) By scanning the delay
between pump and probe, an XFROG trace can be recorded with the spectrometer.
The recorded intensity per wavelength and delay position is color-coded. An example
spectrum at the zero delay position is shown in (c). Here, no background subtraction
and flattening of the spectrum around the DFG peak was performed. (d) By binning
the XFROG trace to the delay axis we get the cross-correlation pulse length.

- but also pump induced background from the glass substrate. Within the broad back-
ground, a small DFG peak near 600nm is visible. In contrast to the LiNbO3 sample
discussed in the previous section, the amplitude is relatively low. Nevertheless, we can
perform spectrally resolved delay scans and extract XFROG traces by isolating the spec-
tral DFG region and interpolating the background. The resulting trace is shown in figure
40 (b). Similar to the trace obtained from the LiNbO3 micro-crystals, we observe a chirp
that causes red wavelengths to arrive earlier. The spectral shift in the wire occurs in the
same spectral interval and length. Naturally, the question arises whether the XFROG
trace from the particle could feature contributions of the wire itself or its LSPR. We omit
this discussion and argue that DFG is only allowed by structural imperfections and local
scattering at surfaces, which could lead to additional unknown influences. Yet, to our
knowledge, this is the first time that XFROG traces have been obtained from a single,
isolated plasmonic wire. For two color pump-probe experiments in single nanostruc-
tures this is an interesting technique, as it allows the characterization of the used pulses
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Figure 40: XFROG measurements from a single gold nanorod. (a) Spectrum of a wire upon
simultaneous pump and probe excitation at zero delay. Beside the HHG peaks and
a spectrally broad background, a peak at the DFG wavelength is observed (indicated
by orange area). (b) By measuring delay-time resolved spectra, an XFROG trace can
be extracted from the data. Ignoring the chirp and binning the trace to the delay axis
yields a Gaussian pulse with FWHM = 370 fs.

in the same structures that are used for the actual experiment.

However, one still underlies certain restrictions. The used pump and probe powers
have to be chosen carefully in order to avoid lattice temperatures that come close to
the melting point of gold. From experience, the XFROG measurements worked best in
larger wires. The spectral position of the LSPR can be kept constant, in first approxima-
tion, if the aspect ratio of the geometrical cross-section is kept constant.

7.5 pump-probe measurements on an isolated nanowire

For the acquisition of pump-probe traces, we have two possibilities in our detection unit.
First, we can manually tune the delay and measure spectra at defined temporal positions.
This technique was used for the XFROG based pulse characterization in the previous
section. Second, we can abstain from the spectral resolution and use fully automated de-
lay scans, that use the APD as detection unit. Regarding the signal-to-noise ratio (SNR)
and also the signal-to-background ratio, the later has unmistakable advances. The ob-
tained APD signal can be demodulated via a Lock-In at all involved frequencies and
yield background-free traces at the sum- and difference-frequency of the two optical
choppers. In figure 41 (a) and (c) example traces of the same structure are shown for
the two different techniques. In the following, we will discuss the advantages of both
methods and give a first insight in the data.

In figure 41 (a), a spectrally resolved pump-probe trace is shown. In contrast to the
previous section, we are now using the spectral coordinate on the x-axis and the tempo-
ral one on the y-axis. We can clearly observe the HHG peaks at 420nm and 630nm and
also gold luminescence, broadly located in the green to red spectral region. During the
data processing, we removed dark counts from each temporal spectrum and subtracted
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a spectrum of the wires response to the pump light only. Therefor, our background sig-
nal is simply given by the probe’s response. A similar approach can be done for the
probe but we decided against it, as slight fluctuations in the probe wavelength cause
a dispersive signal at the position of the HHG peaks and makes the data harder to in-
terpret. Of course, a probe background subtraction also leads to the same results that
are discussed in the following. The obtained counts in the plot are color-coded. Around
zero delay, we observe spectral changes in the pump-probe signal. While the lumines-
cence increases, the HHG peaks show a sudden decrease. To emphasize these spectral
features in more detail, we show the spectra of 0.4 ps and −5.6 ps in figure 41 (b) in red,
respectively blue. Both changes are clearly visible. For further visualization, we separate
the spectra into three parts. The higher-harmonics signals and the PL. In order to crop
the broad PL we use spectral intervals of 150− 200nm centered around the HHG peaks,
exclude the peaks themselves and use a 9th order Fourier series to fit the remaining
data points. The choice of the fitting function has no physical base but was found to
be the best method to smoothly interpolate the PL at the HHG positions. For a phys-
ical separation model, the PL process is too complicated as it would go far beyond a
Gaussian or Lorentzian line shape. Consequently, even a theoretical model would likely
possess many degrees of freedom, leading to an overparameterized fitting function and
therefor again a questionable physical significance. A different approach, using a linear
interpolation based on several data points to the left and right of the peaks, is also possi-
ble, leads basically to the same results but features a visible discontinuity in the PL and
consequently systematic evaluation errors cannot be fully excluded.

The delay traces for the three signal contributions, THG, SHG and PL, are shown
in figure 41 (d)-(f). The summed signals are drawn in scatter plots and connected via
dashed lines as guides to the eye. The temporal zero, determined by an XFROG trace,
is indicated by a gray line. Now, we clearly observe that the higher-harmonics emis-
sion experiences a signal drop at the overlap of pump and probe pulse, while the PL
increases. From the data, we directly see that the relaxation, respectively recovery times
of the different contributions seem to differ. For a first analysis we fitted monoexponen-
tial functions and retrieved time constants, shown in the plots. For negative delays, the
THG seems to experience an increase in the signal strength that nearly instantly drops
below the initial value at zero delay (figure 41 (d)). The recovery of the signal takes place
within 120 ps. The fitted value has to be taken with care because of the large error of
the fit (3700 ps). Although the error is larger than the actual fitted value we still give the
order of magnitude of the obtained recovery time some significance because the large
error is partly a result of the narrow delay span used for the fit. We assign the THG
a long recovery time in the order of a few hundreds of pico seconds for the following
discussion. In the SHG trace (figure 41 (e)), no significant signal increase is observed for
negative delays. At zero delay, a signal drop is observed, that recovers with a faster time
constant than for the THG. Here, we can in fact get a robust value of (1.9± 0.4)ps from
the fit and the signal recovery is nicely visible in about 10 data points. The PL (figure 41

(f)) shows an increasing signal for negative delays, similar to the THG, that decreases for
positive delays on a time scale of a few pico seconds. The general observed behavior is,
that HHG becomes more inefficient, if the nanoparticle is pumped by blue light but that
the process of PL gets stronger. Moreover, PL and SHG are affected on a fairly different
time scale than THG. Although the fitted recovery time of the THG has a large error,
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we definitely see no hint for a recovery time in the range of 2− 5 ps as in the PL and
SHG trace. This could indicate that the underlying physical effect of the modulation is
different. For instance could a short decay time be connected to the temperature of the
electron gas, while a longer one correlates with the lattice temperature. The last fact we
want to point out is, that the total signal is dominated by PL, as it is about one order of
magnitude bigger. Furthermore, also the modulation depth is by far the strongest. There-
for, we can expect the APD signal to be dominated by the PL. We want to point out, that
the method of spectrally resolved pump-probe data acquisition is fairly inefficient. The
measurement time of a single trace is about 6− 10min, where already setup drifts can
come into play. Combined with unmodulated detection, this leads to a poor probabil-
ity of acquiring meaningful traces. From experience about 60− 70% of the traces have
to be discarded and due to the significantly lower modulation depth only very few of
the remaining traces show a variation in the higher-harmonics signals. Consequently, a
spectrally resolved detection without additional demodulation is not suited for param-
eter studies. Especially excitation power dependent studies would have to be omitted
because of the nonlinearly decreasing signal amplitude for lower excitation powers.

Under these circumstances we decided to use the APD as main detector and demod-
ulate the obtained traces at sum- and difference-frequency of the two optical choppers.
Afterwards, both traces are combined and we obtain results like shown in figure 41 (c).
As mentioned, this trace is now dominated by a change of the PL. The shown measure-
ment was performed instantly after the spectrally resolved measurement, shown in the
other panels of the figure. No changes were made to the setup in between. The trace
was rescaled and moved to a zero offset on the y-axis. This is justified because we do
not use the trace for a quantitative analysis, but only for qualitative purposes. If we
compare panel (c) to (f), which basically show the same physics, we notice the drasti-
cally increased quality of the signal. The signal itself now reveals a symmetric shape for
positive and negative delays. In gray, the combined pulse length, obtained from XFROG
measurements, is shown. We notice that the nanowire features a response for positive
and negative delays. The reason for that can be simply explained by the measurements
and calculations we performed until now. The signal is dominated by PL, which can
be excited by the pump and the probe (see section 7.3). Moreover, the used excitation
powers lead to electron gas temperatures in the same order of magnitude. Consequently,
the symmetric shape is caused by the fact, that pump and probe are able to change their
roles in the experiment. Alternatively, we could also speak of a double-pump PL-probe
experiment.

We want to point out, that an isolated analysis of the HHG signals is not possible
by combining the APD detection scheme with spectral filters like band passes. Beneath
the HHG peaks, always PL is present. Therefor, we would always obtain a combination
of decreasing HHG intensity and increasing PL. In the worst case, the two different
contributions might cancel each other out. We always need full spectra, that allow a con-
tinuous extrapolation of the PL at the HHG peaks, in order to separate the contributions
free of doubt.
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Figure 41: Pump-probe measurements on an isolated plasmonic wire. (a) In the spectrally re-
solved trace, the HHG peaks as well as the PL are clearly visible. The counts per
second are color-coded. Two spectra (b) at different delay positions (red 0.4 ps, blue
−5.6 ps) show clearly that the PL increases at the pulse overlap, while the HHG peaks
decrease. In (d)-(f) we separated the contributions and show isolated traces as dots
with dashed lines as guides to the eye. The gray lines highlight the zero delay position.
Exponential functions were fitted (solid lines), in order to estimate decay or recovery
times. The obtained time constants are given in the individual plots. In (c), a pump-
probe trace with the same setup configuration is shown but we used an APD and
Lock-In demodulation. The color-shaded areas correspond to the temporal position
of the spectra in (b).
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7.6 data evaluation and near-resonance behavior

One question to answer, is the influence of the fundamental LSPR on the pump-probe
signal, i.e., is it better to be on the resonance or is a spectral location in the flank ben-
eficial. If the signal is connected to a heat induced shift of the fundamental plasmon
resonance, the pump-probe signal should be strongest, if we excite in the flank of the
resonance, where the derivation of the LSPR is highest. Moreover, a change in the sign
of the modulation would be expected. To clarify this question, we investigated the sig-
nal of wires of different lengths. Thereby, we are not spectrally tuning the laser over the
resonance but tune the LSPR itself over the fixed probe wavelength. For the experiment,
we used a sample with wires of lengths between 250nm and 350nm.

In figure 42 (a), the pump-probe trace of the shortest investigated wire is shown. The
black line represents the combined data, obtained from sum- and difference-frequency
demodulation of the APD signal. At zero delay we observe the characteristic, symmet-
rically shaped peak and the offset of the signal for positive and negative delays differs.
This difference could be linked to changes in the system that decay on long time scales,
e.g., changing lattice temperatures. Yet, we do not want to clarify this particular ques-
tion and focus on the fast decaying pump-probe peak instead. In order to quantify the
peaks, we first remove the offset via an error function, that creates a smooth transition
between the two offset levels. The resulting offset is drawn as solid yellow line. After-
wards, the peak itself is modeled as a double sided exponential decay, convoluted with a
Gaussian function, accounting for the finite pulse length of the pump and probe pulses.
The model f(τ) reads

f(τ) = c(τ) +

∫
d(t)g(t− τ)dt . (134)

d(t) =

ae−krt for t > 0

aeklt for t < 0
,

c(τ) = cl +
1

2
(cr − cl)

[
1+ erf(

τ

τc
)
]

,

where c(τ) denotes the offset, d(t) the double sided exponential decay and g(t) the tem-
poral Gaussian function which is given the width obtained from the XFROG data (see
section 7.4.2). The exponential decay is described by an amplitude a and the two decay
rates kl/r, referring to the left (τ < 0) and right (τ > 0) decay. The offset function is
given by the mean value of the first few (cl) and the last few (cr) data points of the trace.
The error function’s time constant τc was empirically chosen as 0.07 ps. With this fitting
model, all of the obtained traces can be described. Depending on the pump and probe
powers, a modulation is not only visible at the double modulation frequency νdouble

but can also be visible at the two fundamental frequencies, as well as in the raw APD
trace. Moreover, the traces at the fundamental frequency contain important information
in their offsets. At the pump frequency, we see the linear PL counts in the parameter
cl(νpump) and cl(νprobe) at the probe frequency quantifies the nonlinear emission of the
structure, featuring HHG and MPPL. From the raw APD trace, the number of totally
emitted photons can be extracted as cl(ν = 0).
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Figure 42: Evaluation of pump-probe traces and modulation depth near a LSPR. (a) For the eval-
uation of the pump-probe peaks we use the combined signal of sum- and difference-
frequency demodulation (data shown in black). The underlying offset is described
by an error function and pictured in yellow. The final decay model (orange) consists
of a double sided exponential decay, convoluted with a temporal Gaussian function,
accounting for the finite excitation pulse length. (b) We measured the relative modu-
lation depth of the pump-probe peak for nanowires of different lengths (orange). In
order to picture the spectral position of the LSPR, the Lock-In offset at the probe mod-
ulation frequency is also shown (blue). We see that the maximum modulation depth
coincides with the LSPR.

In order to determine the modulation depth for the wires of different length, we use
the fitting parameter a(νdouble) and divide it by the left offset counts of the APD trace
(cl(ν = 0)), which represents the total number of photons emitted, if the two pulses are
separated by several pico seconds. We obtain a relative modulation depth that is shown
in figure 42 (b, right y-axis). For the five different investigated lengths, the relative mod-
ulation is strongest for 300nm. In order to correlate the modulation to the LSPR, we
also plot the left offset of the Lock-In trace at the probe frequency (cl(νprobe)), which
represents the total nonlinear emission. This quantity is strongest at the fundamental
plasmon resonance of the wire. Due to the few measurement points, the resonance is
not pictured in detail, but we can see that also the 300nm wire is closest to the reso-
nance. Consequently, a strong LSPR leads to a high modulation depth. From figure 42

(b) we see, that our pump-probe signal is not or only weakly connected to a spectral
shift of the LSPR. Else, the relative modulation depth would have to show a dispersive
shape with a transition from a negative modulation depth for short wires to a positive
one for longer wires. Moreover, we should observe a zero crossing at the peak of the
LSPR. Consequently, the only connection to the fundamental LSPR is, that the increased
fundamental field at the resonance leads to an increased linear and nonlinear absorption
and, therefor, higher electron and lattice temperatures.

7.7 power dependent measurements

One of the most important, if not the most important measurement for nonlinear op-
tical processes, are excitation power dependent experiments. Characteristics like, e.g.,
the pulse area or the fluence are changed and important information can be gathered.
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Figure 43: Power dependent changes in the decay rates of the pump-probe peak. (a) For var-
ied pump powers both, the left and right rate, decrease with increasing powers. The
same behavior holds for varying probe powers (b). For the highest measured pow-
ers, all rates approach a similar value around k = 0.5 ps−1. The difference between
both measurements, (a) and (b), is the rate that changes more significant. While for
increasing pump powers the left rate covers a larger rate interval, the opposite holds
for increasing probe powers. Here, the right rate changes more significant.

The scaling of the nonlinear emission w.r.t. the excitation power can show the number
of photons, involved in the nonlinear process or reveal counter-acting or competing
processes as well as saturation dynamics (see, e.g., chapter 6). Therefor, we performed
measurements, where one of both, pump or probe power, is varied while the other one
remains fixed. We recorded APD traces and used the 8 channel Lock-In amplifier for
demodulation. Finally, the data is evaluated like discussed in section 7.6.

7.7.1 power dependent change of rates

The first result of the parameter study, that we want to discuss, are the decay rates
left and right of the pump-probe peak. Here, we evaluated the combined signal of the
sum- and difference-frequency. In figure 43 the results from the fitting procedure (see
equation 134) are shown. On the x-axis the pump (a) and probe (b) powers are given
and on the y-axis the rates kl/r. The indicated error bars are provided by the fitting
algorithm. Overall, we see a trend that high excitation powers lead to low rates, while
lower powers cause the rates to increase. In general, the left and right rates of the sig-
nals differ, but interestingly they seem to approach equal values for maximum powers
Pmax in both studies. Not only are the left and right rates approaching same values in
both measurements but also study comprehensive the rates approach a similar value of
kl/r(Pmax) ≈ 0.5. The direct comparison between varied pump and probe powers also
reveals another interesting detail. For changing pump powers, the left rate increases
stronger than the right one, but for varied probe powers this dependency repents. The
right rate shows a stronger increase for decreasing powers. Yet, the left and right rate
stick far closer together than for changing pump powers.
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Figure 44: Results of the heuristic rate change model. The change of rates is connected to the
electron temperature via a change in the sp-band’s Fermi occupation. This value can
be computed with a two-pulse TTM (a). In the false color plot the probe pulse remains
constant at zero delay, while the pump pulses temporal position is changed. From (a),
pump-probe traces (b) are created via a multiplication with the function n(. . . ) and
subsequent integration over time.

If we change the picture from rates to decay times τl/r = k
−1
l/r , we obviously get longer

time constants for increasing excitation powers. This strongly resembles the results ob-
tained by our TTM for single pulse excitation in section 7.1.3. For increasing powers, we
observed higher electron temperatures that subsequently decayed on longer time scales.
Therefor, the idea of linking the pump-probe peak itself or its physical origin to the
electron temperature seems like a valid approach. We modified our TTM in order to
allow for double-pulse excitation and calculate the 3d data set Te/l(t, τ). In order to link
the calculated temperatures to the pump-probe signal IPP(τ), we used a simple heuristic
approach

IPP(τ) ∝
∫ ∫ [

f(Te, τ, t,E) − f(Ti, τ, t,E)
]
ρDOS(E)dE×

× n(Ipump, Iprobe, Te, Tl,Cabs, τ, t, . . . )dt , (135)

where f(T , τ, t) represents the Fermi distribution, ρDOS the density of states of the sp-
band and the function n(. . . ) is a function characteristic of the emission. It is linked to
parameters like the electron and lattice temperatures, the excitation intensities as well
as absorption cross-sections and of course the time. The product of the Fermi-Dirac
distribution and the density of states, with subsequent integration over the energy E,
describes the number of electrons in the sp-band of the gold structure. By subtracting
a Fermi distribution with the system’s initial temperature Ti, we only determine the
newly generated electrons - by pump as well as probe pulse. In the model, we simply
describe the sp-band’s DOS with a square root function ρDOS ∝

√
E, which is known to

describe the DOS of a free electron gas [35]. In figure 44 (a), the first integral is plotted
with respect to the time and delay. The probe pulse is kept constant at the time t = 0,
while the pump pulse is scanned through time. In the color code, the change in the
Fermi occupation of the sp-band is shown. After the pump and probe pulse excite the
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structure, we observe a fastly increased Fermi occupation, that decays on a longer time
scale. In the region, where the two pulse lines cross in the (t, τ)-space, we observe an
interaction of the pulses that leads to a slightly increased occupation, that decays on
a longer time scale. In order to calculate pump-probe traces, using our model from
equation 135, we need to find an expression for the unknown function n(. . . ). As a
first try, we simply used normalized emission windows at the temporal position of the
pulses. We omit the power scaling as we are interested in reproducing the changing
rates in the system. The expression for the emission windows reads

n =
[ Ipump(t, τ)∫
Ipump(t, τ)dt

+
Iprobe(t, τ)∫
Iprobe(t, τ)dt

]
∗ e−

t
τPL Θ(t) , (136)

where we convoluted the normalized Gaussian pulses additionally with an exponential
decay to account for a short time τPL of PL emission. To obtain a one sided decay, that
is zero on the other side, the exponential function is multiplied by a Heaviside function
Θ(t) [198]. In figure 44 (b), normalized example traces, calculated by the model, are
shown. The pump powers, used for excitation, are color coded and range from 4µW to
40µW. On the right flank of the signal, we observe a strong increase in the decay time
constants, while the variation on the negative flank is less dominant. For positive delays,
the modeled behavior is in its trend in agreement with the measurement. In the nega-
tive flank, on the other hand, the time constants decrease with increasing pump power
which is the opposite of the observed behavior. For changing probe powers, the model
leads to similar results and in consequence we abstain from a detailed presentation of
the results. We conclude, that the model is capable of describing the rate behavior in the
positive delay flank of the signal but it fails for negative delays. We attribute this to a too
simple expression for the function n(. . . ). Two parameters, that could potentially solve
this problem and lead to a more close-to-reality model, are the absorption cross-sections
used during the calculation. Until now, they are kept constant but they are known to
change with the electron and lattice temperatures. Another correlation, that has to be
considered, are influences of the pump and probe power, that might go beyond electron
heating. The function n(. . . ) could include terms, scaling with the excitation powers.
Possible influences of both are discussed in the next section.

7.7.2 power dependent change of amplitudes

From the power dependent measurements, we used to determine the rates of the pump-
probe peak, we can of course also extract the amplitude a(νdouble). The fitting algorithm,
presented in section 7.6, automatically provides us this value. Before discussing the
obtained values, we take a closer look at the pump-probe traces at the fundamental
modulation frequencies νpump/probe. Aside of the pump-probe peak, the Lock-In signals
at those frequencies are basically containing information about the two different light
pulses, solely interacting with the structure. The values, we are now referring to, are
the offsets cl(νpump/probe). From general theory about linear and nonlinear optics, we
would expect the emission upon pump excitation to scale linearly with the power and
the probe emission to scale nonlinearly. In figure 45 (a) and (b), the discussed values
are presented for varied pump and probe excitation power (orange curves). The data
points are shown with error bars and are connected via dashed lines, serving as guide
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Figure 45: Power dependent change in the amplitude a(νdouble) and Lock-In offsets
cl(νpump/probe). The data points are represented with error bars and connected via
dashed lines. The solid lines, in the corresponding colors, mark fitted power func-
tions. The unit on the y-axis refers to a temporal bin with bin = 0.1 s. (a) The offset
at the pump modulation frequency describes the systems response upon pump only
excitation. We observe the expected linear power dependency, as the excited process
is linear PL. For changing probe powers, we also obtain an expected nonlinear power
dependency with an exponent of n = 2.79 at the probe modulation frequency (b). An
unexpected dependency is measured at the pump-probe amplitude a(νdouble). Here,
we observe a superlinear behavior, that scales with a similar exponent P1.49

pump and
P1.70

probe.

to the eye. The solid lines represent fits with the function I(P) = aPn. I denotes the mea-
sured counts for the individual excitation powers P, while a and n represent the fitting
parameters. For the pump power tuning we get a value of n = 1.06, which nearly per-
fectly describes a linear scaling. This result is expected, since we are basically measuring
linear PL. In the case of probe power tuning, the fitting procedure provides n = 2.79,
which also lies in the expected region. Since the APD as detector is summing over all
possible processes (SHG, THG and MPPL) an exponent between 2 and 3 is expected. In
our measurements, the three-photon processes (THG, 3PPL) dominate, which leads to
an exponent closer to three. This scaling was also confirmed on different gold nanos-
tructures upon probe only illumination in the same setup, with the same configuration.

If we look at the power dependent signal amplitude a(νdouble), we see that the mea-
sured data points are well described by a power function in both cases. For pump power
tuning, we get an exponent of n = 1.49 and for the probe power n = 1.70. Within the
measurement uncertainty one could even speak of the same value. But this has to be
verified in repeated experiments, including a statistical analysis. The interesting fact is,
that the signal scales higher than the linear PL but obviously less significant than the
nonlinear signal upon probe only excitation. If the same scaling for both excitation pow-
ers can be confirmed by further experiments, this would give important information for
the modeling of the function n(. . . ).



7.8 spectral behavior 109

0.0

0.5

1.0

in
te

ns
ity

 (
ar

b.
u.

)

1.5 2.0 2.5 3.0
energy (eV)

0

5

10

co
un

ts
 (

10
3
/b

in
)

270 272 274 276 278
delay (ps)

a b

Pprobe=225µW

Ppump=20µW

Pprobe=175µW

Pprobe=140µW

Figure 46: Pump-probe spectra around the zero delay position for varying probe powers. (a)
The spectra are temporally separated by 500 fs. The temporal positions are indicated
in the pump-probe traces in (b) via corresponding colors. The HHG peaks of the
spectra are removed and the remaining signal is normalized to its maximum value. In
(b), the data points are depicted as solid lines and the model fit is shown as dashed
line. The panels of (a) and (b) show measurements with constant pump powers and
decreasing probe powers (from top to bottom).

7.8 spectral behavior

Another experiment, that can reveal further information about our pump-probe signal,
are spectrally resolved, power dependent measurements. As we already discussed in
section 7.5, the acquisition of spectrally resolved pump-probe traces is challenging by
means of an efficient data recording process. Moreover, for lower excitation powers, we
have to increase the measurement time which brings us to temporal regions where drifts
of the sample are far from negligible. In consequence, we decided to take a qualitative
look at pump-probe spectra, located around the zero delay position. We chose 6 posi-
tions around the pump-probe peak, separated by 500 fs steps and recorded spectra. In
contrast to the previously obtained spectrally resolved traces, we have a lower temporal
resolution and also a smaller time interval covered, but we gain the advantage of longer
integration times. Especially for low excitation powers, this allows the acquisition of
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Figure 47: Pump-probe spectra for changing pump powers at different temporal positions. (a)
The 500 fs separated, normalized spectra are shown in different colors, that corre-
spond to the vertical lines shown in (b). In (b), the pump-probe traces at the combined
double modulation frequency are shown as solid black lines, while the dashed lines
represent model fits. The different panels of (a) and (b) show the data for decreasing
pump powers in descending order from the top.

reliable data. In figure 47 and 46 obtained data for different pump and probe powers is
shown. In the left panels we see the 6 different spectra and in the right panels the cor-
responding Lock-In traces at the combined double modulation frequencies. The solid
black lines connect the data points and the dashed ones represents the model fit (see
equation 134). Colored vertical lines in the right panels correspond to the line colors
of the spectra and mark the temporal positions. The spectra in the left panel are back-
ground corrected and additionally a spectrum, obtained about 15 ps before the temporal
zero, is subtracted. We removed the higher-harmonics peaks from the data and normal-
ized the resulting spectra to their maximum values.

For a constant pump power and decreasing probe power (figure 46), we clearly ob-
serve that the blue flank of the pump-probe signal decreases while we scan over the zero
delay position. This behavior is present for all investigated probe powers and seems to
become more dominant if the power is reduced. The potentially most interesting spec-
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trum is observed for the lowest probe power at the smallest delay position (left panel,
lowest row, dark blue). Here, we seem to observe a drop in the spectrum short below
2.5 eV , that has recovered 500 fs later. This could be an indication that our pump-probe
signal consists of different contributions. Starting at 2.4 eV an interband recombination
contribution is likely to be observed and the lower energetic peak could be caused by
intraband recombination or scattering. Moreover, a 2PPL process at 1.9 eV has to be
considered (see section 7.3). Of course, this behavior has to be verified by further exper-
iments, in order to rule out a measurement artifact. In the red flank of the spectra we
also observe minor variations while scanning over the pump-probe peak, but in contrast
to the blue flanks behavior this is less prominent and not discussed in detail.

In figure 47 the corresponding measurement, involving pump power tuning, is shown.
The arrangement of the figure is equivalent to figure 46. The obtained data shows simi-
larities to the probe power tuning experiment. We also observe a decreasing blue flank
in the spectra, when we scan over the temporal zero. Moreover, this feature also becomes
more dominant for lower excitation powers. Interestingly, we also observe a change of
the spectral shape for the lowest powers compared to higher pump powers. In contrast
to low probe powers, the blue flank of the spectrum (around 2.5 eV) seems to decrease
stronger than the lower energetic part between 2.0 eV and 2.5 eV . One additional aspect
is observed for the highest pump power. Here, we do not only observe variations in the
blue (and red) flank of the spectrum, but we seem to measure a red shift of the peak.

A potentially interesting model, that describes spectrally resolved PL from isolated
gold nanowires, is given in a publication by Cai et al. [179]. A quantum mechanical
based approach, using the following equation is given

IPL(ω) =
∑

Ei−Ej=ω

Γi→j(ω)Pi(1− Pj)ρEDOS(Ei)ρEDOS(Ej)ρPDOS(ω) . (137)

The emitted spectrum of the structure is given by optical transitions between the energy
levels Ei and Ej with the transition rates Γi→j, determined by Fermi’s golden rule. For
the transition matrix elements, an easy expression can be obtained by simply approx-
imating the nanostructure as a cylindrical well and the use of radial electronic wave
functions within the independent electron approximation. The publication yields the
expression ∝ e−α(

√
Ei+
√
Ej) for the transition matrix element. The parameter α is ar-

tificially set to unity. The occupation probabilities of the states i, j are given by Pi,j.
Here, the current electron temperature enters via the Fermi distribution. Also optical
transitions, starting or ending on the respective state, have to be taken into account. To
complete the model, the electronic density of states ρEDOS at the two energies is needed.
In the publication, a rectangular function for the d-band and a square root function for
the sp-band were sufficient. Besides the EDOS, also a photonic density of states ρPDOS

is incorporated in the model and accounts for the plasmon resonance of the structure.
Our first application of the model was not successful, as we could not recreate the ob-
served spectrally varying features in the blue flank of the signal. Again, we used our
two-pulse TTM in order to determine a Fermi distribution with respect to the time t and
the delay τ. We used the resulting distribution in order to calculate the occupation prob-
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abilities Pi,j and artificially lowered the d-bands occupation in order to allow radiative
recombination. The transition rate Γi→j was calculated as

Γi→j =
2π
 h
e−(
√
Ei+
√
Ej)ρEDOS(Ej) , (138)

according to Fermi’s golden rule and the publication. The calculated spectra seemed to
be completely dominated by the PDOS, approximated as a Lorentzian function. Since
we were not able to achieve significant spectral changes, we do not show results or
discuss the model further. Yet, we still want to mention this model, as it seems to be
well suited for our application. Probably further thinking has to be done, concerning
temperature dependent changes in the PDOS and also modified transition rates in the
excitation procedure, that are equivalent to a temperature dependent absorption cross-
section. Additionally, an inclusion of optical transitions in the excitation process could
change the game as we, until now, only used the Fermi occupation.

7.9 outlook and discussion

Within this chapter we have discussed the band structure of gold, including the possible
optical transitions as well as heating and subsequent cooling mechanisms for the quasi
free electrons. After discussing the linear and nonlinear response of our nanowires upon
pump and probe only excitation, we moved to spectrally resolved pump-probe traces.
Although the traces have a low signal-to-noise ratio, we still could identify important
changes. The main contribution to the overall signal is caused by a change in the PL.
Minor contributions are given by changes in the THG and SHG. Due to the SNR we
decided for measurements involving an APD for detection, a double modulation tech-
nique of pump and probe and subsequent Lock-In detection at all involved frequencies.
The signal, that was found to be dominated by PL, is broadened to both sides of the
pulse overlap. The temporal width and location of the later, we were able to identify via
XFROG measurements in LiNbO3 micro-crystals and also isolated gold nanostructures.
Excitation power dependent measurements for both, the pump and the probe, revealed
that the decay constants left and right to the zero delay position behave differently. A
heuristic model, linking the rates to a change in the electron temperature, was partly suc-
cessful as only the behavior of the right flank can be qualitatively described. For further
modeling we believe the best approach is to take also temperature dependent changes
in the absorption cross-section into account. This might be the key to model changes in
the negative flank of the pump-probe signal. Further measurements provided power de-
pendent spectra at 6 different positions around the temporal zero. Here, an interesting
fact was observed. While scanning over the pulse overlap position, the blue flank of the
spectrum seems to decrease. This effect becomes more dominant for decreasing powers
- pump as well as probe powers.

Our findings indicate that our pump-probe signal is linked to an increased electron
temperature but for a full understanding of the physical origin detailed, spectrally re-
solved measurements are indispensable. To get an acceptable SNR, that also allows
reasonable measurement times, we believe that the acquisition of spectra should also
be done with a fast readout technique combined with Lock-In demodulation. Especially
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for low excitation powers, this could give the final hints for model building. Additional
changes in the setup, like e.g. scanable mirrors in front of the microscope, could lead to
an easier experimental access to the spatial overlap of pump and probe. A reproducible
realignment procedure could additionally help to prevent drift problems and resulting
capped measurement times. Here, scan mirrors offer a distinct advantage over manually
tuned elements, as a manual realignment process can be time intensive and other long
term drifts in the setup might come into play.





8
C O N C L U S I O N

Nanostructures made of metals or semiconductor material represent the transition from
the atomic scale to the macroscopic scale. Despite their size of several nanometers to a
few hundreds of nanometers, they still show quantum mechanical effects and do not
only lead to groundbreaking technological advances but are also subject of current fun-
damental research. In this thesis we investigated a nonlinearly operating nanocircuit and
were thereby able to extend the current understanding of second-harmonic generation
on the nanoscale. Moreover, we revealed the saturation dynamics of a semiconductor
absorber mirror based on low density quantum dots before moving on to electron dy-
namics in gold nanorods and their influence on nonlinear optical processes.

In the beginning of the thesis, we gave the physical framework for understanding
the subsequent topics (chapter 2). We introduced the field of plasmonics and discussed
the bound, dipole carrying excitations at different metal-dielectric interfaces. Addition-
ally, we summed up nonlinear optical effects up to the third order. Afterwards, we laid
the focus on computational electrodynamics (chapter 3) and presented finite element
models for different plasmonic nanostructures. We discussed nanowires and split-ring
resonators as representatives of resonant nanostructures and a two-wire transmission
line as a waveguide-like one.

Chapter 4 marked the beginning of our research in the field of second-harmonic gen-
eration in gold nanostructures. The project was brought to us by Prof. C.-B. Huang
and investigated in a collaboration [33]. We demonstrated the past understanding of
second-harmonic generation in sub-wavelength nanoparticles by calculating the nonlin-
ear polarization in a simple gold nanowire and a split-ring resonator. We clearly saw,
that this source for second-harmonic generation will only lead to emission into free
space optical modes, if the structure possesses a geometrical asymmetry. As this is a
consequence of the free space modes being plane waves, we decided to investigate a
structure that is in fact symmetric but offers different modes of different symmetries
for the emission. The structure of choice was a two-wire transmission line, consisting
of two infinitely extended gold nanowires. It offers a symmetric fundamental mode,
as well as an anti-symmetric one. This holds for all involved frequencies - fundamen-
tal and second-harmonic. By using mode overlap integrals, we demonstrated that the
generated second order nonlinear polarization at the surface of the wires can emit into
the symmetric waveguide mode but not into the anti-symmetric one. Chapter 5 moves
this work from a theoretical basis to an experimental one. The measurements were per-
formed by the group of Prof. C.-B. Huang and we were in charge of data evaluation
as well as model building. In the collaboration, we were able to verify our model for
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second-harmonic generation in a two-wire transmission line from the previous chapter.
Moreover, we generalized the nonlinear coupling behavior and used fundamental mode
superpositions instead of modes of purely symmetric or anti-symmetric character. In
experiments, we varied the amplitude ratio of the two contributions and created an in-
tuitive model, that is capable of fully reproducing the observed coupling behavior. Not
only was this step successful, but allowed us also to extrapolate the coupling character-
istics of the nanocircuit and include phase differences into the superposition of modes.
An even more complex and variable mechanism was found. The measurements on fun-
damental mode superpositions did not only show us a generalized behavior, but also
allowed us to exclude several influences of potential local sources for second-harmonic
emission and strengthened our statement on second-harmonic generation in symmetric
nanostrucutres.

Up to this point, our model and calculation was only based in the cross-section of
the two-wire transmission line. By a modification of the well known coupled ampli-
tude equations from standard textbooks, we built an intuitive model, that describes the
propagation along the waveguide. Fitting this set of coupled differential equations to
measurements on varying waveguide lengths, gave us a hint, that we might be able to
observe back conversion from the generated second-harmonic modes to the fundamen-
tal ones. Yet, to verify this assumption free on any doubt, further measurements have to
be conducted. The work in this chapter was concluded by moving our interest towards
a nonlinear substrate beneath the nanocircuit. We were able to exclude an influence of
the ITO layer beneath our structures and also demonstrated, that a tailored nonlinear
substrate could in fact either boost the efficiency of our circuit or even offer a more
complex operation. This poses an opportunity for the creation of nonlinearly operating
elements for optical circuitry.

With chapter 6, we moved away from plasmonic nanostructures and towards nanos-
tructured semiconductor systems. We investigated a semiconductor saturable absorber
mirror by ultrafast pump-probe measurements. The structure under investigation will
be used for mode locking in an ultrafast red emitting vertical-external-cavity surface
emitting laser. The sample was produced by the group of Prof. Michler from Stuttgart
and was based on quantum dots as saturable absorber. After explaining the physical
background of saturable absorbers and the structure under investigation, we introduced
our setup for degenerate pump-probe measurements. In the measurements, we revealed
two recovery times after the initial saturation process of the quantum dots. A biexpo-
nential function, covoluted with a Gaussian function, accounting for a finite pump and
probe pulse length, provided the two time constants - 520 fs and 2ns. By performing
pump fluence dependent measurements, we were able to determine the saturation flu-
ence of the structure as 25 µJ

cm2 . Here, we want to point out, that our sample featured
a quantum dot density orders of magnitude lower than reported for comparable struc-
tures. Consequently, we have the possibility to further influence the saturation fluence in
the future. Moreover, it is to our knowledge the first time, that the saturation dynamics
of a saturable absorber are investigated in a quantum dot based absorber in this spectral
range. Finally, wavelength dependent measurements revealed the spectral dependency
of the saturation process. We observed changes in the composition of the two recovery
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constants and attributed them to different properties of the system.

In chapter 7, we revisited plamonic nanostructures but instead of waveguides our fo-
cus was on resonant gold nanowires. In the current research on nonlinear plasmonics it
is still unknown what role the bandstructure and the exact occupation play. To resolve
this question, we decided to conduct multi-color pump-probe experiments. In the begin-
ning of the chapter, we took a close look at the bandstructure of gold, possible optical
excitation mechanisms, the fate of excited plasmons and especially the role of hot elec-
trons in the conduction band. After excitation to high energetic states in the conduction
band, the electrons thermalize and this process can be nicely described by a two tem-
perature model. Our approach was, to excite hot electrons with a blue pump pulse, use
a time delayed infrared probe pulse and monitor the changes in the nonlinear emission.
After explaining our setup in detail and the plasmonic structures under investigation, we
proceeded with spectrally resolved pump-probe measurements. By a separation of the
higher-harmonics signals and the linear and nonlinear photo luminescence, excited by
the pump and probe beam, we were able to draw first conclusions. First, the signal was
dominated an order of magnitude by changes in the photo luminescence and second,
we got hints on decay and recovery times of the signal. Interestingly, the luminescence
increase at the temporal overlap of the two pulses, while the higher-harmonics signals
decrease. Moreover, we got a first indication, that the recovery of the third-harmonic sig-
nal might be on a drastically longer timescale than the recovery of the second-harmonic
signal. Yet, this was only a first hint and has to be verified by future experiments. The
last fact to note was the shape of the luminescence pump-probe peak. While the higher-
harmonics peaks have their changes for positive pulse delays, the luminescence peak
is broadened to both sides. We argued that both, pump and probe pulse, are able to
generate hot electrons in the conduction band, while also both are able to excite photo
luminescence - linearly or nonlinearly. Consequently, a peak broadened to positive and
negative delays is even expected. Due to the poor signal-to-noise ratio of the spectrally
resolved traces, we were forced to switch to a Lock-In based detection scheme involving
a single photon counter. Of course, this means a loss of spectral information and that
the signal will be dominated by changes in the linear and nonlinear photo luminescence
but allowed us to conduct excitation power dependent measurements, that involve low
optical powers. Here, we were able to picture the influence of varying pump and probe
powers with regard to decay rates for positive and negative delays, as well as changes in
the amplitude of the peak. We started to build a theoretical model, combining the previ-
ously introduced two temperature model with a two pulse excitation scheme, but were
not successful yet. The next step is to find an adequate function, that mirrors the emis-
sion process of linear and nonlinear luminescence. A key to determine this unknown
function are excitation power dependent measurements, that are spectrally resolved in
addition. We performed first experiments, involving larger delay steps and longer inte-
gration times, but ultimately one has to revert to a Lock-In based, spectrally resolved
detection scheme, for smaller delay steps with a reasonable signal-to-noise ratio. Addi-
tionally, we introduced a new technique to obtain combined pulse lengths in multi color
pump-probe experiments in this chapter. By using difference-frequency generation, we
were able to measure cross-correlation frequency resolved optical gating traces in micro
crystals made of lithium niobate. The two pulses, involved in the experiment, sample
each other in the sample plane of the experiment and beside of the combined pulse
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length, we were able to resolve a slight chirp in the traces. Moreover, we were also able
to conduct this measurement on an isolated gold nanowire. To our knowledge, this is
the first time this experiment has been demonstrated in an isolated plasmonic nanos-
tructure and poses a big advantage for the future. The pulse characterization can be
done in the exact same structure that will be used for the later experiment.

In conclusion, we laid the foundation for future experiments to reveal the role of
the bandstructure and its occupation in nonlinear processes on the nanoscale. We in-
troduced a new technique to gather information about the used pulses, observed first
experimental hints on the topic and worked towards a theoretical model. With future ex-
periments in the right direction, this fundamental physical question might be answered.



A
A P P E N D I X

a.1 linear and nonlinear absorption processes

In order to calculate absorption, we consider the time averaged rate of work done on a
charge distribution. Poynting’s theorem states this rate as

〈rate of work done〉 = 〈j · E〉 . (139)

For the current j we use

j = jext +∇× M +
∂P
∂t

, (140)

which simplifies for vanishing free currents and a non-magnetic material

j =
∂P
∂t

. (141)

For simplicity, we only consider scalar fields and use the representation

E(t) =
∑
n

E(ωn)e
−iωnt , (142)

P(k)(t) =
∑
n

P(k)(ωn)e
−iωnt , (143)

where P(k)(t) is the k-th order nonlinear polarization and the index n sums over positive
and negative frequencies. Since E(t) and P(k)(t) are real quantities, we demand

E(−ωn) = E(ωn)
∗ , (144)

P(k)(−ωn) = P(k)(ωn)
∗ , (145)

χ(k)(−ωn;−ω1 · · ·−ωk) = χ(k)(ωn;ω1 . . .ωk)∗ , (146)

with ωn =

n∑
i=1

ωi .

linear absorption

For linear absorption, we perfom a detailed calculation. The monochromatic electric
field is

E(t) = E(ω)e−iωt + E(−ω)eiωt . (147)
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This leads to a linear polarization in the medium

P(1)(t) = ε0χ
(1)E(t) ,

= ε0χ
(1)(ω;ω)E(ω)︸ ︷︷ ︸

P(ω)

e−iωt + ε0χ
(1)(−ω;−ω)E(−ω)︸ ︷︷ ︸

P(−ω)

eiωt ,

= ε0χ
(1)(ω;ω)E(ω)︸ ︷︷ ︸

P(ω)

e−iωt + ε0χ
(1)(ω;ω)∗E(ω)∗︸ ︷︷ ︸

P(ω)∗

eiωt , (148)

For the time averaged rate of work we find

〈∂P
(1)(t)

∂t
E(t)〉 = 〈(−iωP(ω)e−iωt + iωP(ω)∗eiωt)(E(ω)e−iωt + E(ω)∗eiωt)〉 ,

= 〈−iωP(ω)E(ω)e−i2ωt︸ ︷︷ ︸
〈... 〉=0

−iωP(ω)E(ω)∗ + iωP(ω)∗E(ω) + iωP(ω)∗E(ω)∗e−i2ωt︸ ︷︷ ︸
〈... 〉=0

〉 ,

= 〈−iωε0χ(1)(ω;ω)|E(ω)|2 + iωε0χ
(1)(ω;ω)∗|E(ω)|2〉 ,

= 〈ωε0|E(ω)|2 i(χ(1)(ω;ω)∗ − χ(1)(ω;ω))〉 ,

= 2ωε0|E(ω)|2Im{χ(1)(ω;ω)} . (149)

second order nonlinear absorption

Equivalent to linear absorption, the calculation can be done for a second order nonlinear
polarization

P(2)(t) = ε0χ
(2)E2(t) ,

= ε0χ
(2)(2ω;ω,ω)E2(ω)e−i2ωt + 2ε0χ

(2)(0;ω,−ω)|E(ω)|2

+ε0χ
(2)(−2ω;−ω,−ω)E2(−ω)ei2ωt ,

= ε0χ
(2)(2ω)E2(ω)e−i2ωt + 2ε0χ

(2)(0)|E(ω)|2 + ε0χ
(2)(2ω)∗E2(ω)∗ei2ωt ,

= P(2)(2ω)e−i2ωt + P(0) + P(2)(2ω)∗ei2ωt , (150)

leading to a time averaged work of

〈∂P
(2)(t)

∂t
E(t)〉 = 〈(−2iωP(2)(2ω)e−i2ωt + 2iωP(2)(2ω)∗ei2ωt)E(t)〉 ,

= 0 . (151)

Every element of the rate of work has a time harmonic part. Using the time average
leads to an overall zero. Consequently, no energy can be deposited in a χ(2) medium -
within the assumptions made during the calculations.

third order nonlinear absorption

The third order nonlinear polarization is given as

P(3)(t) = ε0χ
(3)E3(t) ,

= ε0χ
(3)(3ω;ω,ω,ω)E3(ω)e−i3ωt + ε0χ

(3)(−3ω;−ω,−ω,−ω)E3(−ω)ei3ωt

+3ε0χ
(3)(ω;ω,ω,−ω)|E(ω)|2E(ω)e−iωt

+3ε0χ
(3)(−ω;ω,−ω,−ω)|E(ω)|2E(−ω)eiωt

= P(3)(3ω)e−i3ωt + P(3)(3ω)∗ei3ωt + P(3)(ω)e−iωt + P(3)(ω)∗eiωt . (152)
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The time averaged work results in

〈∂P
(3)(t)

∂t
E(t)〉 = · · · = 〈−iωP(3)(ω)E(ω)∗ + iωP(3)(ω)∗E(ω)〉 ,

= 〈3ωε0|E(ω)|4 i(χ(3)(ω)∗ − χ(3)(ω))〉 ,

= 6ωε0|E(ω)|4Im{χ(3)(ω)} . (153)

In contrast to a second order nonlinear medium, a χ(3) medium can absorb. The process
is called two-photon absorption.

a.2 mode profiles of a two wire transmission line

In this section, the mode profiles of a TWTL are presented in detail. In figure 48 all
electric field components of the anti-symmetric mode are shown and in figure 49 the
equivalent is done for the symmetric mode. By black lines the chosen geometry is in-
dicated. Both figures consist of two columns, where the left ones show a TWTL in a
homogeneous sourrounding (nair = 1.0002) and in the right ones a substrate is added
beneath the TWTL. In the later case, the substrate was given a purely real refractive
index of (nsubstrate = 1.5), while the upper part of the model was chosen as lossless air.
Based on the shapes of the electric fields, charges are drawn in both wires of the TWTL.
We only show the real parts of the electric fields and normalized the field strengths to
the maximum absolute value of each individual panel.

In the anti-symmetric mode (figure 48, left panels) we clearly observe, that each vector
component of the electric field possesses the highest strength in the gap of the waveg-
uide. Moreover, the indicated charges in the wires perfectly match the surrounding
fields. If we move to the right panels of the figure, where a substrate beneath the TWTL
is added, the field components still have strong similarities to the homogeneous case.
The basic axial symmetry to the vertical center of the structure hasn’t changed. The main
difference, caused by the introduced substrate, is visible in the x- and y-component of
the field. Obviousely, the symmetry in the fields, with respect to the horizontal center
axis, has changed. Although the direction of the fields, and therefor the overall fun-
damental symmetry, remains the same, the symmetry in strength is now broken. The
places of high field localization are in the gap, but stronger attracted to the substrate.
Of course one reason for that is the smaller radius of curvature of the lower edges, com-
bined with the material tripple point. In the edges, three materials come together in an
infinitely sharp transition. Consequently, we observe stronger field localizations there.
In the case of the symmetric mode (figure 49), the same observations hold. The funda-
mental symmetries of the modes haven’t changes, but the localization of the fields is
stronger attracted to the substrate. Overall we want to point out, that the consideration
of a substrate does not alter the modal symmetry with respect to the central vertical
symmetry axis. This is the symmetry, we are refering to in the main text and that is
important for our argumentation and modelling.
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Figure 48: All electric field components of the anti-symmetric mode in a TWTL. The left column
shows a TWTL in the case of a homogeneous environment. As comparison the right
column shows a TWTL with underlying glass substrate. In every panel the electric
field strengths were normalized highest absolute value and plotted in the interval
[−1 ; 1].
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Figure 49: All electric field components of the symmetric mode in a TWTL. The left column
shows a TWTL in the case of a homogeneous environment. As comparison the right
column shows a TWTL with underlying glass substrate. In every panel the electric
field strengths were normalized highest absolute value and plotted in the interval
[−1 ; 1].
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a.3 modulation of optical signals

Besides using AOMs for amplitude modulation of optical signals also mechanical chop-
pers are widely used. On one hand, they offer two key advantages. First, the chopped
beam maintains it’s full optical power while AOMs only allow up to 50% theoretical
modulation efficiency - the power is split between the o-th and the 1-st diffraction order.
Second, no wavelength dependent beam displacements are induced as in the 1-st diffrac-
tion order of the AOM. On the other hand, choppers also give certain disadvantages.
For example, the modulation frequencies are much lower (up to several tens of kHz)
which leads to longer measurement times as well as an increased 1/f-noise. Moreover,
mechanical imperfections and oscillations can limit the resolution of this measurement
technique. A test setup for degenerate pump probe experiments, using an optical chop-
per, is shown in figure 50 (a). The chopper is a Thorlabs MC2000B equipped with a
MC2F47 dual frequency blade. A fast photo diode (PicoQuant Trigger Diode) is used to
record the chopped signals. The spectral analysis of the signals is performed using the
spectral analyzer of Moku:Lab. The key idea is, to use double modulation and detection
at the sum frequency in order to keep the pump-probe signal clean of any offset. The
pump and probe modulation frequencies are given as

νpump = νmotorninner , (154)

νprobe = νmotornouter , (155)

where νmotor denotes the motor frequency of the chopper and ninner/outer the number
of slots in the inner and outer ring of the chopper blade. In the test measurement, a
blade with 4 respectively 7 slots was used with a motor frequency of νmotor = 100Hz.
The power spectra of the pump and probe signals are shown in figure 50 (b). The funda-
mental modulation frequencies at 400 and 700Hz are clearly visible. The other strongest
peaks are at odd multiples of the fundamental frequencies, which is a result of the
rectangular modulation of the signals. A fourier decomposition of a rectangular pulse
train only features odd multiples of the fundamental frequency. Nevertheless, also even
multiples appear in the power spectra. They arise from an asymmetry in the flanks of
the rectangular pulse. If the rise and fall times differ in time or shape, even frequency
multiples become visible in the power spectrum.

We can also observe small peaks between the even and odd multiples of the fundamen-
tal frequency. The distance between those peaks is exactly the motor frequency νmotor.
This can be verified by using different modulation frequencies. The power spectra for
four different pump frequencies are shown in figure 50 (c). The x-axis is normalized to
the actual pump modulation frequency. As the side peaks do not change their location or
disappear, we can rule out any measurement technique based origin like , e.g., sampling
issues. Consequently, we observe a parasitic signal at multiples of the motor frequency,
which therefore also affects the sum-frequency that should be used for detection

νparasitic = nνmotor with n ∈N , (156)

νsum = (ninner +nouter)νmotor . (157)

This leads to the conclusion, that we will always have an offset at the sum-frequency that
originates from both the pump and the probe signal alone. This limits the resolution of
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Figure 50: Double modulation setup with one dual-frequency chopper blade. (a) The setup is
shown as a simplified scetch. The chopper motor is spinning with the motor frequency
and thus generating pump and probe modulations based on the number of slots in
the corresponding position of the chopper blade. For detection a fast photo diode (PD)
is used together with subsequent FFT. (b) The power spectra of both isolated beams
show odd multiples of the modulation frequency (gray shaded area, the upper panel).
Even multiples are also visible. Additionally, We observe peaks at multiples of the
motor frequency and also occur at the desired detection frequency (red shaded area).
(c) Measurements with different motor frequencies prove, that the small peaks can be
attributed to the driver motor.

the setup. The only way to prevent this offset, is to use two different choppers and
use modulation frequencies that ensure that no multiples of the two motor frequencies
νmotor 1/2

generate parasitic signal at the sum-frequency.
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