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Zusammenfassung

In dieser Dissertation wird die Brown’sche Dynamik von monodispersen harten Kugeln
untersucht. Harte Kugeln bilden eine sehr einfache Modellflüssigkeit, bei der die Paar-
wechselwirkung lediglich einen Überlapp der Kugeln verhindert. Das Paarpotential der
Kugeln ist daher durch den Kugeldurchmesser vollständig charakterisiert. Trotz dieser
scheinbaren Einfachheit hat diese Flüssigkeit interessante Eigenschaften und bietet
die Möglichkeit, fundamentale Eigenschaften der flüssigen Phase zu untersuchen.

Die Brown’sche Dynamik ist ein Modell zur Beschreibung der Bewegung von kol-
loidalen Partikeln, hier Kugeln, in einem flüssigen Medium. Die mikroskopischen
Interaktionen der Kugeln mit dem Medium werden dabei als externe Zufallskräfte
modelliert; das Medium selbst wird nicht modelliert. Zudem wird die Trägheit der
Kugeln vernachlässigt. Die resultierende stochastische Bewegungsgleichung für das
Vielteilchensystem kann numerisch integriert werden und liefert so eine leistungsfä-
hige Simulationsmethode. Im speziellen Fall harter Kugeln müssen Kollisionen der
Kugeln gesondert behandelt werden. Eine Möglichkeit dieser Behandlung ist ereignis-
getriebene Brown’sche Dynamik (event-driven Brownian dynamics), welche hier als
Ausgangspunkt einer Studie der Dynamik harter Kugeln verwendet wird.

Von zentralem Interesse ist die statistischen Beschreibung eines thermodynamischen
Systems im Einteilchenbild, in dem gemittelte Größen wie die Teilchendichte und der
Teilchenstrom betrachtet werden, die aus Teilchenpositionen und -geschwindigkeiten
im Vielteilchenbild durch Mittelung bestimmt werden können, wobei noch die Ab-
hängigkeit von einer (dreidimensionalen) Ortskoordinate und der Zeit bleibt. Da die
Simulation der Vielteilchendynamik, gerade bei sehr großen und/oder dichten Syste-
men, erheblichen Rechenaufwand bedeutet, ist eine direkte Beschreibung der Dynamik
von Einteilchengrößen wünschenswert. Darüber hinaus ermöglicht die Beschreibung
im Einteilchenbild Verständnis von kollektiven Phänomenen, die in der Vielteilchenbe-
schreibung verborgen bleiben. Eine Möglichkeit einer solchen Einteilchenbeschreibung
liefert die Powerfunktionaltheorie. Diese Methode ermöglicht eine formal exakte Be-
schreibung der klassischen (undQuanten-) Dynamik vonNichtgleichgewichtssystemen.
Im Rahmen dieser Theorie können die internen Kräfte des Systems in adiabatische
und superadiabatische Kräfte zerlegt werden. Die adiabatischen Kräfte sind dabei
diejenigen, die ausschließlich vom momentanen Dichteprofil des Systems abhängen.
Sie können aus dem Freie-Energie-Funktional der klassischen Dichtefunktionaltheorie



abgeleitet werden. Superadiabatische Kräfte sind dagegen echte Nichtgleichgewichts-
kräfte und hängen von Dichte- und Stromprofil im Lauf der Zeit ab. Dieses Gedächtnis
kann zudem räumlich nichtlokal sein.

Das Ziel dieser Dissertation ist die Entwicklung eines universalen Funktionales zur
Berechnung von superadiabatischen Kräften in der Dynamik von harten Kugeln. Die
Entwicklung dieses Funktional geschieht anhand von Simulationen einer inhomogen
gescherten Hartkugelflüssigkeit [1] sowie der Zeitentwicklung der van Hove-Funktion
einer homogenen Flüssigkeit harter Kugeln im Gleichgewicht [2, 3]. Die van Hove-
Funktion G(r, t ) gibt die Korrelation zwischen einem Teilchen am Ursprung zur Zeit 0
und einem Teilchen mit Abstand r zum Ursprung zur Zeit t . Durch den dynamischen
Testteilchenlimes kann diese Funktion auf die Zeitentwicklung einer binären Flüssigkeit
abgebildet werden, die mit einem speziellen Anfangszustand präpariert wird. In diesem
Anfangszustand entspricht die Dichte der ersten Flüssigkeitskomponente, der Selbst-
komponente, der eines einzelnen Teilchens, welches im Ursprung des Systems fixiert
ist. Die zweite Komponente, die Distinktkomponente, ist entsprechend der radialen
Verteilungsfunktion im Gleichgewicht verteilt.

Superadiabatische Kräfte spielen sowohl in der gescherten Flüssigkeit als auch im Test-
teilchenlimes eine wichtige Rolle. Die vorgeschlagene Approximation beschreibt diese
Kräfte mit hoher Genauigkeit. Die Konstruktion dieser Approximation erlaubt die Zer-
legung der superadiabatischen Kräfte in mehrere unterschiedliche Beiträge. Dies sind
im Einzelnen eine viskoelastische Kraft, eine Reibungskraft, und eine strukturbildende
Kraft. Die Studie der gescherten Flüssigkeit zeigt, dass die viskoelastische Kraft unter
Berücksichtigung nichtlokaler Gedächtniseffekte beschrieben werden muss, um eine
Approximation mit hoher Genauigkeit zu erreichen. Die Studien der van Hove-Funktion
führen zu der Erkenntnis, dass die Approximation, die zunächst für Nichtgleichge-
wichtssysteme entwickelt wurde, auch die Gleichgewichtsdynamik gut beschreibt.
Dies erlaubt den Schluss, dass es sich bei den beschriebenen Kräften um universelle
Effekte in Flüssigkeiten handelt.



Abstract

In this thesis we investigate the Brownian dynamics of the monodisperse hard sphere
fluid. The hard sphere fluid is a very simple model fluid, in which the interparticle
interactions prevent particle overlap. The pair potential of the spheres is therefore
characterised entirely by the diameter of the spheres. Despite its simplicity, the hard
sphere fluid has many interesting properties and provides opportunities to study many
fundamental properties of the fluid state.

Brownian dynamics is a model for the time evolution of colloidal particles suspended in
a solvent. The microscopic interactions between particles and solvent are modelled via
stochastic external forces. The solvent itself is not modelled, and inertia of the particles
is neglected. This results in a stochastic equation of motion for the many-body system,
which can be integrated in time to obtain a powerful simulation method. For hard
sphere interactions, special care must be given to particle collisions. One possible
method is event-driven Brownian dynamics. We use event-driven Brownian dynamics
simulations as a reference for a study of hard sphere dynamics.

We are interested in a statistical description of a thermodynamic system in the one-
body picture, where we consider one-body correlation functions such as the particle
density profile and particle current profile. These quantities can be obtained via
averages of many-body observables like particle positions and velocities. A one-body
description is desirable, as the computational cost of many-body simulations can
be prohibitive for large and/or dense systems. Additionally, a one-body description
enables the understanding of collective phenomena which may be hidden in the many-
body picture. One such description is given by power functional theory, which is a
formally exact theoretical framework for one-body dynamics of classical (and quantum)
nonequilibrium systems. This framework allows for a splitting of the internal force
density, which acts on the current profile into an adiabatic and a superadiabatic
contribution. Adiabatic forces depend on the instantaneous density profile of the
system and can be derived from the free energy functional known from classical
density functional theory. Superadiabatic forces are true nonequilibrium forces and
depend on density and current as a function of time. This memory of previous density
and current can be spatially nonlocal.

One central aim of this thesis is to establish a universal functional for the calculation



of superadiabatic forces in the dynamics of the hard sphere fluid. The development of
this functional is based on simulations of an inhomogeneously sheared hard sphere
fluid [1], and of the time evolution of the van Hove function [2, 3]. The van Hove
correlation function G(r, t ) gives the correlation of a particle at the origin at time 0
with particles at distance r from the origin at time t . This function is related via the
dynamical test particle limit to the time evolution of a binary fluid with a special
initial condition. In this initial condition, the density of one fluid component, the self
component, corresponds to a single particle fixed at the origin. The other component,
the distinct component, is distributed according to the equilibrium radial distribution
function.

We find that superadiabatic forces play a major role both in sheared fluids and in the
test particle limit and we propose an approximation which accurately describes these
forces. The bottom-up construction of this approximation allows for a splitting of the
superadiabatic force field into several distinct forces. These are the viscoelastic force,
the drag force, and the structural force. In our study of the sheared fluid, we show
that an accurate description of the viscoelastic force requires nonlocal memory. We
demonstrate the quantitative accuracy of our corresponding approximation of this force
by comparing with simulation data. In our studies of the van Hove function we arrive at
the insight that our power functional approximation, which was first developed for the
description of nonequilibrium systems, is equally applicable for equilibrium dynamics.
We conclude that the described forces represent universal effects in fluids.
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1. Introduction

In this thesis, we try to further the understanding of liquids by studying hard spheres,
one of the prototypical model fluids [4]. A liquid consists of many particles, which are
unordered and close together, such that they interact strongly. This poses a problem for
us as theorists: how can we reduce the many degrees of freedom in such a system – in
order to find a simpler mathematical description – without loosing all the information
that is needed to represent the interactions between particles accurately?

A first step is to abstract away those interactions which we deem irrelevant to the
problem at hand. If we examine a collection of particles suspended in a solvent – e.g.
colloidal particles – the behaviour of every molecule making up the solvent itself does
not have to be described in detail, given that the suspended particles are much larger
than the solvent molecules. Instead, we model the interactions between solvent and
suspended particles as a series of random jolts. If the statistical properties of these
random jolts are sufficiently close to those of the real solvent, we have successfully
simplified our description – and obtained the model of Brownian motion [5].

We still have all the degrees of freedom of the suspended particles themselves, though.
Again, a statistical description can reduce the amount of information needed to capture
the overall behaviour of the system. Instead of the positions of many particles, we
can examine the density profile – a scalar field that gives the average number of
particles per volume at each position in space. A density profile with sufficient spatial
resolution contains the information where particles are strongly packed, andwhere they
are more dilute, on a microscopic scale. Using particle-based computer simulations,
the density profile of a system can be calculated via averaging. However, there are
also methods which determine the density profile of a liquid in equilibrium directly,
given only the interparticle potential of the suspended particles, and an external
potential. One such method is classical density functional theory (DFT). Figure 1.1
shows a rather early example of a comparison between density profiles resulting from
Monte Carlo simulation and theoretical results using DFT. We see there not only that

1



1. Introduction

Figure 1.1.: Early result for the density profile of a Lennard-Jones liquid trapped in a
potential well, calculated with classical density functional theory using
different approximations (strong lines) and Monte Carlo simulation (thin
lines) by Ebner, Lee and Saam [6]. Notably, the simulation results are quite
noisy even at a much coarser resolution than the respective DFT results,
due to the computational constraints of the day.

DFT can produce results which are quite close to particle simulations, but also that
computational constraints can severely limit the amount and quality of information
accessible via simulation.

Out of equilibrium (e.g. if the system is exposed to a shear force), things become a good
deal more complicated, since the time evolution of a density profile depends not only
on the instantaneous external potential, but also on how the system behaved previous
to this point in time. By switching from a many-body description (particle positions)
to a one-body description (the density profile), we have turned a system whose current
behaviour does not depend on previous behaviour, into one whose does [5]. However,
using dynamic density functional theory or power functional theory, we can also
describe the time evolution of the density profile.

The density profile is a one-body correlation function, meaning it tells us where any
particle might be in space. However, it does not tell us where particles are in relation
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Figure 1.2.: Classic result for the radial distribution function, multiplied by r 2, of liquid
mercury at 25 ◦C (black solid line), by Kaplow et al. [7]. The distribution
is qualitatively quite similar to that of the hard sphere liquid at volume
fraction η = 0.38 (red dashed line). The data for the hard sphere radial
distribution function has been rescaled to allow a qualitative comparison.

to each other, and we loose information about the microscopic dynamics that are
present even if the liquid is at equilibrium and the density profile does not change. For
that, we need to examine two-body correlations, for example the radial distribution
function. This function tells us, given a particle at a certain position, where other
particles are dense or dilute in relation to that first particle. Figure 1.2 shows, as an
example, the radial distribution function of liquid mercury. The radial distribution
function only considers these correlations at one point in time, and thus also does not
capture dynamics. If, instead, we calculate the correlations between one particle now,
at a fixed point in space, with other particles at a later time, we obtain the van Hove
function. Using the dynamic test particle limit, it is possible to use DDFT or PFT to
calculate the van Hove function.

This thesis is organised as follows: Chapter 1 gives an overview of the theoretical
concepts used in the thesis, as well as a bit of context with other research. We cover the
importance of the hard sphere model in section 1.1, and present simulation methods
in sections 1.2 and 1.3. The relevant one- and two-body correlation functions are
presented in section 1.4 and section 1.5, respectively. In section 1.6, briefly introduce
the concept of shear as one of the prototypical out-of-equilibrium situations for a liquid.

3



1. Introduction

Sections 1.7, 1.8 and 1.9 give an overview of DFT, DDFT and PFT, in this order. Finally,
section 1.10 shows the application of DDFT and PFT in the dynamic test particle limit.
In our publications [1–3], summarised in chapter 2, we present a a set of superadiabatic
functionals which approximate viscoelastic, structural, and drag forces in the hard
sphere liquid (see section 2.1). We examine the dynamics of the hard sphere liquid,
both in non-equilibrium under the influence of an external force (section 2.2), as well as
in equilibrium, where we examine the dynamics of the van Hove function (section 2.3).
Even though these situations might seem very different, we show that the forces acting
in both cases are captured by the same description. We summarise our findings and
suggest possible future directions of research in chapter 3.

1.1. Hard spheres as a model system

The hard sphere system is arguably the simplest model for liquids [4]. The hard sphere
pair interaction potential φ(r ) as given by

βφ(r ) =
¨

0 for r >σ
∞ for r ≤ σ ,

(1.1)

whereβ is the inverse temperature 1/kBT (with absolute temperature T andBoltzmann’s
constant kB), depends only on the sphere diameter σ . The infinite interparticle interac-
tion potential for r ≤ σ means that overlap between spheres is physically forbidden.

This apparently simple model, which neglects many aspects of real molecular inter-
actions, exhibits nevertheless a rich phenomenology that is everything but simple.
Understanding these phenomena requires a substantial theoretical apparatus1.

Perhaps surprisingly, the static and dynamic properties of the hard sphere model are
universal for a wide range of liquid systems [4, 8]. To give some examples: Calculation
due to Smith and Alder demonstrated that the hard sphere interaction potential is a
good basis for a perturbation approach to describe different gases [9]. The equation of
state of liquid metals, as well as some other properties, were successfully calculated
with a hard-sphere model [10, 11]. Colloidal dispersions, e.g. of silica spheres, are very
well described by a hard sphere model [12].

1As Robert Evans put it in a workshop on density functional theory, referring to the well-known book
by Hansen and McDonald [4]: „It’s theory of simple liquids, not simple theory of liquids“.
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1.1. Hard spheres as a model system

It comes as no surprise that a great deal of work has gone into understanding the hard
sphere model in depth. Kirkwood developed statistical methods for the description
of dense fluids with a hard sphere model [13]. An approximate equation of state was
proposed by Percus and Yewick [14] and improved by Carnahan and Starling [15].
Classical density functional theory (DFT) [16, 17], which we will cover in more detail
below (section 1.7), has proven to be an excellent tool for the study of hard spheres
in equilibrium [18, 19]. As early as 1976, Percus derived the exact Euler-Lagrange
equation for the equilibrium density profile of hard rods in one dimension [20], which
was later re-formulated as a variational principle by Robledo and Varea [21]. About a
decade later, Rosenfeld presented a first version of fundamental measure theory [18],
which is based, similar to Percus’ previous result, on the idea of expressing the free
energy functional as a function of weighted densities, which are linked to the geometric
measures (volume, surface, mean radius of curvature and Euler-Poincaré characteristic)
of the sphere. His approach was later refined in his joint work with Schmidt, Löwen and
Tarazona to describe the freezing transition of the hard sphere liquid [22]. There fol-
lowed further developments by Tarazona [23] and Roth and coworkers [24], resulting in
free energy functionals which are accurate up to very high densities. Progress is being
made towards achieving a similar degree of accuracy in describing the nonequilibrium
behaviour. Dynamic density functional theory (DDFT) [17, 25–27] was developed as a
phenomenological extension of DFT to nonequilibrium systems. Power functional the-
ory (PFT) is the formally exact treatment of the nonequilibrium dynamics of fluids [28]
on the one-body level. The process of finding suitable descriptions of forces in different
model systems in PFT is ongoing. Schmidt and Brader proposed some simple approxim-
ation for fluids with pairwise interactions in their presentation of PFT [28]. Bernreuther
and Schmidt demonstrated in 2016 for a system of one-dimensional Gaussian core
particles that superadiabatic forces, which are neglected in DDFT, can be qualitatively
distinct from adiabatic forces [29]. In 2018, de las Heras and Schmidt showed a su-
peradiabatic functional for viscoelastic forces in Brownian dynamics [30]. The same
year, Stuhlmüller et al. found a superadiabatic functional describing structural forces,
which cause inhomogeneities in driven Brownian fluids orthogonal to the direction
of the driving [31]. A systematic description of structural superadiabatic forces was
published by de las Heras and Schmidt [32]. Krinninger and Schmidt presented PFT
for active Brownian particles [33], work which was promptly used by Hermann et al.
to investigate motility induced phase separation in active particles [34–36]. Recently,
Geigenfeind et al. presented an approximation for superadiabatic forces in a driven

5



1. Introduction

binary fluid [37].

1.2. Simulation of the Brownian dynamics of hard
spheres

Brownian Dynamics describe the motion of particles suspended in a solvent. However,
the solvent itself is not described explicitly. Instead, interactions between the solvent
molecules and the suspended particles are modelled via random displacements due to
a white noise term Ri (t ), where i is the particle index and t is time. The white noise is
delta-correlated

¬

Ri (t )R j (t
′)
¶

= δ(t − t ′)δi j1, (1.2)

where δ(·) is the Dirac distribution, δi j is the Kronecker delta, 1 is the 3× 3 unit
matrix, and 〈·〉 is an average over many realisations of Ri (t ). Additionally, the mean

〈Ri (t )〉= 0 (1.3)

vanishes under the same average. The microscopic equation of motion for the position
ri of the i -th particle out of a set of N particles is the Langevin equation [4]

γ ṙi (t )≡ γ
∂ ri (t )
∂ t

= fint
i (r

N )+ fext(ri , t )+
Æ

2γkBT Ri (t ), (1.4)

where γ is the friction coefficient of the particles with the implicit solvent, fint
i (r

N ) is
the internal force, which depends on the positions of all particles rN = {r1,r2, . . . ,rN},
and fext is the external force field. The friction coefficient γ is related to the diffusion
coefficient D = kBT /γ . Together with the particle diameter σ , the diffusion coefficient
can be used to define the Brownian timescale τ = σ2/D . The internal force on particle
i is calculated via the gradient of the total interparticle interaction potential with
respect to ri

fint
i (r

N ) =−∇i u
�

rN �=−∇i

N
∑

k=1

N
∑

j=k+1

φ(rk − r j ) =−
N
∑

j (6=i)

∇iφ(ri − r j ). (1.5)

However, the discontinuous nature of the hard sphere interaction poses a problem,
since the derivative is ill-defined at contact (r = σ). In a naive integration of (1.4)

6



1.2. Simulation of the Brownian dynamics of hard spheres

in time, particles which do not interact in one point in time may overlap in the next
timestep, which is physically forbidden.

Different approaches have been proposed to address this issue. Cichocki and Hinsen
proposed a method where, in each time step, particles are displaced one after the other
with a random displacement, rejecting moves which result in particle overlap [38]. This
leads to a series of particle positions, where the index in the series of positions can be
related to real time based on the number of steps taken per particle. This approach
is exact when the time step approaches zero, but systematically underestimates the
self-diffusion coefficient [39]. Schaertl and Sillescu improved the accuracy of this
approach by, instead of rejecting moves which create overlap, correcting the positions
of overlapping particles after each time step [39]. Overlapping particles in the new
particle configuration are moved along their connecting axis until they are just out
of contact. Secondary overlaps (as in, those created by the correction of the primary
overlaps) are ignored. While this method is an improvement, it still produces results
with significant deviations from the statistical properties – e.g. the pair distribution
function – measured in experiments, especially at high volume fractions [40]. Strating
proposed a similar algorithm [40], but where Schaertl and Sillescu put overlapping
particles just out of contact, Strating proposes to instead calculate the paths taken by
the colliding particles, and handling their collision as an elastic collision. Secondary
overlaps are then handled in the same way, until no overlapping pairs of particles
remain and the next step can be calculated. Scala et al. took this approach a step further
with event-driven Brownian dynamics, by proposing to assign a random velocity to
each particle at the beginning of each time step and then using Newtonian dynamics
to integrate the system until the next time step [41]. They demonstrated in their
paper that this approach recovers the statistical properties of the hard sphere fluid
in equilibrium. Their algorithm is meanwhile widely used to study the dynamics of
the hard sphere liquid, e.g. by Leitmann et al. to study the microrheology of Brownian
particles [42], by Mandal et al. to investigate the transport properties of dense hard-
sphere colloidal fluids [43] by Voigtmann et al. in a study of the rheology of hard
sphere suspension near the glass transition [44] and by Jung et al. to examine tagged-
particle dynamics in confinement [45]. Here, we also choose to apply the event-driven
Brownian dynamics method by Scala et al.

The event-driven algorithm works in detail as follows: We discretise the particle
trajectories in time as a sequence of particle positions ri ,k = ri (tk), where k is a time

7



1. Introduction

index (tk = k∆t ) and ∆t is some small2 time step. We introduce an intermediate time
tm

3, which is updated stepwise for each collision event happening between tk and tk+1.
The equation of motion is integrated between the times tk and tk+1 as follows:

1. Calculate a displacement ∆ri ,k = ṙi (tk)∆t for each particle, where ṙi is determ-
ined according to the Langevin equation (1.4). Calculate the projected next
position ri ,k+1 = ri ,k +∆ri ,k for each particle.

2. Set the intermediate time tm equal to tk .

3. Using the ballistic paths between particle positions ri (tm) and ri (tk+1), detect
particle collisions and calculate the time of collision t i , j

c for each particle pair
i , j . Discard all collisions occurring outside of the time interval [tm, tk+1].

4. From the remaining set of collision times, select the earliest tc =min({t i , j
c }). Set

the intermediate time tm equal to tc and advance all particle positions to that
point in time. If no collision occurs before tk+1, advance until tk+1 and exit.

5. Handle the collision occurring at time tc as an elastic collision. This results in
new ballistic paths for the collision partners.

6. Continue from 3.

Once the time tk+1 is reached, the algorithm is continued from step 1 with k incremen-
ted by one. Scala and coworkers demonstrated that this scheme is accurate even with
large step sizes in time [41].

1.3. Monte Carlo simulation of hard spheres

Metropolis Monte Carlo [4, 46, 47] is a method which can be used to sample the
equilibrium distribution of a system of particles under the influence of an external
potential. The total potential energy of a system of N particles is given by

U (rN ) =
N
∑

i=1

N
∑

j=i+1

φ(ri − r j )+
N
∑

i=1

Vext(ri ), (1.6)

2on the timescale τ of the particle dynamics
3m as in meanwhile
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1.4. Equilibrium and dynamics in the one-body picture

where φ(·) is the interparticle interaction potential and Vext(·) is the external potential.
Starting from a random initial configuration, the particle positions are updated stepwise,
where a new position for a particle is selected with uniform probability out of a region
around the old position. Then, the total energy of the new configuration is compared
to the total energy of the configuration before the random move. If the total energy
has decreased, the iteration moves on to the next particle. If the total energy has
increased, the move is accepted with the probability exp(−β∆U ), where ∆U is the
change in energy. If the move is rejected, the position of the particle is reset to the
old position and the iteration continues with the next particle. This procedure biases
the displacement of the particles in the opposite direction of the local gradient of the
external potential. In the case of hard spheres, a particle overlap results in an infinite
interparticle interaction energy. Therefore, moves which result in particle overlap
are always rejected. This process is repeated until an equilibrium state is reached,
such that the average change in energy per accepted step is well below thermal noise.
Once an equilibrium configuration has been found, the iteration process continues,
producing a series of equilibrium configurations.

Both these simulation methods – Monte Carlo and Brownian Dynamics – have been
developed into powerful tools for gaining an understanding of the hard sphere liquid.
However, particle based simulation can be computationally expensive if the particle
number is high due to large system sizes and/or high density. Additionally, understand-
ing of the collective behaviour of many particles can be hard if we only view particle
trajectories4. Instead, we can examine one-body quantities, such as the particle density
profile and the particle current profile.

1.4. Equilibrium and dynamics in the one-body
picture

The one-body level of correlation functions is connected to the many-body degrees of
freedom via averages. The two central variables of interest are the time-dependent
one-body density profile ρ(r, t ) and the current profile J(r, t ). The density profile ρ(r, t )
is the probability of finding a particle in the differential volume element d3 r around r

4it is easy to miss the forest for all the trees, as the saying goes
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at time t . It is connected to the particle positions ri (t ) via

ρ(r, t ) =
®

∑

i

δ(r− ri (t ))
¸

, (1.7)

where the sum is over all particles and the average is over noise and initial micro-
states. The initial microstates are distributed according to an equilibrium many-body
distribution Ψ0({ri}). The current profile J(r, t ) is calculated as

J(r, t ) =
®

∑

i

δ(r− ri (t ))vi (t )
¸

, (1.8)

where vi (t ) = ṙi (t ) is the velocity of particle i [48, 49]. These variables are connected
by the continuity equation

ρ̇(r, t ) =−∇ · J(r, t ), (1.9)

which is a result of particle conservation. With an integration in time, we can rewrite
the time-dependent density profile as

ρ(r, t ) = ρ(r, 0)−
t
∫

0

dt ′∇· J(r, t ′). (1.10)

With a given initial condition ρ(r, 0), knowledge of J(r, t ) thus determines the density
profile ρ(r, t ) for t > 0. The current profile is determined by the force balance equation

γ J(r, t ) =−kBT∇ρ(r, t )+ρ(r, t )
�

fint(r, t )+ fext(r, t )
�

, (1.11)

where the total internal one-body force field fint(r, t ) is linked to the Langevin picture
by the configurational average

fint(r, t ) =
1

ρ(r, t )

®

N
∑

i=1

δ(r− ri (t ))f
int
i (r

N (t ))
¸

, (1.12)

where fint(rN (t )) is the many-particle internal force field as defined in (1.5). In order
to have a complete and self-contained theory of the one-body dynamics, a way is
needed to determine the internal force field from the density profile and current profile.
One approach to achieve this is dynamic density functional theory (section 1.8), but
this theory neglects a whole class of force contributions. The exact formalism to
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determine the internal force field in the one-body picture is power functional theory
(section 1.9). In equilibrium, J(r, t ) = 0, and thus the density profile does not depend
on time ρ(r, t ) = ρ(r, 0) = ρ0(r). For a given system under the influence of an external
potential, the equilibrium density ρ0(r) can be calculated with density functional
theory (see section 1.7).

With these tools, we examine two aspects of the dynamics of hard spheres: The bulk van
Hove function of the hard sphere fluid and the hard sphere fluid under the influence
of an inhomogeneous shear force field that is switched on or off.

1.5. van Hove function and the dynamical test
particle limit

The density profile and current profile are one-body variables. But there exists a whole
hierarchy of higher-order correlations between multiple bodies [4]. These higher-order
correlations can reveal structure even in situations where the density profile is uniform.
One important two-body correlation function is the van Hove function G(r, t ), which
is defined [4, 50] for a bulk fluid as

G(r, t ) =

*

1
N

N
∑

i=1

N
∑

j=1

δ(r+ ri (0)− r j (t ))

+

, (1.13)

where, in the Langevin picture, the average is over noise and initial microstates [4].
This function is proportional to the probability of finding a particle at position r at
time t , given that there was a particle at the origin at time 0. The van Hove function
can be split into two parts, where the self part Gs(r, t ) corresponds to the probability
of finding the same particle which was at the origin, and the distinct part Gd(r, t )
corresponds to the probability of finding a different particle. To calculate both of these
components of G(r, t ), we split the double sum in (1.13) into

G(r, t ) =Gs(r, t )+Gd(r, t )

=
1
N

®

N
∑

i=1

δ(r+ ri (0)− ri (t ))
¸

+
1
N

*

N
∑

i=1

N
∑

j 6=i

δ(r+ ri (0)− r j (t ))

+

. (1.14)

For t = 0 the distinct van Hove function is equal to the radial distribution function
g (r ) =Gd(r, 0), where r ≡ |r| is the modulus.
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The radial distribution function can be calculated in density functional theory (sec-
tion 1.7) with a second functional derivative of the excess free energy functional [17],
using the Ornstein-Zernike equation [51]. However, this does not allow for the calcula-
tion of dynamical correlations like the van Hove function. A nonequilibrium Ornstein-
Zernike equation, which allows calculation of G(r, t ) in principle, was presented by
Brader and Schmidt [52]. Another path to the van Hove function is the dynamical test
particle limit, where the bulk van Hove function is mapped onto the one-body density
profile of a nonequilibrium system. This approach was first presented by Percus [53] for
the static case (time t = 0) and later extended to the full van Hove function by Archer
and coworkers within dynamic density functional theory (section 1.8) [48]. Brader and
Schmidt then presented a formally exact formulation of the dynamic test particle limit
in the framework of power functional theory (see section 1.9 for one-component PFT
or section 1.10 for PFT in the dynamic test particle limit) [54].

In a simulation, we can select one particle out of an equilibrium microstate as the test
particle. Then, we can shift the coordinate system such that this particle is at the origin
at some arbitrary fixed time t = 0. In the thermodynamic limit for N particles in a
volume V , where N , V →∞ with the bulk number density ρB =N/V = const, the
dynamic density ρd(r, t ) of all particles except the test particle is equal to the distinct
van Hove function

Gd(r, t ) = ρd(r, t ), (1.15)

and the density ρs(r, t ) of the test particle is equal to the self van Hove function

Gs(r, t ) = ρs(r, t ). (1.16)

This test particle system can be viewed as a binary mixture with a special initial
condition, where the constituent particles of both components are identical except for
the labelling as either self particle or distinct particle.

The van Hove function, or its spatial Fourier transform, the intermediate scattering
function F (k, t ), of the hard sphere fluid has been studied extensively. Mode-coupling
theory (MCT) has been applied to study the intermediate scattering function in an effort
to understand the dynamics of hard-sphere systems [55] and the glass transition [56,
57], one of the long-standing puzzles of condensed matter theory [58]. However,
understanding the real-space properties and the decay processes in the van Hove
function is by no means complete. Hopkins et al. presented theoretical predictions
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of the bulk hard sphere van Hove function [49] using dynamic density functional
theory (DDFT) with the simple Ramakrishnan–Yussouff approximation [59] for internal
interactions. Stopper and coworkers improved and extended these results [60, 61]
using a modified version of the White Bear Mk. II version of Rosenfeld’s fundamental
measure theory [62] and extended DDFT by introducing a local particle mobility.
Nevertheless, an understanding of the internal one-body forces acting in the hard
sphere fluid in the dynamic test particle limit is still missing. We could show that there
is no sufficiently accurate model for adiabatic forces acting in the dynamics of the
van Hove function [3], and to our knowledge there has been no study of the van Hove
function – previously to ours – which includes superadiabatic forces explicitly.

1.6. Hard spheres under shear

One of the fundamental properties of a fluid is viscosity, which is the resistance of
the fluid against deformation. We discriminate between bulk (or volume) viscosity,
which is the viscosity of a fluid in response to compression or expansion, and the shear
viscosity, which acts in response to deformations which do not change the volume of
the fluid. The viscosity of the hard sphere fluid, and its other transport coefficients,
has been the subject of a considerable body of research, starting with pioneering work
of Alder, Gass, and Wrainwright, who studied the hard sphere fluid using molecular
dynamics simulations [63]. This simulation approach has been continued by Naitoh
and Ono [64], Erpenbeck and Wood [65–67] and Sigurgeirsson and Heyes [68].

Here, we study shear in a planar system, where – after the system has settled into a
steady state – the current profile is of the form

J(r) = ρ(x)v(x)êz , (1.17)

where ρ(x) is the density profile, v(x) is the velocity profile and êz is the unit vector in
z direction. We also discuss the transient behaviour that occurs in between equilibrium
and the steady state. A typical situation is linear shear, where the velocity profile v(x)
varies linearly with x

v(x) = γ̇ x , (1.18)

where γ̇ = ∂ v(x)/∂ x is called the shear rate. The shear viscosity of the hard sphere
fluid is in general not independent of the shear rate [66]. In molecular dynamics
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simulations of hard spheres, it has been found that with increasing shear rate, the shear
viscosity first decreases (shear thinning), then increases again (shear thickening) [69].
Local variations in the shear rate can induce variations in the density profile of a
previously homogeneous system [70]. Examples include lane formation, where the
density profile varies periodically perpendicular to the flow direction [37, 71, 72], shear
banding, where bands of constant shear rate coexist [73–75] and particle migration
due to inhomogeneous shear rate [31, 76–81].

1.7. Classical density functional theory

Density functional theory (DFT) is a theoretical framework for the description of
the statistical properties of condensed matter systems [16, 17]. DFT can be used in
situations both with or without an external potential. At its core is the grand potential
functional

Ω[ρ] = Fid[ρ]+ Fexc[ρ]+
∫

d3 rρ(r) (Vext(r)−µ) , (1.19)

where the ideal free energy functional Fid[ρ] = kBT
∫

d3 rρ
�

ln(λ3ρ)− 1
�

with thermal
de Broglie wavelength λ is the ideal gas contribution to the free energy functional,
Fexc[ρ] is the excess (over-ideal) free energy functional, Vext(r) is the external potential,
and µ is the chemical potential. This functional Ω[ρ] can be minimised with respect
to the density profile to obtain the equilibrium density profile of the system. The
minimisation can be expressed as the variational principle

δΩ[ρ]
δρ(r)

�

�

�

�

�

ρ0(r)

= 0 (min), (1.20)

where δ/δ f (r) is the functional derivative with respect to the (generic) function f (r),
and ρ0(r) denotes the equilibrium density profile. The equation (1.20) can formally be
solved for ρ0(r), which leads to the Euler-Lagrange-equation

ρ0(r) = λ
−3 exp



−β





δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ0(r)

+Vext(r)−µ







 . (1.21)

Equation (1.21) is an implicit equation for the equilibrium density profile ρ0(r). It can
be solved e.g. with Piccard iteration [19] by starting from an initial guess for ρ0(r)

14
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and refining it. Appendix A covers Piccard iteration as well as solutions based on
gradient-based optimisation techniques, with a discussion of the challenges arising in
systems with spherical symmetry, which is relevant for our treatment of the van Hove
function, below in section 2.3.

The enormous power of DFT lies in the splitting of the grand potential functional into
external, ideal and excess contributions. If the excess free energy functional for a given
interparticle interaction potential is known, the system can be studied in a wide range
of conditions because of that splitting. To give a very much non-exhaustive list of
examples: Monson gave a review of the theory of adsorption/desorption hysteresis
for fluids in porous materials using DFT [82]. Chaćon and Tarazona studied the link
between DFT and capillary wave theory for liquid interfaces [83]. Chacko et al. used
DFT to study the solvent mediated forces between pairs of blocks immersed in a simple
liquid [84]. Lutsko studied the crystallisation of a Lennard-Jones fluid in droplets with
DFT [85].

All these achievements hinge on the knowledge of accurate approximations for the
excess free energy functional. With the notable exception of one-dimensional hard
rods [20], the excess free energy functional Fexc[ρ] must be approximated [19]. Thank-
fully, high-quality functionals are available for a range of interparticle interactions.
These are often based on Weeks-Chandler-Andersen decomposition [86] of the inter-
particle interaction into a hard-sphere core and a longer-range tail. Examples include
sticky hard spheres [87], the Lennard-Jones-fluid [88] or charged hard spheres [89]. An
accurate Fexc[ρ] for hard spheres is therefore not only important for the hard sphere
fluid itself, but as an ingredient in the description of other model fluids. Fundamental
measure theory (FMT) allows for the construction of very accurate excess functionals
for hard spheres [19].

1.7.1. Fundamental measure theory

For hard spheres, fundamental measure theory (FMT) has been very successful in
producing high accuracy approximations for Fexc[ρ] [19, 90, 91]. The excess free energy
is expressed as a functional of a set of weighted densities, which are calculated from
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the local density profile ρ(r) by a convolution with a weight function:

nα(r) =
∫

d3 r ′ρ(r′)ωα(r− r′). (1.22)

The weight functions ωα(r) correspond to the geometric properties of the spheres
(volume, surface, mean radius of curvature and Euler-Poincaré characteristic), hence
the name „fundamental measure“. The exact set of weighted densities differs slightly
between different FMT functionals. In our study of the sheared hard sphere fluid [1]
(see section 2.2), we apply the „classic“ Rosenfeld functional with q3 correction [19, 22,
92], which is based on the following weight functions:

ω3(r) =Θ(R− |r|), (1.23)

ω2(r) = δ(R− |r|) = 4πR2ω0(r) = 4πRω1(r), (1.24)

ω2(r) =
r
|r|
ω2(r) = 4πRω1(r), (1.25)

with Heaviside step function Θ(·), Dirac delta distribution δ(·), and sphere radius
R = σ/2. Integration over these weight function gives a volume integral over the
sphere volume (forω3), a scalar surface integral over the sphere surface (forω2), and a
vector integral over the sphere surface (for ω2). One should note that this assumes
monodisperse hard spheres, but the theory is applicable to mixtures of spheres with
different radii as well [19]. These weight functions are used to calculate the weighted
densities n0, n1, n2, n3, n1 and n2 [19].

In our studies of the van Hove function [2, 3] (see section 2.3), we apply the White Bear
Mk. II version of FMT [62] with Tarazona’s tensorial modification [23]. This involves a
further weighted density nm2

(r) with the weight function [19]

ωm2
(r) =

�

1
r 2

rr− 1
3
1
�

ω2(r), (1.26)

which is a 3× 3 matrix.

The excess free energy functional is then

Fexc[ρ] =
∫

d3 rΦ(nα) (1.27)
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with either the Rosenfeld (q3) version

ΦRF =−n0 ln(1− n3)+
n1n2−n1 ·n2

1− n3

+
n3

2

�

1−
�

n2

n2

�2�3

24π(1− n3)2
, (1.28)

or the tensorial White Bear Mk. II version

ΦT
WBII =− n0 ln(1− n3)+ (n1n2−n1 ·n2)

1+ 1
3φ2(n3)

1− n3

+
�

n3
2 − 3n2n2 ·n2+

9
2

�

2n2nm2
n2−Tr n3

m2

�

� 1− 1
3φ3(n3)

24π(1− n3)2
, (1.29)

where Tr denotes the trace, and

φ2(n3) =
1
n3

�

2n3− n2
3 + 2(1− n3) ln(1− n3)

�

(1.30)

φ3(n3) =
1
n2

3

�

2n3− 3n2
3 + 2n3

3 + 2(1− n3)
2 ln(1− n3)

�

. (1.31)

To solve eq. (1.21), we also need to calculate the functional derivative

δF [ρ(r′)]
δρ(r)

=
∑

α

∫

d3 r ′
∂ Φ(r′)
∂ nα(r′)

δnα(r
′)

δρ(r)
=
∑

α

∫

d3 r ′
∂ Φ(r′)
∂ nα(r′)

ωα(r
′− r), (1.32)

which can be calculated – as written here – as a sum over partial derivatives with
respect to the weighted densities.

The systems studied in this thesis – the van Hove function and the sheared fluid
– can both be reduced to quasi one-dimensional problems. In the sheared system,
ρ(r) = ρ(x) depends only on a single Cartesian coordinate, and the bulk van Hove
function is radially symmetric, such that the test particle densities ρα(r) = ρα(r )
depend only on the modulus |r| = r . In these cases, the other degrees of freedom
in (1.22) can be integrated out to obtain effective weight functions which depend only
on x or r , respectively (see appendix B).

1.7.2. DFT in the static test particle limit

In section 1.5, we have introduced the idea of the dynamic test particle limit, where
there exists a correspondence between the van Hove function and the density profiles
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in a binary fluid with a special initial condition. The idea of the test particle limit was
first proposed in the static case by Percus [53]. Since the position of the test particle,
and thus its density profile, is known by definition (ρs(r) = δ(r)), the influence of the
test particle on the rest of the system can be modelled via an external potential Vext(r)
that is equal to the pair potential φ(r) (see equation (1.1) for the case of hard spheres)
with one particle fixed at the origin. The equilibrium density profile ρ0(r) of this system
can be calculated using the Euler-Lagrange equation of DFT (equation (1.20)) and is
then related to the radial distribution function via

ρ0(r) = ρB g (r), (1.33)

where ρB is the bulk density of the system (see section 1.5).

1.8. Dynamic density functional theory

DFT is a method for the study of equilibrium systems, but it has been extended to
non-equilibrium systems, resulting in dynamic density functional theory (DDFT) [17,
25–27]. A phenomenological equation of motion was first proposed by Evans [17].
Marconi and Tarazona re-derived the theory from the Langevin equation [25, 26],
Espanõl and Löwen did it again using projection operators [93], and Archer and Evans
derived it starting from the many-body Smoluchowski equation [27].

The following section is not meant as another re-derivation of DDFT, but rather as a
short sketch of the steps necessary to arrive at the DDFT equation of motion for the
density profile.

For a given external force fext(r, t ) we want to know the time evolution of the density
profile ρ(r, t ) in response to that force. The time evolution of the density profile is
calculated from the DFT free energy functional with the adiabatic approximation [28,
94]: At a fixed point in the time evolution of the nonequilibrium system, we construct
an adiabatic potential V ad

t (r) such that the equilibrium density profile ρ0(r) = ρ
ad
t (r) for

that potential is equal to the non-equilibrium density profile ρ(r, t ). The assumption is
then that the current of the nonequilibrium system moves along the (positive) gradient
of the adiabatic potential (plus the external force), namely

γ Jad(r, t ) = ρad
t (r)

�

∇V ad
t (r)+ fext(r, t )

�

. (1.34)

18



1.9. Power functional theory

From equation (1.20) with ρ0(r) = ρ
ad
t (r) = ρ(r, t ) follows that

δΩ[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

=
δFid[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

+
δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

+V ad
t (r)−µ (1.35)

= kBT ln
�

λ3ρ(r, t )
�

+
δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

+V ad
t (r)−µ= 0. (1.36)

Therefore

Jad(r, t ) =−
ρ(r, t )
γ



∇

 

kBT ln
�

λ3ρ(r, t )
�

+
δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

−µ

!

− fext(r, t )





=−D∇ρ(r, t )−
ρ(r, t )
γ
∇
δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

+
ρ(r, t )
γ

fext(r, t ). (1.37)

The time evolution of the density profile then follows the partial differential equation

ρ̇(r, t ) =−∇ · Jad(r, t )

=D∇2ρ(r, t )+∇·
ρ(r, t )
γ
∇
δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

−∇ ·
ρ(r, t )
γ

fext(r, t ), (1.38)

where ∇2 =∇·∇ is the Laplace operator. In the case of the ideal gas, the excess free
energy is zero, and (1.38) is exact. However, the equation of motion (1.38) is not exact
for interacting particles, even if one had an exact excess free energy functional, since
superadiabatic forces are missing by construction [28].

1.9. Power functional theory

A different path to a theory of non-equilibrium many-body dynamics in the one-body
picture has been presented by Schmidt and Brader [28] under the name of power
functional theory (PFT). This theoretical framework is a formally exact formulation of
Brownian dynamics on the one-body level (variants for Newtonian dynamics [95] and
quantum dynamics [96] exist). The authors proposed a functional and a variational
principle to obtain an Euler-Lagrange equation for the current profile J(r, t ), similar to
DFT. For a known density profile ρ(r, t ) at a fixed time t , the power functional Rt [ρ, J]
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is minimised with respect to the trial current J(r, t ) to obtain the physically realised
current J0(r, t ):

δRt [ρ, J]
δJ(r, t )

�

�

�

�

�

J0(r,t )

= 0 (min). (1.39)

It is important to note that this functional derivative is taken at a fixed time t , that
is, it is a variation of Rt [ρ, J] with respect to a function of space. In general, however,
Rt [ρ, J] depends on the values of ρ(r, t ) and J(r, t ) at times earlier than t . With the
current profile thus determined, the continuity equation (1.9) is used to calculate the
change in the density profile. Together, these equations are used to determine the time
evolution of ρ(r, t ).

The functional Rt consists of multiple components

Rt [ρ, J] = P id
t [ρ, J]+ P exc

t [ρ, J]+ Ḟ [ρ]−Xt [ρ, J], (1.40)

where the ideal dissipation functional is

P id
t [ρ, J] = γ

∫

d3 r
J(r, t )2

2ρ(r, t )
, (1.41)

the time derivative of the free energy functional is

Ḟ [ρ] =
∫

d3 r J(r, t ) ·∇
δF [ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

, (1.42)

and the external power is

Xt [ρ, J] =
∫

d3 r
�

J(r, t ) · fext(r, t )−ρ(r, t )V̇ext(r, t )
�

, (1.43)

with the external force fext(r, t ) and the external potential Vext(r, t ). The superadiabatic
power functional is P exc

t [ρ, J], which is in general unknown and must be approximated.
With this splitting we get from (1.39)

γ
J(r, t )
ρ(r, t )

+
δP exc

t [ρ, J]
δJ(r, t )

�

�

�

�

�

J(r,t )=J0(r,t )

+∇
δF [ρ]
δρ(r)

�

�

�

�

�

ρ(r)=ρ(r,t )

− fext(r, t ) = 0, (1.44)
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and

J(r, t ) =−D∇ρ(r, t )−
ρ(r, t )
γ
∇
δFexc[ρ]
δρ(r)

�

�

�

�

�

ρ(r,t )

+
ρ(r, t )
γ

fext(r, t )

−
ρ(r, t )
γ

δP exc
t [ρ, J]
δJ(r, t )

�

�

�

�

�

J0(r,t )

(1.45)

=
ρ(r, t )
γ

�

fid(r, t )+ fad(r, t )+ fext(r, t )+ fsup(r, t )
�

,

where fid(r, t ) =−kBT∇ ln (ρ(r, t )) is the ideal force field, fad(r, t ) =−∇ δFexc[ρ]
δρ(r,t )

�

�

�

ρ(r,t )

is the adiabatic force field and fsup(r, t ) =− δP exc
t [ρ,J]
δJ(r,t )

�

�

�

J0(r,t )
is the superadiabatic force

field. A comparison between (1.45) and (1.37) shows that, with the approximation
fsup = 0, PFT reduces to the equation of motion of DDFT.

The remaining – and central – challenge is the formulation of a good approximation
for the superadiabatic power functional P exc

t [J,ρ], which is as universally applicable in
various physical situations as state-of-the-art approximations for the excess free energy
functional are in DFT. Just as the excess free energy functional, the superadiabatic
power functional is in principle specific to the interparticle interaction potential. The
central objective of this thesis is to find a good approximation for the superadiabatic
power functional for hard spheres. Such an approximation is of similar importance to
PFT as the development of high-quality excess free energy functionals is for DFT. We
focus especially on the inclusion of memory effects. We can build on previous work: de
las Heras and Schmidt proposed a velocity gradient superadiabatic power functional
for Brownian dynamics [30]. They demonstrated that the proposed functional models
viscoelastic forces and recovers the Stokes form of hydrodynamics in the case of
constant density and viscosity. Stuhlmüller et al. studied structural forces in driven
colloidal systems using PFT [31] and presented a superadiabatic functional which
drives particle migration out of regions of high shear rate. Geigenfeind et al. presented
an approximate superadiabatic power functional for binary colloidal mixtures [37] and
showed how forces arising from this functional can lead to laning, mixing or jamming
in driven binary systems.

In chapter 2, we extend these approximations and combine them to obtain an approxim-
ation for superadiabatic forces with applications which extend far beyond the original
studies that our work is based on.
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1. Introduction

1.10. Dynamic test particle limit revisited: DDFT
and PFT

In section 1.5, we have shown the construction of the dynamic test particle limit. In
section 1.8 and section 1.9, we have shown the construction of an equation of motion
for the density of a one-component system using, respectively, DDFT and PFT. Now,
we revisit these equations of motion and show the form they take in the case of the
dynamic test particle limit. To this end, we make use of PFT (or DDFT) for mixtures [54].
As stated in section 1.5, we split a system of identical particles into two components
by labelling one particle as the test particle, and the rest of the particles as distinct
particles. We thus have two density components ρα(r, t ) with α= s,d, each of which
is connected to its respective current profile Jα(r, t ) via the continuity equation

∂

∂ t
ρα(r, t ) =−∇ · Jα(r, t ). (1.46)

The normalisation of the density components is chosen such that
∫

V
d3 rρs(r, t ) = 1 and (1.47)

∫

V
d3 rρd(r, t ) =N − 1. (1.48)

The initial condition is

ρs(r, 0) = δ(r) and (1.49)

ρd(r, t ) = ρB g (r ). (1.50)

The total free power functional for this mixture is given by

Rt [{ρα, Jα}] = Ḟ [{ρα}]+
∑

α

P id
t [ρα, Jα]+ P exc

t [{ρα, Jα}]−
∑

α

Xt [ρα, Jα], (1.51)

(compare equation (1.40) for the one-component case) and the Euler-Lagrange equation
for each current component is given by the functional derivative of Rt [{ρα, Jα}] with
respect to that current (compare equation 1.39). Here, the ideal dissipation functional
P id

t [ρα, Jα] and the external power Xt [ρα, Jα] are identical to their one-component
counterparts. The superadiabatic free power functional P exc

t [{ρα, Jα}] can be split into
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1.10. Dynamic test particle limit revisited: DDFT and PFT

contributions that depend on species-labelled information, and those contributions
that only depend on the full density profile ρ(r, t ) = ρs(r, t )+ρd(r, t ) and on the full
current profile J(r, t ) = Js(r, t )+ Jd(r, t ). Our approximation for P exc

t [{ρα, Jα}], and its
constituent contributions, is given in section 2.1. To obtain DDFT for the dynamic test
particle limit, set P exc

t [{ρα, Jα}] to zero.

The intrinsic free energy functional F [ρs,ρd] splits as follows:

F [ρs,ρd] = Fid[ρs]+ Fid[ρd]+ Fexc[ρs,ρd], (1.52)

where the ideal free energy Fid[ρα] is again identical to its one-component counterpart,
but the construction of the excess free energy Fexc[ρs,ρd] is less straightforward. In
general, for a mixture of identical hard spheres, we would have Fexc[ρs,ρd] = Fexc[ρ],
since the excess free energy does not depend on the separation into two different species
of particles. However, in the test particle limit case, ρs(r) represents a single particle,
which DFT does not readily support, since it is formulated in the grand canonical
ensemble5. Therefore, a density which is normalised to unity represents an average of
one particle instead of exactly one particle [97]. This distinction is negligible for large
numbers of particles, but for a single particle, it leads to major deviations [97]. This
problem is known as the self interaction problem.

Stopper and coworkers studied multiple approaches to mitigate this issue [60, 61].
These range from a linearisation of Fexc[ρ] around ρs(r) = 0 [60]; a partial linearisation,
where the linearised Fexc[ρ] is only used to calculate forces on ρs [60]; to a quenched
functional approach, where Fexc[ρs,ρd] = Fexc[ρ]− Fexc[ρs] [61]. In [3], we closely
examine those approaches by comparing the predicted forces to measurements ob-
tained in particle simulations. We find that all three approaches show significant
deviations from simulation results. Out of the three, the quenched functional is the
most accurate.

5except for in the limit of a single hard particle in a cavity at µ→∞
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2. Overview of the results

In this chapter, we give an overview of the results from the publications reproduced in
chapter 5. First, we introduce our approximation for superadiabatic forces in power
functional theory (PFT), continuing the theoretical section 1.9 from the introduction.
Then, we show how we validated this approximation.

In the first study contributing to this thesis [1], we examine the hard sphere fluid
which is driven out of equilibrium by a shear force field. Using BD simulation and
PFT, we examine the onset and decay of the resulting current profile as well as the
properties of the current profile in steady state. We focus in this study on viscoelastic
forces acting within the system in response to the external force. The approximation of
the viscoelastic forces relies on memory, which can be modelled to be either spatially
local or non-local. In the non-local variant, each point in space is coupled to other
points in space via a diffusive process. We thus call this variant diffusive memory. We
evaluate whether or not spatially nonlocal memory is required to accurately describe
the viscoelastic forces. Indeed, spatially local memory is insufficient to reproduce the
forces even qualitatively, and thus the nonlocal variant must be used.

The insights gained are used in the second and third publication [2, 3], where we study
the hard sphere van Hove function using BD simulation as well as PFT. The internal
forces acting on the van Hove function are split into adiabatic and superadiabatic
contributions with the help of Monte Carlo (MC) simulations. Here we add memory-
less drag forces and structural nonequilibrium forces with diffusive memory to our
approximation of the superadiabatic power functional. We demonstrate how, with
the mentioned contributions, our approximation accurately captures the behaviour
of the van Hove function. Finally, we lay out why we trust to have found a universal
approximation for superadiabatic forces, which should be applicable to a wider range
of systems beyond those we have studied here.
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2. Overview of the results

2.1. Superadiabatic free power functional

In section 1.9, we have given an introduction to power functional theory. Formally, PFT
delivers the exact equation of motion for the one-body density field and current field.
However, we need a good approximation for the superadiabatic functional P exc

t [ρ, J].
In the following section, we show how our proposed approximation is built, starting
from functionals developed for a range of different physical systems.

2.1.1. Viscoelastic force

We already briefly discussed the nature of viscosity in section 1.6. In contrast, elasticity
is the tendency of a deformed volume of matter to return to its previous shape. de
las Heras and Schmidt presented a velocity gradient power functional which captures
viscoelastic effects in Brownian dynamics [30]:

P exc
t [ρ, J] =

1
2

∫

d3 r
�

η (∇× v)2+ ζ (∇· v)2
�

, (2.1)

where v(r, t ) is the velocity field, η is the dynamical shear viscosity, and ζ is the
dynamical volume viscosity. In this simple form – without memory and assuming
constant density profile – the functional recovers the Stokes form of hydrodynamics [4,
30]. The authors also presented a more general form with memory

P visc
t [ρ, J] =

1
2

∫

d3 r
∫

d3 r ′
t
∫

0

dt ′ρ(r, t )
�

Krot(r− r′, t − t ′)(∇× v(r, t )) · (∇′× v(r′, t ′))

+ Kdiv(r− r′, t − t ′)(∇· v(r, t ))(∇′ · v(r′, t ′))
�

ρ(r′, t ′), (2.2)

where ∇ is the derivative with respect to r, ∇′ is the derivative with respect to r′

and Ka(r, t ), with a = rot,div, are memory kernels for the shear and volume viscosity,
respectively. However, de las Heras and Schmidt did not specify a concrete for for the
memory kernel. This formulation assumes that the system is in a well-defined state at
time t = 0, such as an equilibrium state, which by definition does not depend on the
state of the system at t < 0.
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2.1. Superadiabatic free power functional

Using this functional (2.2), and choosing

Krot(r, t ) = ηK(r, t ) and (2.3)

Kdiv(r, t ) = ζK(r, t ), (2.4)

we get superadiabatic forces of the form

fsup(r, t ) =−
δP visc

t [ρ, J]
δJ(r, t )

=− 1
2ρ(r, t )

∫

d3 r ′
t
∫

0

dt ′
�

η∇×
�

ρρ′K∇′× v′
�

− ζ∇
�

ρρ′K∇′ · v′
��

, (2.5)

where ρ= ρ(r, t ), ρ′ = ρ(r′, t ′), v′ = v(r′, t ′) and K =K(r− r′, t − t ′). Notice how the
functional derivative acts only on J(r, t ) and not J(r′, t ′), although technically, J(r′, t ) is

still included in the integration
t
∫

0
dt ′. This is to strictly separate the trial current J(r, t )

from the (fixed) history of the physical current J(r′, t ′). Mathematically expressed, we
consider the functional as

P visc
t [ρ, J] =

∫

d3 r
∫

d3 r ′ lim
ε→0

t−ε
∫

0

dt ′ [· · · ] , (2.6)

where ε is a small, positive number, such that the test current J (r, t ) at fixed t is not
included in the integration over t ′.

So far, we have not defined the memory kernel K(r, t ), which controls the effect of the
system’s history on the present force field. We consider three types of memory: The
simplest form is with no memory at all, where

K0(r, t ) = δ(t )δ(r), (2.7)

such that P visc
t [ρ, J] is local in time and space.

The second type is space-local exponential memory

KL(r, t ) =
1
τM

exp
�

− t
τM

�

δ(r), (2.8)

which is characterised by the memory time τM. Exponential memory is a simple and
common approximation for memory. It has only the single free parameter τM, making
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2. Overview of the results

it easy to avoid overfitting of simulation data. Ex post, this choice is supported by the
observation that the relaxation of the hard sphere fluid in response to a change in the
external force is indeed close to an exponential decay [1].

The third type is a fully non-local memory kernel with a Gaussian form

KD(r, t ) =
exp

�

−r2/(4DMt )− t/τM

�

(4πDMt )3/2τM

, (2.9)

where DM is the memory diffusion constant, and τM is the memory time. The reasoning
for this form is similar to that of the local exponential type above, in that it is simple and
does not have a large amount of free parameters. Additionally, the expanding Gaussian
has initially the form of a delta peak, which is then freely diffusing. Therefore, an
interpretation of this form of memory would be that information about some observable
at time t ′ < t at point r′ is propagated diffusively through the system. We name this
memory kernel diffusive memory.

In the limit t → 0, this memory kernel (2.9) reduces to

lim
t→0

KD(r, t ) = δ(r)/τM, (2.10)

so only at ∆t > 0 are there nonlocal interactions. We show in appendix D how the
memory kernel KD reduces in systems with planar or radial symmetry.

In our study of the hard sphere liquid under shear [1], we apply this functional with
either the local exponential memory kernel KL or the diffusive memory kernel KD, to
evaluate the accuracy of both variants. We determine that the diffusive memory kernel
is much more accurate in the case of highly inhomogeneous shear rates.

In the study of the hard sphere van Hove function, we modify the functional slightly.
The reasons are first that the current profile is radially symmetric in the time evolution
of the van Hove function, the term ∇× v is zero. Additionally, we find that replacing
the density ρ(r) with the weighted density n3(r) (see section 1.7) in (2.2) results in a
better fit with simulation data. We suspect that the reason for this is that the density
profiles in the test particle limit are highly inhomogeneous, leading to local packing
effects which are better captured by a weighted density (further improvements might
be made using further weighted densities from fundamental measure theory). Thus,
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2.1. Superadiabatic free power functional

we obtain

P visc
t [ρ, J] =

ζ

2

∫

d3 r
∫

d3 r ′
t
∫

0

dt ′n3(r, t )(∇· v(r, t ))(∇′ · v(r′, t ′))n3(r
′, t ′)KD(r− r′, t − t ′).

(2.11)

Based on our experience with the different memory kernels from the sheared fluid
study, we decided to use the diffusive memory kernel exclusively in this study.

2.1.2. Drag force

A drag force arises in mixtures of particles if components move at different velocities.
The drag force acts so as to minimise the velocity difference v∆(r, t ) = v1(r, t )−v2(r, t )
between the velocities of the components 1 and 2 of the fluid. The functional form for
these forces was proposed by Krinninger et al. in a study of motility-induced phase
separation of active Brownian particles [98] and used by Geigenfeind et. al for a binary
mixture of colloids with different buoyant masses [37]. The functional is without
memory:

P drag
t [ρ1,ρ2,v∆] =

Cdrag

2

∫

d3 rρ1(r, t )ρ2(r, t )v2
∆(r, t ), (2.12)

where ρ1(r, t ) and ρ2(r, t ) are the density profiles of the two components of the fluid
and Cdrag is a scaling factor. In the case of the test particle limit, we select the test
particle as component 1 (ρ1 = ρs) and the other particles as component 2 (ρ2 = ρd). In
the study of the sheared fluid, this force does not contribute as there is only a single
fluid component.

2.1.3. Structural force

A structural force is one which creates inhomogeneity – or structure – in the density
profile of a nonequilibrium system [31]. It is a force of this type which drives migration
effects in sheared systems [31]. Geigenfeind et al. found structural forces in their study
of demixing of driven colloids [37], one of which we chose to extend in our study:

P struc
t [ρ, J] =−Cstruc

∫

d3 rρ2(r)v2
∆(r)∇· J(r). (2.13)
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2. Overview of the results

In this form, the functional is local and has no memory. We adapted this functional to
obtain the following superadiabatic power functional

P struc
t [ρ, J] =−Cstruc

∫

d3 r
∫

d3 r ′
t
∫

0

dt ′ (∇· J(r, t ))n2
3(r
′, t ′)v2(r′, t ′)KD(r− r′, t − t ′).

(2.14)
Notably, we changed from a memory-free expression to a form which includes memory,
where the current is evaluated in the present, and velocity and the weighted density
n3(r, t ) are evaluated in the past. We switched from the differential velocity v∆(r, t ) to
the total velocity profile v(r, t ), as the self velocity component is numerically hard to
determine in regions where ρs(r, t ) is very small. We chose here the diffusive memory
kernel from above, as experience in our study of the sheared hard sphere fluid showed
that this form is much more accurate than local memory. Additionally, we replaced the
local density ρ(r, t ) with the weighted density n3(r, t ). We use this functional (2.14) in
our study of the van Hove function.

2.2. Viscoelastic effects in a sheared hard sphere
fluid

In [1], we study the dynamics of the hard sphere fluid under shear using event-driven
Brownian dynamics simulation and power functional theory with the viscoelastic
power functional P visc

t [ρ, J] (2.11). We examine a system of hard spheres at volume
fraction η≈ 0.38, which is assumed to be homogeneous in the y-z-plane and periodic
in the x direction. We subject the system to a square wave shear force field in z
direction with a period of 5σ – where σ is the diameter of a particle – and an amplitude
of 5kBT /σ , given by

fext(r) = 5
kBT
σ

sgn
�

sin
�

2πx
5σ

��

êz , (2.15)

where sgn(·) is the signum function. We examine the following temporal sequence:

• The system is in equilibrium, no external force is present.

• The external shear force is switched on instantaneously. As a result, the current
profile of the system changes over time.
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2.2. Viscoelastic effects in a sheared hard sphere fluid

• The system settles into a steady state after a time of about 0.1τ. In steady state,
the current profile is constant over time.

• The external shear force is switched off. The current profile relaxes until equilib-
rium is reached again.

We obtain density and current profiles during all of these phases using BD simulation
and compare these profiles to theoretical results.

Remarkably, we observe that the transition from the equilibrium current profile into
the steady state current profile is nonmonotonic. The system first responds with a
current profile which is larger in magnitude than the steady state current profile. Then,
the current profile decays roughly exponentially until steady state is reached. The
density profile evolves as well, developing small density fluctuations near regions of
high shear rate (see fig. 2.1).

The transition from steady state back to equilibrium again shows an overcorrection
of the current profile for the change in force. This results in a global reversal of the
direction of the current profile after the shear force is switched off (see fig. 2.2). To
our knowledge, this is the first report of such an effect in driven Brownian fluids and
shows that the hard sphere fluid has viscoelasticity.

2.2.1. Nonlocal Memory

We calculate the steady state current profile of the system with PFT, using the same ex-
ternal forces as applied in simulation. We use the viscoelastic power function P visc

t [ρ, J]
to approximate the superadiabatic forces. Although structural forces should play a
role in this situation, as we can see by inhomogeneities in the density profile, we did
not yet have a suitable candidate functional at the time of this study. We decided
to simplify our approach by imposing the inhomogeneous density profile observed
in BD simulation via an external potential in the PFT calculations. We study the
differences between forces calculated with the local memory kernel KL (eg. (2.8)) and
with the diffusive memory kernel KD. We tune the free parameters in the viscoelastic
power functional P visc

t [ρ, J] to minimise the difference between the PFT current profile
and the BD current profile. Thereby we determine the memory diffusion constant
DM ≈ 5.6σ2/τ and the memory time τM ≈ 0.02τ. With these parameters, we find good
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Figure 2.1.: Steady state current profile Jz and density profile ρ for a system of hard
spheres in steady state under the influence of external force fext. Measure-
ments from BD simulation (solid line with circles/squares) in comparison
with current profiles calculated using PFT with a local memory kernel
(yellow dash-dotted line) and a diffusive memory kernel (solid purple line).
Reproduction of a figure from [1].

quantitative agreement between BD simulation and PFT with the viscoelastic power
functional with diffusive memory (see fig. 2.1). The same functional with space-local
exponential memory shows significant and qualitative deviations. This is especially
prominent in regions of high shear rate, where the viscoelastic functional with local
memory predicts a smooth transition in the current, whereas with diffusive memory,
the observed discontinuity in the current profile is reproduced. In steady state, the
time behaviour of the memory kernel is irrelevant, as both current profile and density
profile are constant in time. Any space-local memory kernel used in our viscoelastic
functional must therefore show the same defects and no improvement is possible by
changing the temporal behaviour of the kernel. Hence, a non-local memory kernel, like
the presented diffusive memory (2.9), is needed to adequately describe the observed
viscoelastic effects.

2.2.2. Motion Reversal

As mentioned above, we observe that the change of the current profile from equilibrium
to steady state and from steady state to equilibrium is non-monotonic. In the case of
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Figure 2.2.: Current profile Jz in steady state (red upwards triangle) and at different
times t after the driving force has been switched off. Data from BD simula-
tion (symbols) and PFT (solid lines) with diffusive memory taken from [1].

going from equilibrium to steady shear, this manifests itself as an immediate super-
steady current1 after switching on the driving force, which is then dampened by viscous
forces. The effect is more surprising when going from steady state back to equilibrium:
The current profile first over-corrects for the change in the driving force, resulting in a
reversal of the direction of the current. This surprising observation is easily explained
using PFT. The onset of viscous forces, which slow the current profile, is delayed because
it is mediated by memory. Hence, the initial current profile after switch-on of the
shear force is larger than in steady state, when the viscous slowdown is in full effect.
The current reversal after switch-off of the shear force is a consequence of the same
memory: Once the driving force is gone, the previously slowing force now drives a
reverse current until the steady state current has been forgotten. This is an example
of the power of PFT to not only reproduce simulation data with high accuracy, but to
identify and explain physical effects in many-body dynamics.

1That is, a current that is greater in magnitude than the steady state current.
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Figure 2.3.: Dynamic decay of the total, distinct, and self van Hove function G(r, t ).
The total and distinct values are plotted as the logarithmic deviation from
the long-range limit to better visualise the shell decay. Data from [3].

2.3. Superadiabatic forces in equilibrium two-body
dynamics

The subject of the second study is the bulk van Hove function of the hard sphere
fluid. This subject is of special interest because it is not dependent on external driving
forces, but encapsulates the innate dynamics of the hard sphere liquid in equilibrium.
The current profile and density profile of the test particle fluid are both highly in-
homogeneous and complex, as previous studies of the hard sphere van Hove function
have shown [49, 60, 61]. A study by Schindler and Schmidt of the forces of the van
Hove function of the Lennard-Jones fluid shows that superadiabatic forces are highly
relevant in the time evolution of the van Hove function [99], which accounts for the
shortcomings of previous attempts to describe the dynamics of the van Hove function
within DDFT [49, 60, 61]. Stopper et al. made progress on this front by extending DDFT
with a local particle mobility term [61]. Based on our experience with the viscoelastic
power functional in the sheared fluid, we hope to find forces which account for the
observed local reduction in particle mobility.

2.3.1. Dynamic decay of the van Hove function

We use BD simulation to calculate the van Hove function for an equilibrium hard
sphere fluid at volume fraction ≈ 0.35. We analyse the dynamic decay of the van Hove
function, in particular on a logarithmic scale (see fig. 2.3), and compare with results
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2.3. Superadiabatic forces in equilibrium two-body dynamics

from a study of a Lennard-Jones fluid [99]. We find that the process is qualitatively
similar in both systems. For time t = 0, the self van Hove function is a delta peak
located at r = 0, since the test particle is confined at the origin. The distinct van
Hove function is zero from r = 0 to r = σ because the presence of the test particle
prevents any other particles from entering that volume. For r > σ , the particles are
arranged in concentric shells around the inner test particle. This is reflected in the
distinct van Hove function as a series of maxima and minima at regular intervals with
an exponentially decaying envelope.

The dynamic decay of the van Hove function is composed of two effects: As the self
particle diffuses out of its initial position, the shells loose confinement, starting from
the ones closest to the origin. The exponential envelope then has two regions, where
the decay length inside the inner region increases with time, but the outer decay
length remains stable. The border between these different regions of decay propagates
outward.

Whereas the first effect (propagating deconfinement of shells) is visible in the decay
of the total van Hove function, the second effect is only apparent if looking at the
distinct van Hove function: As confinement due to the self particle slowly vanishes,
distinct particles drift into the initial void at r ≤ σ . This minimum „swallows“ the inner
shells of the distinct van Hove function in an expanding region of monotonic decay.
Additionally, a slow outward drift of the shells is visible in the simulation data.

We later see that looking at the total van Hove function in addition to the self and
distinct components allows for a better separation of different physical effects in the
dynamic decay of the van Hove function. For a complete understanding, the total view
as well as the labelled view of the system are necessary.

2.3.2. Vineyard Approximation

One early attempt at a theoretical approximation for the van Hove function was
presented by Vineyard [4, 100]. He proposed that the distinct van Hove function at
time t should be approximately equal to the convolution between the static radial
distribution function g (r ) and the self van Hove function at time t . We used our
BD simulation data to check the accuracy of this approximation and found that it
significantly overestimates the rate of decay of the outer shells of the distinct van
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Hove function. The first minimum of Gd(r, t ) is, however, well represented. We
present details for our implementation of the numerical convolution of two spherically
symmetric functions in appendix E.2.

2.3.3. Comparison with DDFT

We calculate the van Hove function using DDFT with three different excess free energy
functionals to evaluate the accuracy of different methods to account for the special role
of the self density of the test particle. The baseline is the uncorrected tensorial White
Bear Mk. II functional [19], where Fexc[ρs ,ρd ] = Fexc[ρs +ρd ]. Against this baseline
we compare the partially linearised functional [60] and the quenched functional [61].
We find that the partially linearised excess free energy functional produces major
qualitative deviations from the decay observed in BD and should therefore not be
used. The differences between the quenched excess free energy functional and the
uncorrected functional which are visible in the decay of the van Hove function are
minor. Qualitatively, both functionals reproduce the decay mechanisms observed in
simulation. However, the time scale of the decay is in all three cases too fast compared
with BD simulation. This problem is well-known for DDFT [25] and has been found in
other DDFT studies of the van Hove function [60, 61].

2.3.4. Adiabatic Forces

From the BD simulation data, we extract the species-resolved (self and distinct) current
and internal force field in the dynamic test particle picture [48, 54]. To determine
whether the overly quick decay in DDFT arises in this case purely due to missing
superadiabatic forces, or also because of deviations of the adiabatic forces, we use
Metropolis Monte Carlo simulations (MC) to obtain independent data for the adiabatic
forces acting in the dynamic decay of the van Hove function. We do this with an
inversion method („custom flow“) presented by de las Heras et al. [101]. For given
target density profiles at fixed time t ρt

s (r) = ρBGs(r, t ), ρt
d(r) = ρBGd(r, t ), trial

adiabatic potentials V t
ad,s(r) (acting on the self component), V t

ad,d(r) (acting on the
distinct component) are chosen and the resulting equilibrium density profile of both
fluid components is sampled using MC. The sampled profiles are then compared to
the target density profiles. Where the sampled density profile is larger in magnitude
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2.3. Superadiabatic forces in equilibrium two-body dynamics

than the target, the corresponding potential is increased. Where the sampled density
profile is lower in magnitude than the target, the corresponding potential is decreased.
This process is repeated until the sampled density profile is very close to the target
density profile.

We compare the gradient of the thus determined adiabatic potentials to the forces
calculated using the different excess free energy functionals. We find that the quenched
excess free energy functional [61] is a significant improvement over the uncorrected
free energy functional. However, significant differences remain in comparison to BD
simulation data for the adiabatic force field, especially on long time scales.

2.3.5. Total and Differential Forces
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Figure 2.4.: Superadiabatic self (Fsup,s), distinct (Fsup,d) and differential (Gsup) force
density and total force field (fsup) in the time evolution of the van Hove
function at time t = 0.3τ. BD/MC simulation data (symbols) are shown in
comparison with PFT results (lines). Data is taken from [2, 3].
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2. Overview of the results

We use the adiabatic force field calculated with MC to split the internal force field from
BD simulation into its adiabatic and superadiabatic parts. The observed forces are
quite complex, as is expected for a highly structured object like the van Hove function.
We have found when analysing the van Hove function, that the effects that contribute
to the dynamic decay are easier understood if looking at the total, self, and distinct
components instead of just the self and distinct components. Thus, we analyse not
only the forces acting on the self and distinct density components, but additionally
study the total force field f(r, t ) and the differential force density G(r, t ). These two
additional components can be calculated via a transformation that was proposed by
Geigenfeind et al. in their study of a driven binary mixture [37]. By applying their
transformation in the dynamic test particle case, we obtain

f(r, t ) =
1

ρ(r, t )
(Fs(r, t )+Fd(r, t )) and (2.16)

G(r, t ) =
ρd(r, t )
ρ(r, t )

Fs(r, t )−
ρs(r, t )
ρ(r, t )

Fd(r, t ), (2.17)

where Fs(r, t ) and Fd(r, t ) are the force densities acting on the self density component
and the distinct density component, respectively. Figure 2.4 shows an example result
of this transformation. We can see that the differential force density consists only of
a single peak, while the total force is oscillatory. This decomposition of the internal
force field is far less apparent in the distinct-self splitting.

2.3.6. Superadiabatic free power functional
approximation

With density profiles and current profiles from BD simulation as input, we use our
approximate superadiabatic power functional, consisting of the drag, viscoelastic, and
structural contributions, to calculate superadiabatic forces, and compare these results
to the forces determined in simulation. We tune the free parameters in the functional to
minimise the difference between the forces measured in BD and those calculated with
PFT. Here, the splitting into total force and differential force density helps us immensely,
as the drag component acts only differentially and has no contribution to the total
force, while the viscoelastic and structural forces contribute only to the total force.
The resulting parameters are given in table 2.1. For the viscoelastic power functional,
we apply the parameters we have already determined in the previous study [1]. It is
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2.3. Superadiabatic forces in equilibrium two-body dynamics

Table 2.1.: Parameters of the drag, viscoelastic, and structural power functionals, de-
termined by least squares fit to superadiabatic force profiles obtained from
BD simulations.

Prefactor Memory time Memory diffusion constant

P drag
t Cdrag ≈ 2.2kBT τσ – –

P visc
t ζ ≈ 5.8kBT τ−1σ−3 τM ≈ 0.02τ DM ≈ 5.6σ2τ−1

P struc
t Cstruc ≈ 0.42kBT τ2σ−2 τM ≈ 0.8τ DM ≈ 0.25σ2τ−1

notable that the memory time for the structural force is 0.8τ, a factor of 40 higher than
the memory time of the viscoelastic force. This makes the structural force surprisingly
long-lived compared to the viscoelastic forces. For long times t > τ, the superadiabatic
force profile is dominated by the drag force. This allows us to determine a relation
between the drag strength Cdrag and the long-time self diffusion constant associated
with Gs

DL =
kBT

γ +CdragρB

. (2.18)

The approximations which lead to this result and a derivation of the formula (2.18)
are given in [3]. This modified Einstein relation predicts in our case DL ≈ 0.38σ2/τ,
which is roughly consistent with the diffusion coefficient observed in BD simulation
DL ≈ 0.32σ2/τ [3]. A fit only to the latest available simulation time step improves the
theoretical result to DL ≈ 0.36σ2/τ.

Our approximation has good quantitative accuracy on long time scales (t > 0.3τ), but
significant deviations remain at short time scales. Figure 2.4 shows an example of
reasonable accuracy at an intermediate time t = 0.3τ. The deviations at short times
are unsurprising, as the velocity profiles and inhomogeneities in the density profile
are extreme. Functionals which produce the missing forces are likely of higher order
in velocity, whereas our drag and viscoelastic functionals are second order in velocity,
and the structural functional is third order in velocity.

Even though the construction of PFT ensures that the superadiabatic power functional
is in principle independent of the external forces (see (1.40)), it is perhaps surprising
that functionals which were initially developed for specific applications in sheared
fluids [1] or driven colloids [37] are also applicable in the case of the van Hove function.
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2. Overview of the results

This suggests some amount of universality of the presented approximation, which can
therefore likely be applied to a larger range of systems.
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3. Conclusions and outlook

In this thesis, we investigated the dynamic behaviour of the hard sphere fluid under
shear and (on the two-body level) in the quiescent bulk, using the framework of power
functional theory combined with MC and BD simulation techniques to provide quasi-
exact benchmark results. We focused on the development of a superadiabatic power
functional for hard spheres, which is applicable to as wide a range of situations as
possible. Superadiabatic forces depend in general non-locally on the current profile
and density profile as a function of time. Therefore, finding an appropriate memory
kernel, which approximates the dependence of the instantaneous forces on the history
of the system, has been a central objective of the thesis.

In a study of a Brownian hard sphere fluid under the influence of an inhomogeneous
shear force [1], we developed a viscoelastic power functional which includes memory
effects. We evaluated the accuracy of a spatially local memory kernel and of a non-local
diffusive memory kernel by comparing current profiles obtained with BD simulation
with current profiles calculated using PFT. We found that a spatially local memory
approximation is insufficient to describe viscoelastic forces in inhomogeneous shear
profiles. The diffusive memory approximation, however, produced very accurate vis-
coelastic forces. In addition to providing a good approximation for viscoelastic forces,
we found that those forces drive a reverse current, opposite to the driving direction,
when the driving shear force is switched off. This effect is caused by a viscoelastic
force field, which is dependent on memory of the steady state current profile before
switching.

We then amended the viscoelastic superadiabatic power functional with both a drag
contribution and a structural contribution [2, 3]. Both added terms were developed
previously for very different systems, by Krinninger et al. in a study of active Brownian
particles [98], and by Geigenfeind et al. in a study of a driven binary mixture of
colloids [37]. We showed that these force components can be applied in a much more
general context, as would be expected from the building principles of PFT. We replaced
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3. Conclusions and outlook

the density variable in the viscoelastic functional and the structural functional with
the weighted density n3 to capture local packing effects, and the structural functional
was extended to include non-local memory as developed previously for the viscoelastic
component. We used Brownian dynamics simulation to obtain the internal force field
acting during the time evolution of the bulk hard sphere van Hove function in the
dynamic test particle picture. With the help of Metropolis Monte Carlo simulations,
we split this internal force field into its adiabatic and superadiabatic components.

Our analysis of the adiabatic forces included a comparison to three different approx-
imations for adiabatic forces presented by Stopper et al. [60, 61]. We found that the
quenched functional approach proposed in these reports is a significant improvement
over previously available approximations. However, some deviations remain when
comparing the resulting forces to simulation results. Additionally, the superadiabatic
forces are of significant magnitude and dominate the internal force field at long time-
scales. Therefore, superadiabatic forces cannot be neglected in an accurate description
of the dynamics of the van Hove function.

We then tested our superadiabatic power functional approximation against the results
for superadiabatic forces from simulations. We found that, except on short time
scales, our approximation has good quantitative accuracy. The long-time self diffusion
constant determined using our approximation is roughly consistent with the one
observed in simulation. The fact that this is the case despite the components of our
approximation being developed for different applications points to universality of the
presented approximation. We conclude that these drag, structural and viscoelastic
forces are fundamental phenomena acting in the dynamics of the hard sphere fluid,
and likely in other liquids with steeply repulsive interparticle interactions as well.

Further development of our approach is thus warranted, to hopefully achieve the same
level of accuracy in the description of nonequilibrium systems as classical DFT has in
the description of equilibrium systems. An obvious avenue for future development is the
improvement of the description of packing effects in highly inhomogeneous systems, as
this is an area where the approximation in its current state fails. Fundamental measure
theory provides candidate weighted densities which could be applied to achieve this.
Additionally, the rather simple diffusive memory kernel used here could be improved
with more sophisticated temporal and spatial components. Previous work on complex
memory in molecular dynamics [102, 103] could provide guidelines for this direction
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of development.
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5. Publications

There are three publications [1–3] contributing to the thesis. The first is a study of the
hard sphere fluid under inhomogeneous shear [1], using BD simulation and PFT. We
develop an approximate superadiabatic power functional with nonlocal memory to
describe viscoelastic effects observed in BD simulation in steady state and transient
dynamics. The second and third publications report on a study of the equilibrium
dynamics of the van Hove function of a hard sphere fluid [2, 3]. The second public-
ation [2] is a concise presentation of the results and their importance for the theory
of liquids, whereas the third [3] contains a more in-depth presentation of the meth-
odology and discusses the findings with more detail. We examine in detail adiabatic
and superadiabatic forces with a combination of BD and Metropolis Monte Carlo
simulations, discuss existing models for the adiabatic forces, and present a PFT approx-
imation for the superadiabatic forces. We base this approximation on the viscoelastic
superadiabatic power functional presented in [1] as well as functionals developed for
colloidal mixtures by Geigenfeind et al. [37].

Chapter 2 gives an overview of the results of these studies. The publications themselves
are reproduced in chapter 5.

The author’s contribution to these studies is the development of software for

• GPU accelerated event-driven Brownian dynamics simulation of hard spheres in
one to three dimensions,

• Metropolis Monte Carlo simulation for hard spheres in three dimensions,

• GPU accelerated DFT minimisation with planar symmetry and radial symmetry
for hard spheres,

• GPU accelerated PFT minimisation with planar symmetry and radial symmetry
for hard spheres,
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5. Publications

as well as significant contributions to the development of the PFT approximation for
superadiabatic forces in the relevant systems. The author generated all simulation and
theoretical data on the behaviour of the hard sphere systems used in the publications
with the help of the above mentioned software and was responsible for the analysis of
said data. Thomas Schindler as a co-author of Ref. [3] developed the DDFT integration
scheme presented in the appendix of [3] and contributed some portions of the text of
that paper. Data for the van Hove function of the Lennard-Jones liquid used in [3] was
produced by Thomas Schindler. Analysis of the drift of shells for the Lennard-Jones
liquid (see section 2.3.1) was done by the author. The source code for the DDFT in the
dynamic test particle limit was developed in collaboration between Thomas Schindler
and the author, and is available online at [104].

A primer on GPU accelerated computation is given in appendix C. In addition to the
research presented in this thesis, the author produced a bi-weekly podcast under the
title „Making a Physicist“ [105], where he presented the methods and results of his
work for a non-scientific audience.
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Memory-induced motion reversal in
Brownian liquids

Lucas L. Treffenstädt and Matthias Schmidt *

We study the Brownian dynamics of hard spheres under spatially inhomogeneous shear, using event-

driven Brownian dynamics simulations and power functional theory. We examine density and current

profiles both for steady states and for the transient dynamics after switching on and switching off an

external square wave shear force field. We find that a dense hard sphere fluid (volume fraction E0.35)

undergoes global motion reversal after switching off the shear force field. We use power functional

theory with a spatially nonlocal memory kernel to describe the superadiabatic force contributions and

obtain good quantitative agreement of the theoretical results with simulation data. The theory provides

an explanation for the motion reversal: internal superadiabatic nonequilibrium forces that oppose the

externally driven current arise due to memory after switching off. The effect is genuinely viscoelastic:

in steady state, viscous forces oppose the current, but they elastically generate an opposing current

after switch-off.

I. Introduction

The non-equilibrium properties of hard spheres under shear
have attracted considerable attention. Rheological experiments
under steady shear, e.g. using silica particles,1,2 show non-
Newtonian viscosity effects, with both shear thickening and
shear thinning occurring depending on the volume fraction.
Shear thinning was observed in Brownian dynamics (BD)
simulation, e.g. by Foss and Brady.3 Dhont et al. studied the
distortion of the microstructure of colloids using light scattering
experiments.4 Dhont and Nägele derived the viscoelastic response
of a suspension of colloids to shear from the Smoluchowski
equation.5 Fuchs and coworkers have developed theoretical
descriptions of these effects using mode coupling theory and
integration through transients.6–8 A thorough overview of the
nonlinear rheology of colloidal dispersions has been given
by Brader.9

Hard spheres under inhomogeneous shear exhibit a broad
range of effects. In particular, inhomogeneities in the shear rate
can induce particle migration10 and thus lead to inhomogeneities
in the density profile. Examples of this mechanism are lane
formation, where particles move in stacked layers separated by
low density bands,11,12 and deformation of boundary density
profiles of sheared systems in confinement.13–15 Jin et al. studied
flow instabilities in inhomogeneous shear with Browninan
dynamics simulations.16

The transient behaviour in the time evolution from equili-
brium to a sheared steady state and the reverse process from
steady shear to equilibrium has attracted similar attention.
Reinhardt et al.17 studied the distortion of the pair correlation
function under start-up shear. Koumakis et al.18 reported on
stresses in the start-up phase of shearing, in particular on the
dependence of the stress overshoot on the Peclet number
and on the volume fraction, using both simulation and experi-
ments with sterically stabilized PMMA spheres using confocal
microscopy and rheological measurements. Stress overshoot in
start-up and cessation of shear and the connection to the
microscopic fluid structure have also been studied.19 Ackerson
et al.20 reported on solid-like ordering of nearly hard spheres
under the influence of oscillatory shear. Krüger and Brader
applied dynamic density functional theory,21,22 extended to
sheared systems with a scattering kernel approach,13 to study
sedimentation of colloids under time-dependent shear,23 and
Metzger and Butler examined the time evolution of particle
clusters in periodic shear.24

Microscopic methods such as BD or molecular dynamics
simulations are based on equations of motions which are
instantaneous in time on the many-body level. However, on
the one-body level, nonequilibrium states are generally depen-
dent on the history of the system. By integrating out degrees
of freedom, coarse-grained methods can be obtained, which
generally have non-Markovian form, as can be shown with the
Mori–Zwanzig formalism.25,26 There is previous work done
to derive accurate memory kernels for generalised Langevin
equations for Brownian dynamics. Smith and Harris27 proposed
a method to approximate memory kernels and generate random
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forces with a given autocorrelation. Szymczak and Cichocki28

studied memory in the macroscopic dynamics of Brownian
systems. Bao et al.29 investigated breaking of ergodicity due to
memory in non-Markovian Brownian dynamics. Recently, iterative
methods have been developed to reconstruct memory kernels
for generalized Langevin equations from molecular dynamics
simulations by matching the force autocorrelation function or
the velocity autocorrelation function between both methods.30,31

In this paper, we examine a system of Brownian hard spheres
both in steady state under temporally constant but spatially
inhomogeneous shear as well as the transient dynamics after
switching the driving field both on and off. Fig. 1 shows a sketch
of the dynamics: starting in a well-defined equilibrium state, a
shear force field is switched on. The system needs some time to
relax into a steady state. Then, the shear force field is switched
off, and the system relaxes back into equilibrium. We report
in particular on the shape of the current profile in the steady
state under the influence of a square wave shear profile. This
particular form of shear is well suited to show and examine
nonlocal effects, since small regions of extreme shear rate alternate
with large regions of low shear rate. We find that the transition
in the current field between opposite flow directions is non-
monotonic. After switching-off of the driving shear force, the
current field reverses globally before settling into equilibrium.

We employ state-of-the-art event driven Brownian dynamics
simulations,32 which solve the problem of infinite gradients in
the hard sphere interaction potential by evolving the system
continuously with ballistic motion between BD timesteps. At
fixed timesteps, the velocities of the particles are randomised
according to a Maxwell distribution.

In addition to observations in simulation, the system is
examined in the framework of power functional theory
(PFT),33 which describes the full non-equilibrium dynamics of
many-particle systems, beyond the adiabatic approximation
made in dynamical density functional theory (DDFT). DDFT
is an extension of equilibrium density functional theory (DFT)
to nonequilibrium systems,34,35 which approximates the time
evolution of the system through a series of adiabatic states,
where the internal forces can be calculated from an equivalent
equilibrium system with matching instantaneous density.36

However, this approximation leads to shortcomings, such as
underestimation of relaxation times.34 There have been attempts
to correct these shortcomings via empirical corrections, see
e.g. ref. 37 and 38.

Superadiabatic forces were shown to occur in a variety of
systems, such as Gaussian core particles,39 hard spheres40 and
active Brownian particles.41 We extend here an approximation
for superadiabatic forces for Brownian hard spheres, presented
recently by de las Heras and Schmidt40 by introducing a
diffusing memory kernel. This approximation derives forces
from the gradient of the velocity field. The free parameters in
this model – memory time, memory diffusion constant, and
overall memory strength – are determined using a least-squares
fit to BD simulation data.

This paper is organised as follows: in Section II, we intro-
duce the considered system and our PFT approach. Section III
contains implementation details for the BD simulations.
Sections IV and V cover results in steady state and during
transients, respectively. We draw conclusions and provide an
outlook in Section VI.

II. Model and power functional theory

We consider a fluid of N monodisperse hard spheres with
diameter s. The system has planar geometry with Cartesian
coordinates r = (x,y,z) and we take s as the unit of length.
Isotropy is broken by an external shear force field

fext(r) = fext(x)êz, (1)

where êz is the unit vector in the z-direction and fext = |fext| is the
modulus of the force field. Since the intrinsic dynamics are
diffusive, we choose as the unit of time the diffusion time
t = s2/D with diffusion constant D = kBT/g, where kB is the
Boltzmann constant, T indicates the absolute temperature, and
g is the friction constant against the implicit solvent.

The particle positions r1,. . .,rN � rN evolve in time according
to the Langevin equation of motion

g_riðtÞ ¼ f int;iðrNÞ þ fextðri; tÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gkBT

p
RiðtÞ (2)

where fint,i = �riu(rN) is the internal force that all other
particles exert on particle i due to the interaction potential
u(rN) and Ri(t) is a delta-correlated Gaussian random white
noise with hRi(t)i = 0 and RiðtÞRjðt 0Þ

� �
¼ dðt� t 0Þdij1, where d(�)

is the Dirac distribution, dij indicates the Kronecker delta, and 1

is the 3 � 3 unit matrix.
The one-body density distribution is defined as

rðr; tÞ ¼
X
i

dðr� riÞ
* +

; (3)

where h�i indicates an average over the noise and over initial
microstates. The one-body current distribution is defined as

Jðr; tÞ ¼
X
i

dðr� riÞviðtÞ
* +

; (4)

Fig. 1 Sketch of the time evolution of the system, external force (solid red
line) and system response (dashed purple line) in arbitrary units. The system
was in equilibrium at negative times. An external force is switched on at
t = 0, and the system is monitored during the transient into a steady state as
well as in the steady state itself. At time t = T, the external force is switched
off and the system is observed until it has reached equilibrium again.
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where, in a numerical simulation, vi must be calculated with a
finite difference centred at time t.42 The velocity field v(r,t) is
defined as

vðr; tÞ ¼ Jðr; tÞ
rðr; tÞ: (5)

The dynamics of (3) and (4) can be expressed as

gv(r,t) = fint + fext � kBTr ln r, (6)

@

@t
rðr; tÞ ¼ �r � Jðr; tÞ; (7)

with the total internal one-body force field given by the configura-
tional average

f intðr; tÞ ¼
1

r

X
i

dðr� riÞf int;i

* +
: (8)

Eqn (6) constitutes the one-body force balance relationship where
the negative friction force (left hand side) is equal to the sum of
internal, external and diffusive one-body forces (right hand side).
The one-body continuity equation (7) is a consequence of local
particle conservation and it links the density profile and the
current distribution to each other. The set of equations (6)
and (7) is exact and can be obtained from averaging over the
many-body Smoluchowski equation (see, e.g., ref. 33).

The internal force field consists of two parts according to

fint = fad + fsup, (9)

with the adiabatic force (fad) and the superadiabatic force (fsup)
contributions.33,36 The adiabatic force is defined as the internal
force acting in a constructed equilibrium system with an external
potential Vad(r) chosen such that the equilibrium density matches
the instantaneous density r(r,t). The underlying map from the
equilibrium density distribution to the external potential Vad

has been shown by Evans43 and Mermin.44 Thus, fad depends
only on the density at time t.

The superadiabatic force field, in contrast, depends in
general on the history of both r(r,t0) and J(r,t0) for t0 r t,
making (6) in general an implicit equation. This distinction
physically defines the splitting of internal forces. Superadia-
batic forces can be measured in particle-based simulations36

and they are absent in dynamical density functional theory.34,35

Power functional theory is based on the free power func-
tional Rt[r, J], which captures in a formally exact way the full
many-body dynamics. Rt is microscopically defined33 and it
satisfies an instantaneous minimisation principle with respect
to the current. As a result, the functional derivative with respect
to the current distribution vanishes at the minimum,

dRt½r; J�
dJðr; tÞ ¼ 0 ðminÞ; (10)

where the density is held fixed upon building the derivative.
The functional dependence of Rt[r, J] is also on the history of
the system, i.e. on r(r,t̃) and J(r,t̃) for t̃ o t. Eqn (10) determines
the current J(r,t) at time t, which then allows together with the
continuity eqn (7) to evolve the system in time.

The free power functional Rt[r, J] consists of a sum of
intrinsic and external contributions.33 The intrinsic contribu-
tion is composed of an adiabatic part that is the time derivative
of the adiabatic free energy (

:
F) and a superadiabatic part (Pt)

which is the genuine nonequilibrium contribution. Both are
combined together with the external power Xt via33

Rt =
:
F + Pt � Xt. (11)

Inserting the decomposition (11) in the condition (10) and
carrying out the functional derivatives leads to the force balance
relation (6). In order to illustrate this, we briefly describe all
occurring terms; details can be found in ref. 33.

The time derivative of the intrinsic Helmholtz free energy
functional F[r] is given by

_F ¼
ð
drJ � r dF ½r�

drðr; tÞ: (12)

The (Helmholtz) free energy functional F [r] consists of a sum
of an ideal gas part and an excess contribution, Fexc[r], which
arises due to the interparticle interactions. Hence

F ½r� ¼ kBT

ð
drr½lnðrL3Þ � 1� þ Fexc½r�; (13)

where the first term on the right hand side is the ideal gas free
energy functional; L is the (irrelevant) thermal de Broglie
wavelength. In the results presented below we choose the Rosenfeld
functional45 in order to approximate the excess free energy
functional Fexc[r] for hard spheres.

The (negative) functional derivative of
:
Fexc with respect to J

generates the adiabatic force field fad via

fadðr; tÞ ¼ �
d _Fexc

dJðr; tÞ ¼ �r
dFexc½r�
drðr; tÞ : (14)

As Fexc[r] is a density functional and hence independent of the
current, the adiabatic force field fad is also a functional of only
the density profile r at time t.

The external power Xt, as it appears in the decomposition of
the total free power (11), depends on the external force field fext,
as well as on the time derivative

:
Vext of the external potential.

The external power is an instantaneous space integral over
these one-body fields according to

Xt ¼
ð
drðJ � fext � r _VextÞ: (15)

In the present application the external force field fext(r,t) is the
sum of the shearing force field (1) and an additional conserva-
tive force field �rVext(r) which we use in order to induce
particle migration effects. In the present application Vext is
independent of time and hence

:
Vext = 0.

Finally, Pt consists of a sum of the ideal gas contribution
(Pid

t ) and an excess part (Pexc
t ), according to

Pt = Pid
t + Pexc

t . (16)
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The ideal gas dissipation functional is given by the position-
and time-local expression

Pid
t ½r; J� ¼ g

ð
dr
J2

2r
: (17)

The superadiabatic free power functional Pexc
t [r, J] contains all

genuine nonequilibrium effects that arise from the interparti-
cle interactions. In general, its dependence on r and J is
nonlocal in both space and in time, with the temporal depen-
dence being of the ‘‘history’’, i.e. the behaviour at earlier times,
as is clear from causality. The superadiabatic force field fsup, cf.
eqn (9), is generated via functional differentiation,

fsupðr; tÞ ¼ �
dPexc

t ½r; J�
dJðr; tÞ : (18)

Pexc
t is specific to the type of interparticle interaction potential

and must in general be approximated. This status is very
similar to that of the excess free energy functional Fexc[r] in
equilibrium DFT. Here, we choose the velocity gradient form,40

given by

Pexc
t ¼

1

2

ð
dr

ð
dr0
ðt
�1

dt 0rðr; tÞ½Zðr � vÞ � ðr0 � v0Þ

þ zðr � vÞðr0 � v0Þ�rðr0; t 0ÞKðr� r0; t� t 0Þ;
(19)

where v = v(r,t) is the velocity field as defined in (5); we use the
shorthand v0 = v(r0,t0) to express dependence on the primed
space and time arguments, and r0 indicates the derivative with
respect to r0.

Pexc
t depends not only on the instantaneous density and

velocity fields, but also on the history of the system, and it is
non-local in space. The constants z and Z indicate the volume
viscosity and the shear viscosity, respectively. The coupling to
the history is governed by the memory kernel K(r � r0,t � t0).
The kernel is normalised to unity, such that

Ð
dr
Ð
dtKðr; tÞ ¼ 1.

We consider two different functional forms of K. The first
form, KL, is chosen as a simple reference. It is taken to be local
in space and to possess a purely exponential temporal decay:

KL(r,t) = d(r)tM
�1 exp(�t/tM)Y(t), (20)

with tM indicating the memory time and Y(�) denoting the
Heaviside step function. We expect the form (20) to perform
well in cases of small shear gradients, where it models time-
dependent behaviour independent of spatial correlation effects.

The second version is spatially non-local. We base its functional
form on the diffusive nature of the underlying microscopic
dynamics. Hence we assume that that interactions between distant
particles propagate according to an effective diffusion process,
characterized by a corresponding memory diffusion constant DM.
Specifically we assume the memory kernel to possess the form

KDðr; tÞ ¼
e�r

2=ð4DMtÞ�t=tM

ð4pDMtÞ3=2tM
YðtÞ; (21)

where the memory time tM sets the time scale for the decay, as
above. We shall call the form (21) the diffusing memory kernel,
since the spatial part corresponds to a diffusion process. The

constants tM and DM are adjustable parameters that in principle
are determined by the underlying interparticle interactions.

The timescale tM controls the exponential decay of the
memory effect. DM has the units of (length)2 per time and it
controls how fast information propagates from point r0 to point r
in (19) via a diffusion process. In the limit of t0 - t, the spatial
part of KD approaches the Dirac delta distribution. Therefore,
there are no instantaneous non-local interactions in this model.

In steady state, the density and the current do not depend on
time, i.e. r(r,t) = rs(r) and J(r,t) = Js(r) with r�Js = 0. In this case,
the time integral in (19) acts only on K and, as K is known from
(20) or (21), can be carried out explicitly. The respective results
for both kernels are

K s
L ¼

ðt
�1

KLðr� r0; t� t 0Þdt 0 ¼ dðr� r0Þ; (22)

K s
D ¼

ðt
�1

KDðr� r0; t� t 0Þdt 0

¼ 1

4ptMDMjr� r0j exp �
jr� r0jffiffiffiffiffiffiffiffiffiffiffiffiffi
tMDM

p
� �

:

(23)

Thus, K s
L does not depend on the parameter tM and K s

D

depends only on a new length scale

sM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
tMDM

p
; (24)

which can be interpreted as an effective interaction length in
steady state. The parameters tM and DM can therefore not be
independently determined from measurements of one-body
quantities in steady state. However, one can determine the
value of sM. In steady state, it is less computationally intensive
to obtain accurate density and current profiles from particle
simulations, so sM can be determined with high accuracy.
Knowledge of sM then reduces the number of free parameters
to be determined with measurements in the full time evolution.

For the given system, all integrals in y and z in Rt[r, J] can be
explicitly carried out, since density and current are by construc-
tion homogeneous in these directions. Thus, the current
only depends on one space coordinate x and time t: J(x,t) =
Jx(x,t)êx + Jz(x,t)êz, where Jx is the current in gradient direction
êx, and Jz is the current in flow direction êz.

It should be noted that the form of Pexc
t applied here contains

no coupling between the flow direction and the gradient direc-
tion of J. Therefore, a system with an initially homogeneous
density and no external force acting in the x direction will always
remain homogeneous in this approximation, whereas in reality,
structural migration forces occur. Pexc

t can be extended to include
these effects,39 but that is beyond the scope of this work. Instead,
we impose the density profile rBD obtained in BD simulations via
an external potential Vext(x), chosen so that rBD(x) is the equili-
brium density in the potential.

We numerically minimize Rt[r, J] for a given r(x,t) at time t using
a generic nonlinear numerical optimiser,46 thus solving the Euler–
Lagrange-eqn (10) and obtaining J(x,t). Using the continuity equation
(7), we numerically evolve r in time, i.e. proceed by one time step Dt
and repeat the procedure. Then, we compare results for r(x,t) and
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J(x,t) calculated with PFT to results for the same quantities sampled
in BD simulations. We determine the free parameters Z, tM, and DM

that appear in Pexc
t [as given by (19) together with the alternative

forms for the memory kernel (20) and (21)] by using a least-squares
fit to the simulation results for the velocity field. Here the simulation
results are obtained via sampling at fixed times during the transient
time evolution. For steady states we average over time. We start from
reasonable estimates for the parameters and use a nonlinear
numerical optimiser46 with a derivative-free optimisation routine.47

III. Brownian dynamics simulations

We employ event-driven Brownian dynamics simulations32 to
integrate the Langevin equation (2) and obtain particle trajec-
tories. We use N = 1090 particles in a simulation box of size
10 � 10 � 15 s3 with periodic boundary conditions in all
directions. By choosing a strongly inhomogeneous shear force
field, we expect to clearly showcase the importance of nonlocal
interactions. Our choice of a field that is periodic in x relieves
us from the need for Lees–Edwards boundary conditions,48

which are commonly used for periodic systems with constant
shear rate. We calculate one-body quantities such as density
and current by averaging over many-body trajectories.

We obtain the steady state current and density profile by
averaging 106 trajectory samples from a runlength of 103t after
an initial relaxation period of 2t. For start-up dynamics, the
system is simulated in equilibrium for an initial 0.1t, after which
shear is switched on and the system is evolved for a further 0.4t.
Dynamics after switch-off are simulated initially for 1.5t under
shear, after which the shear force is switched off and the system
is evolved for a further 0.1t. In our experience, this protocol is
sufficient to ensure that a steady state has been reached, given
our parameters. Time-dependent current and density profiles for
the dynamics in full non-equilibrium are then calculated per
timestep via an average over 104 realisations.

IV. Steady state

We subject our system to a strongly inhomogeneous, but steady,
square wave external force in z direction with an amplitude of

5
kBT

s
and a period of 5s (see Fig. 2). After a short time E10�1t, the

system settles into a steady state (qtr = qt J = 0).
This state has some interesting properties (Fig. 2, current

and density profile in steady state). The BD results indicate
that, even though no external force is acting in the x direction,
the density profile becomes inhomogeneous. This effect is
driven purely by superadiabatic forces and is thus a true none-
quilibrium effect. Phenomenological approaches to incorporate
such forces into DDFT have been proposed in ref. 9 and 23.
Stuhlmüller et al.39 have studied shear induced particle migra-
tion in a system of Gaussian core particles with PFT. In our PFT
calculations, we impose the inhomogeneous density sampled
in BD with a temporally constant external potential Vext(x).

The harsh spatial step in the driving force field is reflected
in the current profile: the current reverses its orientation in a
region smaller than s/10. Inside the regions of near-constant
force, instead of a monotonic approach to the maximum, the
current profile displays an oscillation close to the edge. The
occurrence of this effect suggests a complex nonlocal inter-
action, supporting our corresponding approach in PFT.

Using a least-squares fit of the PFT velocity profile to the
BD velocity profile, we obtain values for the shear viscosity Z, as it
appears in Pexc

t , cf. (19), as well as for sM, cf. (24); the
latter variable is relevant for determining the parameters
of the diffusing memory kernel KD (23). Fig. 2 shows the
resulting velocity profiles from PFT. In the given case, we
obtain sM E s/3, which is of the order of the hard sphere radius.
The effective interaction in steady state is therefore short-ranged.

While not being perfect, the agreement between BD and PFT
is much better for the diffusing memory form (21) than it is for
the local form (20). Perhaps contrary to intuition, the profile
obtained from the local memory model is smoother and does
not represent the jump in the current profile that is observed in
BD. The reason for this becomes clear when considering the
effect of the spatial nonlocality of KD.

The velocity gradient qxvz has a large spike at the jump of the
velocity itself. In the local memory model, this spike contri-
butes evenly for every point in the history of the system. In the
diffusing model, it is smoothed out by the integral over x0 for
times t0o t. The penalty for a jump in the velocity is thus much
lower in the diffusing model.

Since Pexc
t depends only on inter-particle interactions and

not on external forces, and should be translationally invariant,
no spatially local memory kernel can accurately represent this
feature in the velocity profile, no matter how complex the
temporal behaviour. In other words, spatial nonlocality is not
only the most general form of memory, but it is required for
the correct description of strong inhomogeneities within the
velocity gradient approach.

V. Transient dynamics

We next investigate the transient dynamics into and out of the
steady state. First, we address the transient going from equili-
brium to a sheared system. The external shear force field is the

Fig. 2 Steady state current Jz(x) and density profile r(x) in BD simulation
under a square wave shear force fext(x) acting along êz. The plot shows only
part of the simulation box.
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same as above. It is switched on instantaneously at t = 0 and
switched off again at a later time. The system responds

instantly to the external force, with an instantaneous current
profile that has larger magnitude than the steady state current.
This instant response to the external force is consistent with the
fact that inertia is neglected in overdamped BD. Then, viscosity
slows the system down into the steady state (see Fig. 3).
This process takes finite time, because the particles need to

traverse, on average, the mean free path l ¼ ð
ffiffiffi
2
p

prs2Þ�1
between collisions,49 which takes, with diffusive dynamics,
about l2/D, which is E0.1t in our system.

The decay of the mean external power (15) into the steady
state can be described reasonably well with an exponential
decay model Xt/V = a exp(�t/b) + c, where a and c are parameters
with the dimension of power per volume, and b is a parameter
with the dimension of a time. Physically, c can be identified as
the mean steady state external power density, a as the initial
mean super-steady external power density, and b as the decay
time. However, the decay shows features beyond a simple
exponential, which are captured by PFT with diffusing memory
kernel. For times 0.05 r t/t r 0.1, the external power dips
below the plateau value, and the initial decay is steeper than
exponential.

Next, we explore the dynamics after switching off the shear
force (see Fig. 4). Surprisingly, the current does not relax

Fig. 3 Time evolution (on a logarithmic scale) of the scaled mean external
power Xt per volume after switching on the shear force at t = 0, from BD
simulation and PFT, together with a least-squares fit of a simple exponen-
tial decay a exp(�t/b) + c.

Fig. 4 Time evolution of the scaled current profile Jxs
2t as a function of x/s after switching off the shear force at t = 0, obtained from BD simulation

(symbols), and PFT with local memory kernel KL (dashed line) and diffusing memory kernel KD (solid line). The sign of the current flips globally after the
shear force is switched off, followed by a decay into equilibrium. The diffusing memory model in PFT significantly outperforms the local approach in
representing the BD current profiles.
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monotonically into equilibrium, but rather undergoes a global
reversal first, and then smoothly equilibrates. This remarkable
result has perhaps been hinted at by Krüger and Brader,23 who
report ‘‘If the shear field is suddenly switched off, we find that
the equilibration dynamics show an interesting symmetry with
that following switch on[. . .].’’ Other than that, to the best of our
knowledge, this effect has not been reported in the literature.

Using the time-dependent velocity field measured in BD for
switch-on and switch-off, we can determine the remaining free
parameters in KL and KD. The exponential decay in both KL and
KD is one of the most simple forms of memory. Starting from an
initial equilibrium state, the memory integral at time t = 0
vanishes, because the velocity gradient vanishes at negative
times. Therefore, the superadiabatic force field is also zero just
after switching on, and the current is directly proportional to
the driving force. Memory then slowly builds up, with a
dynamical behaviour that is governed in our approximation
by the memory time tM. We obtain memory times of roughly
tM = 0.02t for switch-on. The superadiabatic forces oppose the
current, slowing the system into a steady state.

The steady state is truely reached once the current has not
changed over a few memory times tM and thus the memory
integral no longer changes. Then, the driving force can be
switched off and the transient back into equilibrium can be
observed. PFT accurately predicts the motion reversal observed
in BD and provides an explanation: in the steady state, the force
balance (cf. eqn (6)) includes adiabatic forces fad, external forces
fext and superadiabatic forces fsup. In the direction of shear,
fad�êz = 0 because of the homogeneity of r in z. As we know, fsup

is opposed to the external force. With fext = 0 after switching-off,
the superadiabatic excess forces still remain, because they arise
from the memory integral. Thus, the superadiabatic forces
become driving forces with an opposed direction of motion.
The system returns to equilibrium only after the memory has
cleared. The memory time obtained here is roughly tM = 0.01t.
While the decay of the counter-current is well described by the
exponential decay memory model up until t E 0.02t, it seems
to overestimate the rate of relaxation for later times (see Fig. 4).

VI. Conclusion

We have studied the Brownian hard sphere fluid under inho-
mogeneous, time-dependent shear with BD simulations and
PFT. In steady state, under strongly inhomogeneous shear,
spatially nonlocal memory shapes the current profile in ways
spatially local memory cannot. Non-local memory is therefore
required to describe general external forces acting on the fluid
with a true separation of intrinsic and extrinsic effects. Expo-
nential memory is an adequate and simple approximation that
well describes nonequilibrium dynamics after switching
(on and off) of an external field. The effect of motion reversal
after switch-off is surprising if thought about in a microscopic
picture, but has a straightforward explanation in PFT: slowing
memory forces in steady state become driving forces after the
shear force has been switched off. The rigorous framework of

PFT is therefore an appropriate tool to gain insight into the
behaviour of the Brownian hard-sphere fluid.

Non-local memory could be a relevant factor in the study of
inhomogeneous colloidal systems such as colloids undergoing
capillary collapse at an interface.50 We are also interested to
investigate the effect of the approximation presented here on
the bulk dynamics of hard spheres, such as the van Hove
correlation function, which has been studied recently experi-
mentally and with DDFT.51 To this end, we plan to employ PFT
in the dynamic test particle limit.21,22,52

The excess superadiabatic functional can be further developed
in two directions: spatially, structural forces can be incorporated
with higher orders of the velocity gradient. The diffusing nonlo-
cality provides good results, but has free parameters that need to
be tuned by BD simulation or other benchmarks. Instead, they
might be derived from the particle interaction, perhaps based on
fundamental measures to allow for a deeper physical interpreta-
tion. Temporally, the exponential decay model could be improved.
Research on memory in molecular dynamics provides a jumping-
off point.30 Recently, Jung et al.31 presented a method to obtain
memory kernels that could be adapted to our approach.

It would also be interesting to investigate the implications of
the diffusing memory kernel (21) in the context of the non-
equilibrium Ornstein–Zernike relation for the dynamical two-
body structure.53,54

Finally, we expect the current reversal effect, presented here
for Brownian hard spheres, to be reproducible in an experi-
mental realisation with colloidal particles. External forces could
be applied either mechanically, using a rheometer with a
specifically designed geometry that approximates the step
shear, or with optical methods. However, hydrodynamic inter-
actions, which are neglected in our study, will likely induce
additional effects.
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We demonstrate that the time evolution of the van Hove dynamical pair correlation function is governed
by adiabatic forces that arise from the free energy and by superadiabatic forces that are induced by the flow
of the van Hove function. The superadiabatic forces consist of drag, viscous, and structural contributions, as
occur in active Brownian particles, in liquids under shear and in lane forming mixtures. For hard sphere
liquids, we present a power functional theory that predicts these universal force fields in quantitative
agreement with our Brownian dynamics simulation results.
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The van Hove function is arguably one of the most
fundamental correlators that characterize the dynamical pair
structure of a liquid on the microscopic scale [1,2]. It
measures the probability of finding two particles at a distance
r, where the particles are randomly chosen, but with a time
lapse of duration t between the two position measurements.
Both the motion of the same particle and spatiotemporal
correlations of two distinct particles are captured. Significant
physical insights into the dynamics of simple and complex
systems could be gained from studying their van Hove
function. Examples thereof include cage formation in
nematic and smectic liquid crystals [3], de Gennes narrowing
of liquid iron [4], self-motion of water [5], and the dynamics
of colloidal hard spheres [6–8] and of colloid-polymer
mixtures [9]. Experimentally, highly accurate results for
the van Hove function are accessible based on the micros-
copy of colloidal systems [6], as well as by scattering
methods. The latter yield the Fourier transform [2,5].
Much of our knowledge and understanding of the

properties of the van Hove function are based on computer
simulation work. Formulating a theoretical description for
the complex spatial and temporal two-body dynamics
remains a formidable challenge. Much insightful work
has been carried out by Medina-Noyola and his coworkers
on the basis of generalized Langevin equations [10–19].
Mode-coupling theory was used at high densities [20].
Furthermore, the closely related problem of identifying
and studying memory kernels has received much recent
attention in the context of molecular dynamics [21–25].
The dynamical test particle limit [26–28] constitutes a

formally exact reformulation of the time evolution of the
van Hove function in a one-body picture. Instead of
working explicitly with two-body correlations, an equiv-
alent dynamical situation is constructed in which one-body
profiles evolve in time. This approach results in a signifi-
cant conceptual simplification. Fixing a particle at the
initial time at the origin establishes the equivalence with the
original problem. The concept is formally exact, but it

requires a prescription for the one-body dynamics to be
useful in practice.
When choosing the dynamical density functional theory

(DDFT) [29–31] to perform the one-body dynamics of the
van Hove function [6–8,26,27] one finds too rapid temporal
decay of the interparticle correlations [32] compared to
benchmark data from Brownian dynamics (BD) computer
simulations. This trend persists even when choosing
Rosenfeld’s fundamental measure theory [33–36] as an
excellent approximation for the (hard sphere) free energy
functional. Accounting for the observed reduction of
particle mobility at increased density requires empirical
adjustments to the DDFT framework [6–8,27].
Power functional theory (PFT) [37] provides formally

exact test particle dynamics [28], albeit very little explicit
knowledge of the crucial superadiabatic force contributions
[37,38], i.e., those beyond DDFT, had originally been
available [28]. In BD simulation work, it was shown that
the superadiabatic forces that govern the van Hove function
are both significant in magnitude and nontrivial in their
spatial and temporal structure [39]. In a variety of non-
equilibrium systems, different superadiabatic force types
were identified as providing the key mechanisms for
prominent physical effects, such as the emergence of
viscous and structural forces in BD flow [40–42], motility-
induced phase separation in active Brownian particles
[43,44], spontaneous lane formation in counterdriven
mixtures [45], and memory-induced motion reversal [46].
Here we show that the identical types of superadiabatic

forces that rule the behavior of these driven systems
determine, qualitatively and quantitatively, the van Hove
function and hence the intrinsic equilibrium dynamics. That
the same form of superadiabatic forces applies across such
a wide range of different physical situations indicates that
the microscopic liquid dynamics are governed by universal
mechanisms. Besides the conceptual importance of this
finding, it allows concrete crossfertilization between results
obtained for apparently very different systems.
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Within the dynamical test particle limit, the van Hove
function is expressed as a time-dependent one-body
density profile ρðr; tÞ; here r indicates position and t time.
Often one splits into self and distinct parts: ρðr; tÞ ¼
ρselfðr; tÞ þ ρdistðr; tÞ. At the initial time, the test (“self”)
particle is taken to be at the origin, and the distinct particles
are distributed according to the (static) pair correlation
function gðrÞ of the bulk liquid (as prescribed by Percus’
static test particle limit [47]). Hence, the initial conditions
at t ¼ 0 are ρselfðr; 0Þ ¼ δðrÞ and ρdistðr; 0Þ ¼ ρbgðrÞ,
where δð·Þ indicates the Dirac delta function, ρb is the

bulk fluid number density, and r ¼ jrj. Figure 1(a) and (b)
depicts an illustration. The dynamics of the van Hove
function are associated with time-dependent one-body self
and distinct currents, Jselfðr; tÞ and Jdistðr; tÞ, respectively.
The total van Hove current is the sum J ¼ Jself þ Jdist.
A continuity equation holds for each species:
∂ρα=∂t ¼ −∇ · Jα, where α ¼ self, dist labels the two
different species, and ∇ indicates the derivative with
respect to r. The partial one-body currents Jαðr; tÞ arise
from free diffusion and from internal interactions. Hence,
the one-body force density balance relation is

FIG. 1. Two-body dynamics of the hard sphere fluid. (a) Illustration of the van Hove dynamical two-body correlation function in a
bulk liquid of hard spheres of diameter σ at time t ¼ 0 and at t > 0 (b). (c)–(g) Results for the dynamical decay of the two-body structure
of a bulk liquid of hard spheres at packing fraction 0.35 at times t ¼ 0.1τ (left column), 0.3τ (middle column), and 0.6τ (right column)
and as a function of the scaled distance r=σ. (c) Total (ρ), self (ρself ), distinct (ρdist), and differential (ρΔ) parts of the van Hove function,
as indicated. The results from BD simulation (symbols) of the time evolution and from MC simulation (lines) of the corresponding
adiabatic state coincide on the scale of the plot. (d) Self part of the superadiabatic force density Fself

sup as obtained from BD (symbols) and
from PFT (solid line); also shown is the adiabatic self force density Fself

ad from MC simulation (blue symbols) and DFT (blue line). The
ideal self force density −kBT∇ρself is shown as a reference. (e) Distinct part of the superadiabatic force density Fdist

sup as obtained from BD
and from PFT. (f) Differential superadiabatic (drag) force density Gsup as obtained from BD (symbols) and from PFT (black line), and
differential adiabatic force density Gad as arising from the adiabatic self correction. (g) Species-independent superadiabatic force field
fsup as obtained from BD and from PFT, along with the theoretical viscous (fvisc ¼ −ρ−1δPvisc

t =δv) and structural contributions
(fstruc ¼ −ρ−1δPstruc

t =δv), where fsup ¼ fvisc þ fstruc. For the sake of clarity, the results in (d)–(g) at t ¼ 0.3τ and 0.6τ are multiplied by
factors of 2, 4, 8, or 16 as indicated.
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γJα ¼ −kBT∇ρα þ Fα
int; ð1Þ

where γ is the friction constant against the static back-
ground, kB is the Boltzmann constant, T indicates absolute
temperature, and Fα

intðr; tÞ is the internal force density
distribution that acts on species α. No external forces
act in the bulk system, and the time-dependent (non-
equilibrium) situation is solely introduced by the initial
conditions ραðr; 0Þ.
The internal force density consists of adiabatic (Fα

ad) and
superadiabatic (Fα

sup) contributions [37,38], according to
the sum Fα

int ¼ Fα
ad þ Fα

sup. Here Fα
adðr; tÞ is the force

density distribution in an equilibrium (“adiabatic”) system
that is defined to possess one-body density profiles ραadðrÞ
that are identical to those in the dynamical system at time t:
ραadðrÞ≡ ραðr; tÞ. This adiabatic construction is performed
at each point in time, and hence ραadðrÞ depends para-
metrically on t. The interparticle interaction potential in the
adiabatic system is identical to that in the original dynami-
cal system. The density distributions ραadðrÞ in the adiabatic
system are stabilized by species-dependent external poten-
tials Vα

adðrÞ, which are guaranteed to exist in the adiabatic
system due to the Mermin-Evans map of classical density
functional theory (DFT) [2,29].
The adiabatic force density can be obtained by direct

sampling in the adiabatic system [48] or, as we do here,
from the force balance in the adiabatic system:

Fα
ad ¼ kBT∇ρα þ ρα∇Vα

ad; ð2Þ

where all quantities on the right-hand side are known. In
practice, we use a variant of the custom flow iterative
method [48], where we sample the density profile at each
iteration step using Monte Carlo (MC) simulation and
adjust the external potentials Vα

adðrÞ accordingly [38] until
the sampled density profiles in the adiabatic system match
the dynamical (“target”) density profiles ραðr; tÞ.
Within classical density functional theory, the adiabatic

internal force density acting on species α is given by
Fα
adðr; tÞ ¼ −ραðr; tÞ∇δFexc=δραðr; tÞ, where Fexc is the

excess (over ideal gas) intrinsic Helmholtz free energy
functional. For the case of hard spheres, Rosenfeld’s
fundamental measure theory [33–36] constitutes an excel-
lent approximation for Fexc. We furthermore use the
“quenched” approach by Stopper et al. [8], where a self-
correction is applied in order to account for the fact that the
self density profile represents a single particle sharply
(rather than a grand ensemble average). This approach
avoids having to use canonical decomposition [49,50] in
order to generate results that are specific to fixed particle
number.
Within PFT, the superadiabatic force density is obtained

from a functional derivative of the superadiabatic excess
free power functional Pexc

t according to

Fα
supðr; tÞ ¼ −

δPexc
t

δvαðr; tÞ
; ð3Þ

where the derivative is taken at fixed density profiles,
and the species-resolved one-body velocity profile is
vαðr; tÞ ¼ Jαðr; tÞ=ραðr; tÞ. As an approximation, we use
a functional that consists of drag [43–45], viscous
[40–42,45,46], and structural [41,42,44] contributions,
Pexc
t ¼ Pdrag

t þ Pvisc
t þ Pstruc

t , according to

Pexc
t ¼ Cdrag

2

Z
drρselfρdistðvself − vdistÞ2

þ
Z

drdr0
Z

t

0

dt0n3n30ð∇ · vÞð∇0 · v0ÞKvisc

−
Z

drdr0
Z

t

0

dt0ðn30v0Þ2ð∇ · JÞKstruc; ð4Þ

whereCdrag is a constant and the kernelsKeðΔr;ΔtÞ, where
e ¼ visc; struc, depend on the relative spatial and temporal
distances Δr ¼ r − r0 and Δt ¼ t − t0; the local packing
fraction n3ðr; tÞ is obtained by convolution with ρðr; tÞ
[33–36]; ∇0 indicates the derivative with respect to r0, and
we use the shorthand n03 ≡ n3ðr0; t0Þ and v0 ≡ vðr0; t0Þ. Here
the total microscopic velocity profile is v ¼ J=ρ. We use
the diffusing memory form [46] for KeðΔr;ΔtÞ, which
consists of a product of a constant Ce that controls the
overall strength, an exponential decay with decay time
constant τe, and a diffusing Gaussian with diffusion
constant De. Explicitly the form is

KeðΔr;ΔtÞ ¼
Ce exp½−Δr2=ð4DeΔtÞ − Δt=τe�

ð4πDeΔtÞ3=2τe
: ð5Þ

The derivative Eq. (3), when applied to Eq. (4), yields
an explicit expression for Fα

sup, which we evaluate
below, using BD data for ρα and vα as input. We choose
the following set of parameters. The drag strength
is Cdrag ¼ 2.2γσ3. The values for viscous memory
kernel are identical to those used in Ref. [46]:
Cvisc¼5.8kBT=ðσ3τÞ, Dvisc ¼ 5.6σ2=τ, and τvisc ¼ 0.02τ.
The structural memory kernel has Cstruc ¼ 0.42kBTτ2=σ2,
Dstruc ¼ 0.25σ2=τ, and τstruc ¼ 0.8τ. Here the natural
(Brownian) timescale is τ ¼ γσ2=ðkBTÞ, where σ is the
hard sphere diameter. For standard colloids with diameter
σ¼ 1 μm dispersed in water at T ¼ 20°C, using
the Stokes-Einstein form for γ ¼ 3πησ [2] gives
γ ¼ 9.44 × 10−13 kg s−1, which yields τ ¼ 2.33 s. The
corresponding memory times are τvisc ¼ 0.046 s and
τstruc ¼ 1.87 s, i.e., values that are well inside of an
experimentally accessible range. Using larger colloids
[6,51] scales up the values for the memory times
accordingly; the particles used, e.g., for the (two-
dimensional) system of Ref. [6] are of size
σ ¼ 4.04 μm, which correspondingly upscales the values
for both memory times by a factor of 4.
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In order to gain further insight into the nature of the
relevant forces, we follow Ref. [45] and rewrite the internal
forces that act in a binary mixture as consisting of a
nonselective (“differential”) force field (fint) and a selective
(“total”) force density (Gint) such that the self and distinct
internal force density distributions, respectively, can be
expressed as

Fself
int ¼ ρselffint þGint; Fdist

int ¼ ρdistfint −Gint: ð6Þ

Using the new fields fint and Gint in the partial force density
balance Eq. (1) leads to equations of motion for the total
and for the “differential” motion,

γv ¼ −kBT∇ ln ρþ fint; ð7Þ

γJΔ ¼ −kBT∇ρΔ þ ρΔfint þ 2Gint; ð8Þ

where the differential van Hove current is JΔ ¼ Jself − Jdist,
and the differential van Hove function is ρΔ ¼ ρself − ρdist.
Solving the linear set of Eq. (6) yields

fint ¼ Fint=ρ; Gint ¼ ðρdistFself
int − ρselfFdist

int Þ=ρ; ð9Þ

which allows one to obtain results for fintðr; tÞ andGintðr; tÞ
[from the correlators on the right-hand sides of Eq. (9)].
Due to the linearity of the transformations Eq. (9), splitting
into adiabatic and superadiabatic contributions applies
according to fint ¼ fad þ fsup and Gint ¼ Gad þGsup.
Figure 1(c) presents results for the van Hove function of

hard spheres. Shown are the self and the distinct parts,
ρselfðr; tÞ and ρdistðr; tÞ, at three different representative
times: t=τ ¼ 0.1, 0.3, 0.6. The results are obtained using
event-driven BD computer simulations [52]. We use N ¼
1090 particles in a three-dimensional simulation box of size
15 × 10 × 10 σ3. The sampling is based on 106 time steps
of size 10−3τ, and hence an overall simulation time of 103τ.
Appropriate filling of histograms of particle pair distances
yields results for the van Hove function.
At the early time t ¼ 0.1τ (first column of Fig. 1), the

van Hove function has moderately decayed compared to its
initial condition. Over the course of time, cf. the results for
0.3τ (middle column) and 0.6τ (right column), the self
part broadens and its height correspondingly decreases.
The initial correlation hole in the distinct van Hove
function is gradually being filled. Besides these transport
processes, the initially pronounced oscillations at distances
r≳ σ decay.
We demonstrate the agreement of adiabatic and dynami-

cal density profiles in Fig. 1(c) by showing the MC
simulation results obtained from equilibrium sampling of
the adiabatic state, i.e., of the system in which the external
potential Vself

ad ðrÞ acts on the (single) self particle and
Vdist
ad ðrÞ acts on the remaining N − 1 particles. (As N is

large enough, we do not expect that finite size effects are

relevant.) Apart from very small numerical artifacts, clearly
the agreement of the dynamical and adiabatic density
profiles is excellent. Hence, we trust the results for the
adiabatic force densities (presented below) obtained
via Eq. (2).
Besides the self and distinct parts, we also show results

for the total van Hove function ρ ¼ ρself þ ρdist and
the differential van Hove function ρΔ ¼ ρself − ρdist in
Fig. 1(c). Clearly the spatial structuring of ρ is much
reduced upon disregarding the self-distinct labeling.
Nevertheless, as all particles in the system are ultimately
identical, and the self-distinct labeling was introduced for
mere bookkeeping purposes, one might wonder whether
the physically most relevant phenomena are revealed or are
rather hidden by the labeling.
In Fig. 1(d), we show results for the different contribu-

tions to the self force density. As a reference, we plot the
ideal contribution −kBT∇ρself , which tends to spread the
self peak in time. Here positive (negative) values of force
fields and force densities indicate the outward (inward)
direction. The adiabatic force density counteracts the ideal
part and hence tends to stabilize the self density peak. The
DFT results agree very satisfactorily with the MC data at all
times considered. The superadiabatic self force density
supports the effect of Fself

ad , but it has longer range and larger
magnitude at later times. Except for a slight overestimation
at time 0.1τ, the PFT reproduces this effect very well and
hence provides a mechanism for the slowing down of the
dynamics.
The contributions to the distinct force density, shown in

Fig. 1(e), show more complex, oscillatory behavior at both
earlier times. The ideal force density is again directly
related, via the spatial derivative, to the distinct density,
shown in Fig. 1(c). The oscillations of the distinct density
profiles are hence imprinted into the ideal force density and
their effect is to homogenize the density. As is the case for
the self part, the adiabatic force density counteracts this
effect and hence tends to stabilize the density oscillations.
The DFT results for Fself

ad are very satisfactory, with some
underestimation inside the core r≲ σ. The superadiabatic
distinct force density has complex spatial features. It tends
to slow down the decay of the spatial structure. At early
times, the magnitude is smaller than that of Fdist

ad , but this
relationship changes at later times where Fdist

sup becomes
dominant. Again, up to some deviations inside of the core,
the PFT describes Fdist

sup in very good agreement with the
BD data.
In Fig. 1(f), we show results for the contributions to the

differential force density Gint [as defined in Eq. (9)], which
is relevant for the differential equation of motion, Eq. (8).
Within the PFT, we can clearly identify that Gsup is solely
due to the drag effect, i.e., the friction generated by the
interflow of the self and distinct components. This result is
relevant for the hard sphere dynamics at long times. Taking
only the drag force as the dominant internal effect and
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balancing it with ideal diffusion, the long time self
diffusion coefficient follows as DL ¼ kBT=ðγ þ ρbCdragÞ.
Within this approximation, we obtain DL ¼ 0.38σ2=τ
(¼ 0.16 μm2=s for σ¼ 1 μm and τ ¼ 2.33 s as above),
which is in very reasonable agreement with our bare
simulation result of DL ¼ 0.32σ2=τ (¼ 0.14 μm2=s). In
contrast, the motion of the total van Hove function, for
which we show the relevant force fields in Fig. 1(g), is due
to both compressional viscosity and structural forces, with
both complex spatial and temporal behavior, which are well
captured by the PFT. Crucially, while the details of the
superadiabatic force fields vary depending on the type of
dynamical situation considered, regarding these as arising
from a kinematic functional Eq. (4) reveals their universal
characteristics.
In conclusion, we have traced the mechanisms that

govern the time evolution of the van Hove function for
hard spheres by identifying three different and universal
types of nonequilibrium force contributions, all of which
have been shown previously to be relevant across a broad
spectrum of nonequilibrium and driven systems. The forces
are due to (i) drag of the tagged (“self”) particle against the
surrounding fluid of distinct particles, (ii) volume (or
“bulk”) viscosity due to the correlation shells undergoing
compressional-expansional flow, and (iii) structural non-
equilibrium effects that stabilize the spatial liquid structure
against decay. The power functional approximation gen-
erates all three types of nonequilibrium force fields in
quantitative agreement with Brownian dynamics computer
simulation results. Our results hence demonstrate intimate
interrelationships between equilibrium and nonequilibrium
hard sphere properties.
It would be interesting to investigate in future work the

relationship of our findings to Rosenfeld’s excess entropy
scaling [53,54], as advanced by Truskett and his coworkers
[55,56], to the nonequilibrium Ornstein-Zernike framework
[57,58], and to the findings of Dyre and coworkers on
universality across systems with different interparticle
interaction potentials [59,60].
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Abstract

We study the dynamical decay of the van Hove function of Brownian hard spheres using
event-driven Brownian dynamics simulations and dynamic test particle theory. Relev-
ant decays mechanisms include deconfinement of the self particle, decay of correlation
shells, and shell drift. Comparison to results for the Lennard-Jones system indicates the
generality of these mechanisms for dense overdamped liquids. We use dynamical density
functional theory on the basis of the Rosenfeld functional with self interaction correction.
Superadiabatic forces are analysed using a recent power functional approximation. The
power functional yields a modified Einstein long-time self diffusion coefficient in good
agreement with simulation data.
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1 Introduction

Even a homogeneous liquid at equilibrium has microscopic motion. Although the average one-
body density profile is constant in space and in time, the underlying particle motion is vigorous
at the particle scale. The van Hove function is the fundamental two-body correlation function
to characterise the dynamics of bulk liquids [1–3]. Given a particle at the origin at time t = 0,
the van Hove function G(r, t) gives the probability density of finding a particle at a distance r
away from the origin at time t. The van Hove function can be measured experimentally via
confocal microscopy [2, 4] or by measuring its Fourier transform, the intermediate scattering
function, and then inverse Fourier transforming to real space [3, 5]. Studying the van Hove
function yields significant insight into the dynamics of simple and complex systems. Notable
examples thereof include cage formation in nematic and smectic liquid crystals [6], de Gennes
narrowing of liquid iron [7], self-motion of water [5] and the dynamics of colloid-polymer
mixtures [8]. Likewise, much effort has been made to gain a theoretical understanding of the
dynamics of the van Hove function itself. Medina-Noyola and coworkers presented a series of
insightful studies based on generalised Langevin equations [9–18]. Weysser et al. used mode-
coupling theory in comparison to Langevin dynamics simulations [19]. The closely related
problem of complex memory in molecular dynamics has recently received much attention [20–
24].

For t = 0, the van Hove function is proportional to the radial distribution function g(r)∝
G(r, 0). The asymptotic decay of g(r) at large distances r has been the subject of intens-
ive study for a broad range of model liquids. Fisher and Widom, when studying in a one-
dimensional model the decay of correlations at walls, found that a line in the temperature-
density plane separates the phase diagram into a region of monotonic decay and a region of
oscillatory decay [25]. The Fisher-Widom line separates the two classes of universal decay, in
the sense that the type of decay applies not only to the behaviour of liquids at interfaces, but
also to the large distance behaviour of the bulk liquid radial distribution function [26,27], see
e.g. [28–32] for studies in a variety of systems.

Classical density functional theory (DFT) [33, 34] has proven to be a powerful tool in
the study of soft condensed matter [35]. A particular success was the development of fun-
damental measure theory (FMT) for the description of the hard sphere liquid [35–38]. DFT
provides two pathways to calculating the radial distribution function. The Ornstein-Zernike
equation relates the radial distribution function to the direct correlation function [3], which
can be calculated from functionally differentiating the free energy functional [3]. This path
was recently shown to be accessible even in inhomogeneous situations [39, 40]. (A nonequi-
librium Ornstein-Zernike equation for time-dependent systems was proposed by Brader and
Schmidt [41, 42].) Alternatively to the Ornstein-Zernike route, the radial distribution func-
tion can be calculated via Percus’ static test particle limit [43]. Here, a system is put under
the influence of an external potential that corresponds to the pair potential of one particle
fixed at the origin. The equilibrium density distribution of the system is then proportional to
g(r) [3,43]. For applications of the static test part limit, see e.g. [28,29,44,45].

A similar mapping of two-body correlations to one-body distributions is possible for the
van Hove function. This dynamic test particle limit was first presented using dynamic density
functional theory (DDFT) [46, 47]. DDFT [34, 48, 49] is an extension of DFT, which is based
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upon approximating the effects of interparticle interactions as those calculated from a free
energy functional via the adiabatic construction [50], in order to obtain the time evolution
of a non-equilibrium system. The dynamic test particle limit, just as its static counterpart,
splits all particles in a system into a single tagged (‘self’) particle and the remaining (‘distinct’)
particles. Starting from an equilibrium configuration with the self particle fixed at the origin,
the self particle is released and the system evolves in time. Its one-body density profile is
then proportional to the van Hove function. The dynamic test particle approach was imple-
mented for the Lennard-Jones liquid within Brownian dynamics simulations by Schindler and
Schmidt [51]. Brader and Schmidt presented a formally exact formulation of the dynamic test
particle limit using power functional theory (PFT) [52,53]. The power functional framework
provides a systematic way to improve upon the well-known defects of DDFT, such as the over-
estimation of relaxation rates [48,54]. At the core of PFT is the formally exact splitting of the
time-dependent one-body internal force field into adiabatic and superadiabatic contributions.
The former can be obtained from the equilibrium free energy functional, and the latter consti-
tute genuine nonequilibrium, flow-dependent forces that are generated by the superadiabatic
power functional.

There is much recent and renewed interest in the dynamics of the van Hove function. Stop-
per et al. studied the van Hove function of a hard sphere liquid at densities up to 0.76σ−3, using
dynamic density functional theory (DDFT) with a partially linearised White Bear Mk. 2 excess
free energy functional [55]. The authors also carried out kinetic Monte Carlo simulations.
They subsequently improved upon their approach by introducing a ‘quenched’ excess free en-
ergy functional to address the problem of self interactions within the self density component.
Furthermore, they introduced an inhomogeneous particle mobility correction to the DDFT
equation of motion [56]. More recently, they extended their approach to two-dimensional
hard discs and found good agreement of their results with experimental data obtained by video
microscopy of a two-dimensional colloidal suspension of melamine formaldehyde particles [4].

Despite these successes, studies of the van Hove function with DDFT systematically neglect
superadiabatic effects by construction [46,47]. Recently, we have combined viscoelastic, drag-
like and structural forces to obtain an approximation for superadiabatic forces in the dynamics
of the hard sphere van Hove function [57]. This work builds upon an approximation developed
for viscoelastic forces in a sheared system of hard spheres [58] and approximations developed
for drag-like and structural forces in a binary system of counter-driven hard spheres [59].
In [57], we have shown that superadiabatic forces contribute significantly to the internal force
field at all times. Our approximation describes the internal force field accurately starting at
short times t > 0.3τ up to at least t = 1.5τ, where τ ≡ σ2/D is the intrinsic Brownian
timescale of the system, with particle diameter σ and diffusion constant D.

Here, we expand on our previous study [57]. We investigate the van Hove function of a
bulk hard sphere liquid at bulk density ρB ≈ 0.73σ−3 (packing fraction η ≈ 0.38). Although
the hard sphere model liquid is simple, both its static and dynamic properties are often con-
sidered to be universal and taken to represent a much wider range of systems [3, 60]. Using
event-driven Brownian dynamics simulations (BD) [61], we obtain the van Hove function it-
self as well as the internal force field acting in this system. We compare the dynamic structural
decay of the van Hove function for hard spheres with results for the Lennard Jones liquid [51].
The adiabatic contributions to the internal force field are calculated using Monte Carlo simu-
lations [62, 63] and DDFT [48, 49] in the dynamic test particle limit. For the latter method,
we evaluate the accuracy of two modifications of the free energy functional, which correct for
unphysical self interactions of the test particle within the dynamic test particle limit [55,56].
Since adiabatic forces vanish in the long-time behaviour of the van Hove function, the DDFT
approximation asymptotically approaches ideal diffusion, and hence fails to model collective
slowing down. Therefore, we examine the superadiabatic contributions to the internal force
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field that governs the time evolution of the van Hove function. The construction of our previ-
ously presented PFT approximation [57] for the superadiabatic force field is shown in detail.
Finally, we use the PFT approximation to calculate the long-time diffusion constant of the self
part of the van Hove function and compare it to simulation results to evaluate the accuracy of
the approximation.

This paper is structured as follows: Section 2 describes in detail the models, theory and
algorithms used in our work. Section 3 presents results. Starting with the radial distribution
function, we examine the dynamic structural decay of the hard sphere van Hove function in BD
and DDFT and also compare with the van Hove function of the Lennard-Jones liquid. Lastly,
we identify adiabatic and superadiabatic contributions to the internal force field using MC
simulation and present our PFT approximation for superadiabatic forces. We summarise and
give an outlook in section 4.

2 Model and Theory

2.1 Brownian Dynamics

We consider a system of N monodisperse hard spheres with diameter σ. The particle positions
r1, . . . , rN ≡ rN evolve in time according to the Langevin equation of motion

γṙi(t) = fint,i(r
N ) + fext(ri , t) +

Æ

2γkBTRi(t), (1)

where γ≡ kBT/D is the friction constant of the particles against the implicit solvent, fint,i(rN ) =
−∇iu(rN ) is the internal force that all other particles exert on particle i = 1, . . . , N due to
the interparticle interaction potential u(rN ). Furthermore, fext(r, t) is an external one-body
force field that in general drives the system out of equilibrium, and Ri(t) is a delta-correlated
Gaussian white noise with 〈Ri(t)〉 = 0 and




Ri(t)R j(t ′)
�

= δ(t − t ′)δi j1, where δ(·) is the
Dirac distribution, δi j indicates the Kronecker delta, and 1 is the 3×3 unit matrix. The intrinsic
(Brownian) timescale of the system is τ.

Since for hard spheres the interparticle interaction potential is discontinuous at contact,
integration of the equation of motion (1) requires specifically adapted algorithms. One state-
of-the-art algorithm is event-driven Brownian dynamics [61], which we apply to the bulk dy-
namics where fext(r, t) = 0. We choose a fixed timestep ∆t. (See [64] for adaptive Brownian
dynamics for soft potentials.) At the beginning of a simulation step, the particle velocities are
randomised according to the Maxwell distribution. The particles are then moved according to
the laws of ballistic motion with elastic collisions. Potential particle collisions are detected in
advance and handled in the order at which they occur. Once the time ∆t has passed in the
simulation timeframe, the particle velocities are again randomised and the process is repeated.

2.2 One- and Two-Body Correlation Functions

In a general nonequilibrium situation, the behaviour of the liquid can be characterised by the
time-dependent one-body density and current distributions. The density distribution is defined
as

ρ(r, t) =

® N
∑

i=1

δ(r− ri(t))

¸

, (2)

where 〈·〉 indicates an instantaneous average over the noise and over initial microstates. The
one-body current distribution is defined as

J(r, t) =

® N
∑

i=1

δ(r− ri(t))vi(t)

¸

, (3)
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where, in a numerical simulation, the velocity vi(t) of particle i must be calculated with a
finite difference of the particle position, centred at time t [65]. We calculate the current
distribution in our BD simulations in this manner. The density distribution is connected to the
current distribution via the continuity equation

∂

∂ t
ρ(r, t) = −∇ · J(r, t), (4)

where∇ denotes the derivative with respect to r. Given a current J(r, t) and an initial condition
ρ(r, 0), the time evolution of the density distribution follows from the continuity equation. In
this work, we study a liquid in equilibrium without external fields, so the total density field
is always constant and the total current distribution vanishes at all times. However, using the
dynamic test particle limit [53] enables us to express time-dependent two-body quantities via
one-body quantities in a suitably constructed setup, which then acquires an inhomogeneous
density distribution and nonzero current (see Sec. 2.3).

The van Hove function [1, 3] is a dynamical two-body correlation function, defined for a
bulk fluid as

G(r, t) =
1
N

*

N
∑

i=1

N
∑

j=1

δ
�

r+ r j(0)− ri(t)
�

+

. (5)

The van Hove function measures the probability of finding a particle at r at time t, given that
there was a particle at the origin at time zero. In equilibrium without external forces, G(r, t)
is radially symmetric, and thus depends only on the modulus r = |r|, i.e. G(r, t). The double
sum in (5) can be split according to

G(r, t) =
1
N

® N
∑

i=1

δ (r+ ri(0)− ri(t))

¸

+
1
N

*

N
∑

i=1

N
∑

j 6=i

δ
�

r+ r j(0)− ri(t)
�

+

(6)

≡ Gs(r, t) + Gd(r, t), (7)

where Gs(r, t) is the self part of the van Hove function and Gd(r, t) is its distinct part.

2.3 Dynamic Test Particle Limit

While the van Hove function is a dynamical two-body correlation function, it can be equival-
ently expressed in terms of time-dependent one-body quantities of a system with a specifically
constructed initial condition [46]. In a system of N identical particles in volume V , one par-
ticular particle is selected as the test (or self) particle. The system is prepared such that the
test particle is at the origin, with the N − 1 remaining particles (the distinct particles) be-
ing in equilibrium around the test particle. For N , V → ∞ with the bulk number density
ρB = N/V = const, the self particle is distributed according to the self density distribution

ρs(r, 0) = δ(r), (8)

and the distinct particles are distributed according to the distinct density distribution

ρd(r, 0) = ρB g(r), (9)

where the normalisation is such that
∫

V
drρs(r, t) = 1 (10)

∫

V
drρd(r, t) = N − 1. (11)

5

5. Publications

74



SciPost Physics 2 MODEL AND THEORY

By starting from this special initial condition, we obtain for the self density distribution the
correspondence

ρs(r, t) = Gs(r, t), (12)

whereas the distinct particles have the density distribution

ρd(r, t) = Gd(r, t). (13)

The test particle correspondence can be used to calculate the van Hove function with an ap-
proach that delivers microscopic dynamics on the one-body level, such as DDFT or PFT (see
Secs. 2.4, 2.5). The time evolution can be expressed in terms of self and distinct currents
Jα(r, t), where α = s, d is a label for the self or distinct part. The continuity equation relates
van Hove current and density according to

∂

∂ t
Gα(r, t) = −∇ · Jα(r, t). (14)

The current arises from a force balance relationship [53,66]

γJα(r, t) = −kBT∇Gα(r, t) + Gα(r, t)fint,α(r, t), (15)

where −kBT∇Gα(r, t) is the ideal force density and fint,α(r, t) is the internal force acting on
Gα(r, t). The (species-labelled) internal force density is the product

Fint,α(r, t) = Gα(r, t)fint,α(r, t). (16)

In BD simulation, we can sample the species-labelled current using (3) by considering either
only the distinct particles or only the self particle. Results for Fint,α(r, t) can then be calculated
using (15).

The force density Fint,α(r, t) consists of an adiabatic and a superadiabatic contribution,

Fint,α(r, t) = Fad,α(r, t) + Fsup,α(r, t), (17)

where the adiabatic force density Fad,α(r, t) is defined via the adiabatic construction [50]: At
each fixed point in time t, one chooses a pair of external potentials Vad,s(r, t) and Vad,d(r, t)
that act on the test particle and on the distinct particles respectively, such that the equilib-
rium densities ρs(r, t) and ρd(r, t) under the influence of these potentials match the van Hove
function at that point in time. Hence the matching condition is

ρα(r, t) = Gα(r, t). (18)

The adiabatic force field fad,α(r, t) ≡ Fad,α(r, t)/ρα(r, t) is then defined as the internal force
acting in this equilibrium system [50]. This force can be identified from a known adiabatic
external potential Vad,α(r, t) via

fad,α(r, t) =∇Vad,α(r, t) + kBT∇ ln (ρα(r, t)) . (19)

For a known internal force density Fint,α(r, t), the superadiabatic force density can then be
easily calculated by subtracting Fad,α(r, t) from Fint,α(r, t) (see eqn. (17)).

The adiabatic construction can be performed either with DFT or with particle-based com-
puter simulation. In DFT, the adiabatic force field is directly available from the excess free
energy functional via

fad,α(r, t) = −∇
δFexc[ρs,ρd]
δρα(r, t)

. (20)

In simulation, iterative methods can be applied to find the adiabatic potentials Vad,s(r, t) and
Vad,d(r, t) [65,67]. Using simulations has the advantage of being exact up to stochastic fluctu-
ations and finite size effects. We choose this procedure to analyse adiabatic force profiles for
a few representative points in the time evolution of the van Hove function, using Metropolis
Monte Carlo simulation to obtain the adiabatic density profiles.
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2.4 Dynamic Density Functional Theory

Dynamic density functional theory (DDFT) [34, 48, 49] is a method of calculating the time
evolution of a one-body density distribution. In the case of an M -component mixture, we
have M density components ρα(r, t) and M current components Jα(r, t) with α = 1, . . . , M .
Each current component is approximated by the adiabatic current

γJad
α (r, t) = ρα(r, t)

�

fext,α(r, t)−∇
δF[{ρα(r, t)}]
δρα(r, t)

�

, (21)

where fext,α(r, t) is an external force on component α and F[{ρα}] is the free energy functional

F [{ρα}] = Fexc [{ρα}]

+
M
∑

α=1

kBT

∫

drρα(r, t)
�

lnΛ3ρα(r, t)− 1
�

, (22)

with thermal de Broglie wavelength Λ and excess free energy functional Fexc[{ρα}]. By insert-
ing (21) and (22) into (4), we obtain the DDFT equation of motion [34,48,49]

γ
∂

∂ t
ρα(r, t) = kBT∇2ρα(r, t)

+∇ ·ρα(r, t)
�

∇
δFexc[{ρα}]
δρα(r, t)

− fext,α(r, t)
�

. (23)

Here, the implicit assumption is made that the adiabatic current is a fair representation of
the total current in the system. However, in many cases, this assumption does not hold (see
e.g. [50,58,68]) and we will investigate this point for the present problem below.

The test particle limit can be treated in DDFT as a special case of a binary mixture. The
density is then a mixture of a self component ρs(r, t), representing the test particle, and a dis-
tinct component ρd(r, t), representing the rest of the system. The accuracy of results obtained
using DDFT hinges upon having a reliable approximation of the excess free energy functional,
which is not known exactly for any kind of interacting particles, save for e.g. the case of hard
rods in one dimension [3, 38, 69, 70]. Since the interactions of the constituent particles of
both of the density components in the test particle limit are identical, one could think that the
excess free energy functional is simply Fexc[ρs,ρd] = Fexc[ρs + ρd]. One would then apply
the appropriate one-component excess free energy functional. However, equilibrium DFT is
constructed in the grand canonical ensemble, which means that a density profile normalised
to unity represents an average of one particle, instead of exactly one particle [71]. This leads
to unphysical self-interactions within the self density component [47].

Stopper et al. proposed in Ref. [55] a partially linearised approach, where, for the calcula-
tion of the forces on the self density component, the contribution of ρs(r, t) to the excess free
energy functional is expanded around ρs(r, t) = 0, while the force field acting on the distinct
component is calculated using the full, i.e. unlinearised, functional. In a follow-up paper [56],
they furthermore proposed a ‘quenched’ free energy functional

Fexc,q[ρs,ρd] = Fexc[ρs +ρd]− Fexc[ρs], (24)

and found that the accuracy of their results for G(r, t) were greatly increased over the prior
method. To further evaluate the accuracy of both the partially linearised and the quenched
free energy functional, we calculate reference data for the adiabatic force field using Monte
Carlo simulation. This allows us to compare these quasi-exact results to approximate forces
obtained using the free energy functional. As a base one-component functional, we choose
the White Bear Mk. 2 free energy functional [72] with tensorial modification [73], which is
known to perform very well, even up to high densities, see e.g. [74].
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2.5 Power Functional Theory

The phenomenological equation of motion (23) of DDFT does not capture the full non-equi-
librium dynamics of many-particle systems. Important physical effects such as drag [59], vis-
cosity [58,75] and structural non-equilibrium forces [59,76–82,82] are absent. PFT provides
a formally exact method for including such effects and for calculating the full current in a
non-equilibrium system [52]; see Ref. [66] for a pedagogical introduction to the framework.
Both adiabatic forces, which give rise to the adiabatic current Jad(r, t) via equation (21), but
also superadiabatic forces, which characteristically depend functionally on both the density
profile and on the current distribution, are included. It has been shown that superadiabatic
forces can be of very significant magnitude and that they are in general not trivially related to
the adiabatic forces [68,76].

The full current of an overdamped M -component liquid can be calculated in PFT in prin-
ciple from a functional derivative of the total free power functional Rt [{ρα,Jα}] via

δRt[{ρα,Jα}]
δJα(r, t)

= 0 (min), (25)

where Rt[{ρα,Jα}] is minimal at the solution Jα(r, t) to this implicit equation [52]. The func-
tional consists of physically distinct contributions according to

Rt[{ρα,Jα}] = Ḟ[{ρα}] +
∑

α

P id
t [ρα, Jα] + Pexc

t [{ρα, Jα}]−
∑

α

X t[ρα,Jα]. (26)

These contributions comprise the time derivative of the free energy functional (22)

Ḟ[{ρα}] =
∑

α

∫

dr Jα(r, t) · ∇
δF [{ρα}]
δρα(r, t)

, (27)

the ideal dissipation functional

P id
t [ρα,Jα] =

γα
2

∫

dr
J2
α(r, t)

ρα(r, t)
, (28)

and the external power X t due to the external potential Vext,α(r, t) and external forces fext,α(r, t) =
−∇Vext,α(r, t) + fnc,α(r, t), with non-conservative external forces fnc,α(r, t), given by

X t[ρα, Jα] =

∫

dr
�

Jα(r, t) · fext,α(r, t)−ρα(r, t)V̇ext,α(r, t)
�

. (29)

The genuine nonequilibrium contributions in (26) are contained in the superadiabatic excess
free power functional Pexc

t [{ρα, Jα}]. Thus, from inserting (26) into (25), we obtain the Euler-
Lagrange equation [53]

γ
Jα(r, t)
ρα(r, t)

= γvα(r, t) =

−∇
δF [{ρα}]
δρα(r, t)

−
δPexc

t [{ρα,Jα}]
δJα(r, t)

+ fext(r, t). (30)

The superadiabatic free power functional generates the superadiabatic interparticle force field
via

fsup,α(r, t) = −
δPexc

t [{ρα,Jα}]
δJα(r, t)

. (31)

Setting Pexc
t = 0, the PFT equation of motion (30) reduces to the DDFT (21).
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Just like Fexc in DFT, Pexc
t is not known exactly and must be approximated in practice. We

recently presented an approximation for superadiabatic forces in the dynamics of the van Hove
function [57]. Here, the superadiabatic free power functional consists of three contributing
functionals

Pexc
t [ρs,ρd, Js, Jd] =

Pvisc
t [ρ,J] + Pstruc

t [ρ,J] + Pdrag
t [ρs,ρd,v∆], (32)

where Pvisc
t [ρ,J], Pstruc

t [ρ, J] and Pdrag
t [ρs,ρd,v∆] are the contributions due to viscoelasti-

city, structural forces, and drag, respectively. The latter functional depends on the species-
labelled density profiles ρα(r, t) and on the difference of the species-labelled velocity fields
v∆(r, t) = vs(r, t) − vd(r, t). The former two functionals depend only on the total current
J(r, t) = Js(r, t) + Jd(r, t) and on the total density profile ρ(r, t) = ρs(r, t) + ρd(r, t). Each
of these contributions is based on functionals developed previously for repulsive spheres in
nonequilibrium situations [58, 59, 75, 76]. We describe the mathematical structure of each
functional in the following.

The viscoelastic contribution is based on the velocity gradient functional presented by de
las Heras and Schmidt [75]. Treffenstädt and Schmidt extended this functional with a concrete
approximate form for the memory kernel [58] in a study of the hard sphere liquid under
inhomogeneous shear. They showed that this functional describes very accurately viscoelastic
effects in the sheared hard sphere system. The general viscoelastic functional form is given by

Pvisc
t [ρ, J] =
∫

dr

∫

dr′
t
∫

−∞

dt ′ρ(r, t)[η(∇× v) · (∇′ × v′)

+ ζ(∇ · v)(∇′ · v′)]ρ(r′, t ′)K(r− r′, t − t ′), (33)

where v≡ v(r, t), v′ ≡ v(r′, t ′) is a shorthand notation and η and ζ are constants. Here, K(r, t)
is a memory kernel, which describes the interaction of the system with its own past, given by

K(r, t) =
e−r2/(4DM t)−t/τM

(4πDM t)3/2τM
Θ(t), (34)

with memory time τM and memory diffusion constant DM. (For simplicity, we assume that
K(r, t) is identical for the rotational and divergence contributions in (33).) In the case of the
bulk van Hove function, Pvisc

t [ρ,J] simplifies, since ∇× v = 0 due to symmetry. In addition,
we replace the local density ρ(r, t) by the weighted density n3(r, t) of FMT, to better capture
packing effects. The weighted density n3(r, t) is calculated by a convolution of the local density
ρ(r, t) with a weight function

ω3(r) = Θ(σ/2− |r|), (35)

where Θ(·) is the Heaviside step function. From (33), we hence obtain the explicit functional
form

Pvisc
t [ρ,J] =

Cvisc

2

∫

dr

∫

dr′
t
∫

0

dt ′n3(r, t)(∇ · v)

(∇′ · v′)n3(r
′, t ′)K(r− r′, t − t ′). (36)

The drag contribution in (32) was originally proposed by Krinninger et al. [83, 84] and
subsequently used by Geigenfeind et al. [59], who studied a binary mixture of monodisperse
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hard spheres that are driven against each other and hence display nonequilibrium lane forma-
tion [85]. They identified a drag force between the two species of the liquid. Here, we use their
functional to approximate the drag force between the test particle and the distinct particles

Pdrag
t [ρs,ρd,v∆] =

Cdrag

2

∫

drρs(r, t)ρd(r, t)v2
∆(r, t), (37)

with prefactor Cdrag. The drag functional (37) models the friction between the different
particle species, when they move in opposite directions.

Geigenfeind et al. [59] also proposed two structural functionals. The respective resulting
structural forces create inhomogeneity in the density profile of a nonequilibrium system [59,
76,79]. We apply a structural force term similar to eqn. (51) in [59]:

Pstruc
t [ρ, J] = −Cstruc

∫

dr

∫

dr′
t
∫

0

dt ′∇ · J(r, t)

K(r− r′, t − t ′)n2
3(r
′, t ′)v2(r′, t ′), (38)

where Cstruc is a prefactor, and K(r, t) is a memory kernel of the form (34), but with different
parameters DM and τM as used in the viscoelastic functional (36).

The functionals (36) - (38) and the corresponding superadiabatic forces that result from
functional differentiation according to (31) fall into two different categories, as characterised
by the symmetry between the force fields acting on the self and distinct density components,
respectively. In the category of total forces, the force fields fs(r, t) and fd(r, t) acting on the
self and distinct density components, respectively, are identical: fs(r, t) = fd(r, t). This means
that the force field from these functionals does not depend on species-labelled information,
but rather depends only on the total density and current in the test particle system.

On the other hand, in the category of differential forces, the force densities Fs(r, t) and
Fd(r, t) acting on the two density components are equal in magnitude, but opposite in dir-
ection: Fs(r, t) = −Fd(r, t). The two categories were developed by Geigenfeind et al. for a
binary colloidal system [59], but they are general and hence apply in the context of the van
Hove function as well.

For Pdrag
t [ρ, J], the force density components satisfy the relation

Fdrag
s (r, t)≡−

δPdrag
t [ρs,ρd,v∆]
δvs(r, t)

=− Cdragρs(r, t)ρd(r, t)v∆(r, t) (39)

=− Fdrag
d (r, t).

Thus, the drag functional falls into the differential category, and the total drag force density
vanishes,

Fdrag
sup (r, t) = Fdrag

s (r, t) + Fdrag
d (r, t) = 0. (40)

This implies that there is no total drag force due to this functional. (See Refs. [82,86] for exact
force sum rules that stem from Noether’s Theorem.)

Geigenfeind et al. [59] defined the differential force density G(r, t) as a linear combination
of species-resolved force densities

G(r, t)≡
ρd(r, t)
ρ(r, t)

Fs(r, t)−
ρs(r, t)
ρ(r, t)

Fd(r, t). (41)
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(Note that G(r, t) is not to be confused with the van Hove function Gα(r, t), α = s, d.) In the
case of the drag functional (37) we obtain (41) explicitly as

Gdrag(r, t) = Cdrag
ρs(r, t)ρd(r, t)

ρ(r, t)
v∆(r, t)ρ∆(r, t), (42)

with differential density ρ∆(r, t) = ρs(r, t)−ρd(r, t).
In contrast, the force fields generated by the functionals Pvisc

t [ρ,J] and Pstruc
t [ρ,J] fall

into the category of total forces. Therefore, the viscoelastic force density Fvisc
α (r, t) for the

component α= s, d is

Fvisc
α (r, t) = −ρα(r, t)

δPvisc
t [ρ,J]

δJ(r, t)
≡ ρα(r, t)fvisc(r, t), (43)

where fvisc(r, t) is species-independent. The differential force density due to the viscoelastic
functional (36) vanishes,

Gvisc(r, t) =
ρd(r, t)
ρ(r, t)

Fvisc
s (r, t)−

ρs(r, t)
ρ(r, t)

Fvisc
d (r, t)

=
ρs(r, t)ρd(r, t)

ρ(r, t)

�

fvisc(r, t)− fvisc(r, t)
�

= 0, (44)

and the same holds true for the structural superadiabatic force density that is generated from
the functional (38). Thus, splitting of superadiabatic forces into total force fsup(r, t) and dif-
ferential force density Gsup(r, t), instead of using the species-resolved force density Fs(r, t) and
Fd(r, t), is helpful to identify the underlying physics of the different force terms. Summarising,
we obtain within our approximation the total force

fsup(r, t) =−
δPvisc

t [ρ, J]

δJ(r, t)
−
δPstruc

t [ρ,J]

δJ(r, t)
(45)

=
Cvisc

2ρ(r, t)

∫

dr′
t
∫

0

dt ′n′3
�

∇′ · v′
�

∇ (n3K)− Cstruc

∫

dr′
t
∫

0

dt ′n′3v′2∇K , (46)

where n′3 ≡ n3(r′, t ′), n3 ≡ n3(r, t) and K ≡ K(r− r′, t − t ′) is a shorthand notation, and the
differential force density

Gsup(r, t) = −
δPdrag

t [ρs,ρd,v∆]
δv∆(r, t)

= Gdrag(r, t), (47)

with Gdrag(r, t) as defined in (42).

2.6 Long-Time Self Diffusion

At long times t � τ, much of the structure of the van Hove function disappears. To obtain
a simplified approximation for the long-time decay of the van Hove function, we make the
following assumptions, which shall be supported below by observations made in BD simulation
(see Sec. 3.2 and 3.3). We take the self density profile to be a Gaussian that diffuses in time
with the long-time diffusion constant DL,

ρs(r, t) = (4πDL t)−3/2 exp

�

−
r2

4DL t

�

, (48)
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where the value of DL is yet to be determined. The density profile that represents the total van
Hove function is assumed to be uniform and constant,

ρ(r, t)≡ ρs(r, t) +ρd(r, t) = ρB, (49)

hence any deviations from this infinite time behaviour are neglected. Under the assump-
tion (49), the adiabatic force field vanishes everywhere. By inverting the spatial derivative
in the continuity equation (14), we can identify the self velocity field that corresponds to (48)
as

vs(r, t) =
r

2t
êr , (50)

where êr is the radial unit vector. From (49) it follows further that the self and distinct current
fields are equal in magnitude and opposite in direction, Js(r, t) = −Jd(r, t) and thus the total
current vanishes,

J(r, t) = 0. (51)

Hence, the viscoelastic (36) and structural superadiabatic forces (38), which depend only on
the total density and total current, vanish as well. The only remaining forces are the ideal
force, which drives the long-time diffusion, and the superadiabatic drag force, which slows
this process down.

The PFT Euler-Lagrange equation (30) hence simplifies under the above assumptions to

δP id
t [Js]

δJs(r, t)
+∇

δFid[ρs]
δρs(r, t)

+
δPdrag

t [ρs,ρd,v∆]
δJs(r, t)

= 0. (52)

We show in the following that (52) can be solved analytically. After plugging in the above
forms of the density field (48), the self velocity (50) and the current field (51), we obtain for
the ideal dissipation functional given by (28)

δP id
t [Js]

δJs(r, t)
≡ γvs(r, t) = γ

r
2t

êr , (53)

then for the ideal diffusion functional

∇
δFid[ρs]
δρs(r, t)

≡ kBT∇ ln
�

Λ3ρs(r, t)
�

= −kBT
r

2DL t
êr , (54)

and finally for the superadiabatic drag force

δPdrag
t [ρs,ρd,v∆]
δJs(r, t)

= Cdragρd(r, t) (vs(r, t)− vd(r, t))

= Cdrag (vs(r, t)ρd(r, t)− Jd(r, t))

= Cdrag (vs(r, t)ρd(r, t) + Js(r, t))

= Cdrag (vs(r, t)ρd(r, t) + vs(r, t)ρs(r, t))

= Cdragvs(r, t) (ρd(r, t) +ρs(r, t))

= CdragρBvs(r, t)

= CdragρB
r

2t
êr . (55)

A comparison of coefficients in (52) leads to the relation

γ−
kBT
DL
+ CdragρB = 0, (56)
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which results in a modified Einstein relation for the long-time self diffusion in an interacting
system given by

DL =
kBT

γ+ CdragρB
. (57)

Below we test the approximation (57) by comparing the resulting behaviour of the diffusion
coefficient DL with simulation results.

The decrease of DL that results from a finite value Cdrag > 0 according to equation (57)
is an entirely superadiabatic effect. Going through the above derivation on the basis of the
DDFT alone leads to the trivial results DL = kBT/γ, analogous to formally setting Cdrag = 0 in

equation (57). Hence the power functional ansatz for Pdrag
t , see equations (37) and (55), links

drag (due to interflow of the self and distinct components) with the long time self diffusion
coefficient.

2.7 Simulation Parameters

We simulate N = 1090 hard spheres in a box of size 10× 10× 15 σ3 with periodic boundary
conditions, resulting in a bulk density ρB ≈ 0.73σ−3 and a packing fraction η ≈ 0.38. The
same parameters were used in [57]. We take 106 simulation snapshots over a simulation time
of 103τ to calculate observables.

Simulations of the Lennard-Jones liquid were carried out with N = 500 particles at mean
number density ρ = 0.84σ−3 and absolute temperature kBT = 0.8ε in a box with periodic
boundary conditions, where ε sets the energy scale of the Lennard-Jones interparticle interac-
tion potential

ΦLJ(r) = 4ε
�

�σ

r

�12
−
�σ

r

�6�

, (58)

with particle distance r. The potential is truncated at rc = 4σ.
The DDFT calculations are carried out in a spherical box with radius 32σ and a radial

discretisation step of∆r = 2−7σ = 7.8125·10−3σ, beyond which both density components are
continued as a constant. The integration time step is 10−6τ. The code is available online [87].

3 Results

3.1 Radial Distribution Function

As a consistency check, we first calculate the equilibrium radial distribution function g(r) from
BD simulation data and compare the results with those obtained using DFT. The latter are used
as an initial condition for our DDFT calculations. As described above, at t = 0 the distinct part
of the van Hove function is equal to the radial distribution function g(r) = Gd(r, 0)/ρB. For
hard spheres, g(r) is zero for r < σ, which corresponds to the excluded volume around the
test particle, see figure 1. Starting at r = σ and going away from the origin, each subsequent
local maximum of g(r) corresponds to a correlation shell of particles around the test particle.
The height of these maxima decays rapidly, with an exponential envelope, as the distance to
the test particle increases. The asymptotic decay at large distances r follows an exponentially
damped oscillating law

r
σ
(g(r)− 1) = Ãe−α̃0r cos (α̃1r − θ ) (59)

with amplitude Ã, inverse decay length α̃0, wave number α̃1 and phase shift θ [88]. When
plotting ln (r |g(r)− 1|/σ) against r (see figure 1 (b)), the exponential envelope is clearly
identifiable in the diagram as a straight line along which a sequence of local maxima visibly
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Figure 1: The radial distribution function g(r) of a hard sphere liquid as a function of
the distance r/σ at packing fraction η≈ 0.38. Results from FMT (dash-dotted purple
line) are compared to BD simulation (full green line). Panel (a) shows the radial dis-
tribution function on a linear scale. Panel (b) shows the deviation ln (r |g(r)− 1|/σ)
from the bulk value on a logarithmic scale. Here, many correlation shells can be seen.
The envelope (thin blue line) of the maxima of the shells follows an exponential law.

aligns. We obtain values of α̃0 ≈ 1.0σ−1 and α̃1 ≈ 6.4σ−1. The correlation shells are spaced
apart by a distance 2π/α̃1 ≈ 1.0σ. These values coincide closely with literature values α̃0 ≈
0.97σ−1 and α̃1 ≈ 6.45σ−1 [88], obtained at a density of ρ = 0.75σ−3, similar to our bulk
density ρ = 0.73σ−3.

The agreement between g(r) obtained with BD simulation and obtained with FMT in the
present test particle setup is excellent, as expected for the White Bear Mk. 2 excess free energy
functional [38].

3.2 Dynamic Structural Decay

3.2.1 Self Correlations

The self part Gs(r, t) of the van Hove function at t = 0 is equal to a Dirac delta distribution
localised at the origin of the coordinate system, cf. Eq. (8). Over time, the distribution widens
and it attains the shape of a bell curve (see figure 2). In a freely diffusing system without
interparticle interactions, the density distribution is given by a Gaussian,

fG(r, t) = (2πσ2(t))−
3
2 exp

�

−
r2

2σ2(t)

�

, (60)

with time-dependent variance σ2(t), for which the relation

σ2(t) = 2Dt, (61)
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Figure 2: Self (yellow dashed lines) and distinct (solid blue lines) part of the van
Hove correlation function G(r, t) at different times t, with radial distribution function
g(r) (dotted grey lines) and Gaussian fG(r,σ(t)) (dash-dotted red lines) with mean
square displacement




r2
�

= 3σ2 fitted to match that of the self correlation. Results
from BD (left column, panels (a) – (e)) are compared to DDFT with full and quenched
excess free energy functional (middle column, panels (f) – (j)) and to DDFT with
partially linearised excess free energy functional (right column, panels (k) – (o)).
The maxima of the solid line correspond to the local extrema of the distinct van Hove
function. The first maximum of r |Gd(r, t)/ρB − 1| always corresponds to a minimum
of Gd(r, t).
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r2
�

τ/6D as a function of time t/τ of the self
component of the van Hove function. Data is shown from BD simulation (green
long dashes) and from DDFT with the full (yellow long dot-dashes), quenched (red
medium dot-dashes) and partially linearised (purple short dot-dashes) excess free
energy functional. Additionally, we show the long-time self diffusion (black short
dashes) as calculated from our PFT approximation (57). As a reference, the linear
law of ideal diffusion (blue solid line) is also plotted.

holds [3]. To relate the shape of Gs(r, t) in the interacting system to (60), we calculate the
mean square displacement at time t via




r2(t)
�

=

∫

dr r2Gs(r, t), (62)

and compare to an equivalent Gaussian of the form (60) with variance chosen such that

σ2(t) =
1
3




r2(t)
�

. (63)

We perform this analysis with data both from BD simulation and from DDFT calculations. For
BD, the difference between Gs(r, t) and the equivalent Gaussian is minimal, see figure 2 (a) –
(e). In DDFT using either the full or the quenched functionals, although the shape of Gs(r, t) is
also Gaussian, see figure 2 (f) – (j), the resulting variance is significantly different from the BD
results at the same time t. The full and the quenched functionals give very similar results, with
no major improvement occurring upon using the quenched approach. When plotting the mean
square displacement against time, we see that Gs(r, t) as approximated by these functionals
behaves much closer to ideal diffusion than to the BD simulation, see figure 3. We recall that
this behaviour is consistent with the absence of superadiabatic effects in the DDFT.

The shape of the self van Hove function in DDFT using the partially linearised functional
shows major deviations from a Gaussian, see figure 2 (k) – (o). The distribution is both more
strongly localised at the origin and it has a significantly longer tail at large distances, com-
pared to a Gaussian with identical mean square displacement. For t ≤ τ, the mean square
displacement is much closer to BD simulation than with either the full or quenched functional,
but it deviates strongly for t > τ with a slope approaching that of ideal diffusion, see figure 3.
While the mean square displacement as a metric might suggest otherwise, the deviations in the
shape of Gs(r, t) make the linearised modification unfit as an improvement over an approach
that does not correct at all for self interactions.
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as a function of time. Data from BD simulation
(green, suppressed for t > 0.65τ due to noise), DDFT with the quenched functional
(purple), and results for the Lennard-Jones liquid (yellow). Panel (a) shows the
data unmodified, whereas in panel (b), time t and distance r have been rescaled to
allow for a comparison of the qualitative behaviour. Here the rescaled quantities are
marked by an asterisk and the rescaling is such that t = t∗, r = r∗ for hard sphere BD
simulation, 2t = t∗ and r = r∗ for hard sphere DDFT, and t/2.55= t∗ and 1.03r = r∗

for the Lennard-Jones liquid,

3.2.2 Distinct Correlations

Figure 2 shows also a comparison of BD and DDFT results for the dynamic decay of the distinct
part of the van Hove function. The temporal decay consists of two stages, namely of an initial
deconfinement and of a subsequent outward drift of correlation shells: First, particles diffuse
out of the high density regions into the neighbouring minima. Thus, both maxima and minima
become less pronounced. However, this process is not equally rapid everywhere. Inner shells,
i.e. those that are close to the test particle, decay at earlier times than do outer shells. As the
test particle, whose confinement at the origin caused the appearance of the shell structure in
the first place, diffuses away from the origin, the particles of the first correlation shell start to
drift closer to the origin, which in turn allows the second shell to expand inwards, and so on for
further shells. Thus, inner shells decay in an expanding region around the origin, while outer
shells remain stable for a longer time. This mechanism results in an additional lengthscale
for the spatial decay of the inner shells, while the decay length of the outer shells remains
equal to the static decay length of g(r). This dynamic scenario has also been found for the
Lennard-Jones liquid by Schindler and Schmidt [51], who reported that for the Lennard-Jones
liquid the new, dynamic decay length increased, starting from the static decay length, up until
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t = 0.7τ, where it reached a plateau value. Here we find an increase of the dynamic decay
length up until at least t = 0.3τ, but cannot identify a plateau value, due to numerical noise
and possibly a somewhat smaller system size.

The second stage of decay is caused by the test particle diffusing out of its initial position,
thus creating space for distinct particles to come closer to the origin. The particles essentially
flow into the initial cavity, which swallows correlation shells from the inside out. In this second
regime, the distinct correlations decrease monotonically and faster than exponential with dis-
tance. This second stage of dynamic decay has not been explicitly mentioned in Ref. [51],
but can be seen in figure 3 of that paper, where the first maximum of Gd(r, t) decreases in
amplitude and then melts into the minimum at the origin.

Additionally to the above effects, we observe an outward drift of the correlation shells,
which seems to be hitherto unreported. We analyse the locations of the zeros of r

�

Gd(r,t)
ρB
− 1

�

as a function of time; results are shown in figure 4. We observe a slow, close to linear in
time, drift of the inner zeros with a drift speed of (0.24±0.01)σ/τ, up to the point where the
corresponding shell is swallowed by the central cavity and the corresponding zeros disappear.
By analysing Gd(r, t) for the Lennard-Jones liquid at temperature T = 0.8ε/kB and density
ρ = 0.84/σ3

LJ, we observe a similar, but much slower drift of (0.037±0.001)σ/τ (see figure 4).
A rescaling of time and distance, shown in panel (b) of figure 4, shows that the behaviour of the
zeros of the van Hove function of the Lennard-Jones liquid is qualitatively very similar to the
behaviour of the hard sphere liquid. These findings suggest that the mechanism of dynamic
decay presented here and by Schindler and Schmidt is, at least qualitatively, universal for
particles with repulsive interactions and overdamped dynamics.

The behaviour described above is qualitatively reproduced by DDFT, based on either the
full or the quenched approach. Both functionals yield results that well represent the shape of
Gd(r, t), but overestimate the rate of temporal decay by roughly a factor of two (compare e.g.
figure 2-(d) and 2-(h) and recall the time rescaling in figure 4-(b)). The differences of results
from the full and quenched approach are minor, though. In contrast, the shell deconfinement
as predicted with the linearised functional is slower than in BD. This is despite the fact that
the diffusion of the self correlation is faster than in BD. However, this may be due to the stable
inner peak of the self correlation, which in turn could stabilise the shell structure. Additionally,
the shape of Gd(r, t) shows intermittent behaviour which is not observed at all in the time
evolution in BD, see e.g. figure 2-(o). These results substantiate the finding that the partial
linearisation approach is not well suited to fix the self interaction problem.

It should be noted that all of the three excess free energy functionals studied produce
identical adiabatic forces on the distinct density component, given the same input density.
Yet, the time evolution of the distinct density component is significantly different between the
three cases, which must therefore be caused by the difference in the time evolution of the self
density component. Thus, the correct handling of self-interactions of the self density is not a
minor detail, but rather a central requirement for test particle DFT.

Lastly, we observe that at time t ≈ 0.4τ, all but one zero of r
�

Gd(r,t)
ρB
− 1

�

disappear in
our DDFT results (see figure 4). This disappearance constitutes the crossover to the long time
regime discussed in section 2.6. The negative deflection in ρd at small r is the hole occupied
by the self particle. The positive value of r(Gd(r, t)/ρB − 1) at distances larger than the zero
is caused by adhesion of distinct particles around the self particle in the initial condition. It
depends on the static structure factor of the fluid in sign and magnitude. Diffusion of this
excess part has been studied in a time-dependent setup [89, 90]. We neglect this effect in
section 2.6 as it is smaller than the hole of the self particle by a factor of ∼ 40.
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3.2.3 Vineyard Approximation

One early attempt at a theoretical approximation for the van Hove function was presented by
Vineyard [3,91]. He proposed the relation

Gd(r, t)≈ (g(r̃) ∗ Gs(r̃, t)) (r), (64)

where the operator ∗ indicates a convolution, between the self component and the distinct
component of the van Hove function. Hopkins et al. found that the Vineyard approximation to
be a ‘fairly good approximation’ of the van Hove function [47]. As a self-consistency check, we
use our simulation data to calculate the convolution in equation (64) and compare the result
to the simulation result for Gd(r, t) (see figure 5). We find that the Vineyard approximation
significantly overestimates the rate of decay of the shell structure of the distinct van Hove
function, in accordance with previous findings [47]. Only the minimum at small distances r is
well reproduced. This indicates that, even if we had a perfect approximation of the behaviour
of the self component of the van Hove function, we could not use the Vineyard approximation
to obtain an equally accurate approximation of the distinct van Hove function.

3.3 Adiabatic Forces

We next analyse the forces that govern the time evolution of the van Hove function. The
full internal force field for both the self and the distinct component can be calculated from
BD simulation data from the species-resolved current profiles Jα(r, t) via (15). To split the
internal force field into adiabatic and superadiabatic forces, we need to first calculate the
adiabatic forces. In section 3.2, we have compared results from three different free energy
functional approximations which produce adiabatic forces in the framework of DDFT. To test
whether these functionals are accurate, we calculate the adiabatic potential

Vad,α(r, t) = µ−
δF[ρs,ρd]
δρα(r, t)

, (65)

using each of the three free energy functionals, with the density profiles sampled in BD simula-
tion at times t = 0.1τ, 0.3τ, 0.6τ and 1.0τ. Then, we run equilibrium BD simulations with an
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external force field fext,α(r, t) = −∇Vad,α(r, t) designed to cancel out the predicted adiabatic
internal force field [65, 67]. We sample equilibrium density profiles from these simulations
and compare them to the initial Gα(r, t) profiles. If the given functional produces accurate
adiabatic forces, then the resulting density profiles should be identical to the original input.

The results, shown in figure 6, indicate that both the full and the partially linearised excess
free energy functional yield density profiles that significantly deviate from the target Gα(r, t).
For the quenched functional, the agreement is markedly improved, but relevant deviations
remain near the origin. As we will see below, the forces calculated in this region, via the
quenched functional, are still not reliable enough to facilitate an accurate splitting of the in-
ternal forces into adiabatic and superadiabatic contributions (see figure 7, panel b). In order
to circumvent this problem, we iteratively calculate the species-resolved adiabatic external po-
tential for the chosen times, using equilibrium Monte Carlo simulations. To ensure consistency,
we choose the same number of particles and system dimensions as the BD simulations. The
gradient of the calculated external potentials gives us the adiabatic force fields via (19), and
by extension the superadiabatic forces via (17).

We examine the ideal, adiabatic and superadiabatic force fields as a function of time (see
figure 7). The largest force contribution arises from the ideal diffusion, which always acts to
smooth out any density inhomogeneity. Both the adiabatic and superadiabatic force mainly
oppose this relaxation process. Notably, at t ≥ τ the adiabatic force field is small compared to
both the ideal and the superadiabatic force field. Thus, DDFT, which by construction neglects
superadiabatic contributions, must fail to describe the long-time behaviour of the van Hove
function, even if adiabatic forces were included with perfect accuracy. This explains why the
long-time diffusion of the self component tends to ideal diffusion for all studied DDFT approx-
imations (see figure 3). Additionally, we can see in panel b of figure 7 that even the quenched
approximation for the adiabatic force density shows some deviations in the distinct compon-
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ent near the origin. These deviations are of similar magnitude as the force itself and may thus
not be neglected when trying to split the internal force field into adiabatic and superadiabatic
contributions. However, we see that the distinct force density component for r > σ, as well
as the self component, are accurately reproduced.

3.4 Superadiabatic Forces

In Sec. 2.5 we have described a kinematic approximation for the superadiabatic forces, that
include three distinct physical effects: a viscoelastic force, a structural force and a drag force.
With the density and current profiles from BD simulation as input, we can use this theory to
calculate both the total force field and the differential force density field via (46) and (47).
Crucially, the drag force (42) is the sole contribution to the differential superadiabatic force
density Gsup(r, t), see (47). Recall that the drag force arises from the opposing motion of the
two species.

In practice, we perform a least squares fit of the differential force density calculated us-
ing (47) against the corresponding measured BD simulation data. Thereby we identify the
free parameter in Eq. (37) as Cdrag ≈ 2.2kBTτσ. The quantitative agreement with Gsup(r, t)
is excellent for t ≥ 0.6τ, but minor deviations are apparent at earlier times. The fact that
both the shape of Gsup(r, t) as well as the scaling with time are well represented by the drag
functional constitutes strong evidence that drag is the relevant physical effect which governs
the differential superadiabatic force density. The differential drag force density is quite simple
in shape, making it almost a trivial contribution to the dynamics of the van Hove function, see
figure 7. One could argue that the real complexity of the system therefore lies in the behaviour
of the total van Hove function, and hence in the total force field.

We model the total force component based on the viscoelastic (36) and structural (38)
functionals (see Eq. (46)). The parameters of the memory kernel in (36) were determined
via an examination of a sheared system of hard spheres in [58], at identical bulk density, as
τvisc

M ≈ 0.02τ and Dvisc
M ≈ 5.6σ2/τ. We apply those same parameters here, see figure 7, and

find that the viscoelastic functional produces a spatially oscillating force field, which represents
the total force profile well for r > 1.5σ. This oscillation decays rather quickly compared to
the other force components and it is lost in the statistical noise at t > τ. We determine the
prefactor of the viscoelastic functional via a least squares fit to BD simulation data and obtain
Cvisc ≈ 5.8kBT/(τσ3). In addition to the oscillations of the viscoelastic force, the total force
profile shows a larger peak at r ≈ σ, which is produced in our approximation by the structural
force. Since we have no prior information about this force, we determine its memory time
τstruc

M ≈ 0.3τ and the memory diffusion constant Dstruc
M ≈ 0.35σ2/τ, as well as the prefactor

Cstruc ≈ 0.42kBTτ2/σ, via a least squares fit to BD results. The obtained memory time is
larger than that for the viscoelastic force by more than an order of magnitude. Therefore, the
structural force is much more long-lived than the viscoelastic force and persists, though with
decreased amplitude, even at t = τ.

Together, the sum of the structural and the viscoelastic force is in very good agreement
with the total force profile from simulation for times t > 0.3τ. For earlier times t < 0.3τ,
quantitative deviations occur, but the spatial shape is still qualitatively reproduced. The de-
viation between our power functional approximation and the forces in simulation for early
times are most likely a result of both the extreme inhomogeneity of the density profile at early
times, as well as of the large local velocities that occur in this regime.

We noted above that the adiabatic force field for t > τ is small compared to both the
superadiabatic and the ideal force field, see also figure 7. The superadiabatic force field is
dominated by the drag force at t > τ. This situation allows us to predict the long-time diffusion
constant of the self peak of the van Hove function via the modified Einstein relation (57),
since the assumptions made in Sec. 2.6 hold to a large degree. For our system, we obtain
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DL =
kBT

γ+CdragρB
≈ 0.38σ2/τ, using the value given above for Cdrag = 2.2kBTτσ. We determine

the long-time diffusion coefficient from the asymptotic slope of the mean square displacement
of the self density profile in BD simulation and obtain DL ≈ 0.32σ2/τ, which corresponds to
a value of Cdrag ≈ 2.9kBTτσ. These results are in reasonable agreement (see also figure 3),
but indicate that our value for Cdrag ≈ 2.2kBTτσ obtained above might be an underestimate.
Fitting the drag amplitude only to the largest times results in Cdrag ≈ 2.4kBTτσ, from which we
obtain DL ≈ 0.36σ2/τ, improving the match with the simulation result. This finding indicates
that the differential force field contains contributions for early times t < τ which are not
captured well by our approximation for the drag force.

Hence the results shown in figure 7 demonstrate explicitly the perhaps expected shortcom-
ing of the DDFT that it does not capture the full dynamics of the system. Here the van Hove
function plays a dual role in that it is both an equilibrium dynamical correlation function as
well as a specific nonequilibrium temporal process. The latter is specified by the dynamical
test particle limit and we recall our description of how this approach allows to identify two-
with one-body correlation functions in section 2.3. As the DDFT does not provide the full
nonequilibrium dynamics on the one-body level, by extension it also fails to describe all forces
that govern the time evolution of the van Hove function. These findings are consistent with
the nonequilibrium Ornstein-Zernike framework [41, 42], where both adiabatic and supera-
diabatic direct correlation functions occur, and only the former are generated from the free
energy density functional. The superadiabatic time direct correlation functions are genuine
dynamical objects. The present study sheds light on this issue in the test particle picture.

4 Conclusion and outlook

We have studied the van Hove correlation function of the Brownian hard sphere liquid us-
ing BD simulations. We have also calculated the van Hove function using test particle DDFT
and analysed the interparticle force field using PFT. Our analysis of the dynamic decay of the
distinct van Hove function shows a two-stage process. The initial deconfinement of correla-
tion shells leads to an intermediate dynamic decay length, which is followed by a monotonic
spatially super-exponential decay as the self component mixes with the distinct component.
Additionally, correlation shells drift slowly outward from the origin. A comparison with res-
ults for the overdamped Lennard-Jones liquid shows that, qualitatively, the same effects occur
in both systems. This, together with the fact that the behaviour of the hard sphere liquid is
prototypical for a wide range of liquids, indicates that these results reflect fundamental effects
in the dynamics of the liquid state.

We have discussed the accuracy of the Vineyard approximation on the basis of our simu-
lation data. Whether the Vineyard approximation can form a useful ingredient in the study of
superadiabatic effects in the van Hove function remains to be seen.

We have analysed adiabatic forces in the dynamic decay of the van Hove correlation func-
tion using Monte Carlo simulation and the adiabatic construction. This analysis showed that
the quenched excess free energy functional presented by Stopper et al. [56] is the best cur-
rently available approximation for adiabatic forces in the test particle picture. The remaining
deviations are however severe enough to warrant further development of the theory. One
possible path for investigation is canonical decomposition as presented by de las Heras and
Schmidt [92]. On the conceptual level, investigating the relationship of the theory of ref. [56]
to the DFT for quenched-annealed mixtures [93,94] would be interesting.

We have isolated superadiabatic forces, which showed that, even assuming very accurate
approximation of adiabatic forces, DDFT is inadequate to quantitatively describe the dynamic
decay of the van Hove function, since superadiabatic forces play a major role in the time
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evolution of both the self and the distinct density components. The long-time behaviour of
the DDFT approximation for Gs(r, t) approaches ideal diffusion, since adiabatic forces vanish
at long times.

Using PFT, we have demonstrated the splitting of the superadiabatic force into a viscoelastic
force, a drag force between the two different components of the van Hove function, and a
structural force. These three force contributions dominate the superadiabatic force field for
t > 0.3τ. Approximations for these forces were previously developed for nonequilibrium
dynamics. Their occurrence in the dynamics of the van Hove function shows a deep connec-
tion between nonequilibrium forces and equilibrium dynamics. The differential force density
acting between the two components of the van Hove function is much simpler and easier to
approximate than the forces governing the evolution of the total van Hove function. In the
long-time tail of the van Hove function, adiabatic contributions to the interparticle force field
vanish, as do the viscoelastic and structural superadiabatic force contributions. Thus, the drag
force determines the slowing-down of the long-time self diffusion of the hard sphere liquid.
The long-time self diffusion constant calculated using our approximation is consistent with our
direct BD simulation results.

Overall, our approximation has seven free parameters. Out of these, two, namely the
memory time and memory diffusion constant of the viscoelastic force, have been determined
previously for a system of hard spheres under a shear force [58]. The remaining five para-
meters have been determined via a least-squares fit to simulation data. Conceptually, these
parameters take the role of transport coefficients. A goal of future investigations would be
to derive these coefficients from first principles. Furthermore, investigating the effects of ex-
ternal driving such as shear, see [95] for a mode-coupling study of glassy states, would be
worthwhile, as would be to relate to the stress correlation function [96].

Describing the short-time behaviour of the van Hove function remains a significant chal-
lenge. Improvement of our approximation could potentially be achieved by augmenting the
dependence on the weighted density n3(r, t) by incorporating further fundamental measure
weighted densities. Additionally, the functionals that we apply here can be viewed as a low-
order series expansion in powers of the velocity field. Since the velocity field is very large at
early times compared to later times, functionals with higher orders of v might be needed to
achieve better agreement in this regime.
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A DDFT integration scheme in spherical coordinates

We derive a discrete integration scheme in spherical coordinates as used in our implementation
starting from the DDFT equation of motion (23). We set fext,α = 0 and divide by γ to obtain

ρ̇α(r, t) = D∇2ρα(r, t) +∇ · γ−1ρα(r, t)∇
δFexc [{ρα}]
δρα(r, t)

. (66)

For compactness of notation, we define the excess current profile

Jexc,α(r, t) = −γ−1ρα(r, t)∇
δFexc [{ρα}]
δρα(r, t)

, (67)

which is a functional of ρα. Using this, we can write equation (66) as

ρ̇α(r, t) = D∇2ρα(r, t)−∇ · Jexc,α(r, t). (68)

In our system, where ρα is radially symmetric, the excess current profile can be written as

Jexc,α(r, t) = Jexc,α(r, t)êr . (69)

Equation (68) then simplifies to

ρ̇α(r, t) = D
1
r2

∂

∂ r

�

r2 ∂

∂ r
ρα(r, t)

�

−
1
r2

∂

∂ r

�

r2Jexc,α(r, t)
�

. (70)

In a numerical calculation, ρα(r, t) and Jexc,α can be represented as arrays of numbers corres-
ponding to equally spaced sampling points of the respective continuous function. We choose
some discretisation step ∆r � σ in space and some discretisation time ∆t � τ. We can then
approximate the density profile as

ρα(r, tk)≈ ρ̃α(r, tk)≡
∞
∑

i=0

ραi,k b (r − i∆r) , (71)

where i is a spatial index, k is a temporal index, and b(r) is a triangle function defined as

b(r) =











1+ r/∆r for −∆r ≤ r ≤ 0

1− r/∆r for 0≤ r ≤∆r

0 elsewhere.

(72)

The same discretisation procedure can be done for the current profile. The spatial and temporal
derivatives in (70) can be evaluated using the well-known finite difference formulae to obtain
an approximate solution to the partial differential equation (70) for a given initial value for
ρα(r, t):

ραi,k+1 =ρ
α
i,k −∆t

�

2
i∆r

Jexc,α
i,k +

Jexc,α
i+1,k − Jexc,α

i−1,k

2∆r

+D

�

ραi+1,k − 2ραi,k +ρ
α
i−1,k

∆r2
+
ραi+1,k −ρ

α
i−1,k

i∆r2

��

. (73)

However, using this straightforward approach results in a subtle problem: particle conserva-
tion is violated. This can be seen by integrating the difference ρ̃α(r, tk+1) − ρ̃α(r, tk) from
r = 0 to some cutoff rmax and reordering the resulting sum by the spatial index i. The result
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is nonzero and, more importantly, it is not equal to the total particle flux through the surface
at r = rmax.

This defect can be addressed by re-writing equation (70) with respect to the functions

Rα(r, t)≡ 4πr2ρα(r, t) and (74)

JR
α(r, t)≡ 4πr2Jexc,α(r, t), (75)

which represent the radial density in and current through the whole spherical shell around the
origin at r. Thereby, we obtain a new partial differential equation

Ṙα(r, t) = D
∂ 2

∂ r2
Rα(r, t)− D

∂

∂ r

�

2Rα(r, t)
r

�

−
∂

∂ r
JR
α(r, t), (76)

which can be discretised using standard finite differences to obtain the iteration scheme

Rαi,k+1 = Rαi,k +
D∆t
∆r





Rαi+1,k − 2Rαi,k + Rαi−1,k

∆r
−

Rαi+1,k

(i + 1)∆r
+

Rαi−1,k

(i − 1)∆r
−

JR,α
i+1,k − JR,α

i−1,k

2D



 ,

(77)
where Rαi,k and JR,α

i,k are defined as

Rαi,k ≡ 4π(i∆r)2ραi,k and (78)

JR,α
i,k ≡ 4π(i∆r)2Jexc,α

i,k . (79)

Using this scheme significantly reduces the deviations in the normalisation of the density pro-
file which we observed in our simulations.

At each time step, the transformation from ραi,k to Rαi,k needs to be inverted in order to
calculate Jexc,α. The same is necessary if the density profile should be saved to disk in a sim-
ulation run. This results in a division by zero for ρα0,k. To circumvent this issue, we define
ρα(0, t) as the continuous continuation of Rα(r, t)/r2 to r = 0. In practice, we extrapolate
from ρα1,k and ρα2,k logarithmically:

ρα0,k ≈ exp
��

4 lnρα1,k − lnρα2,k

�

/3
�

. (80)

We note that after the inverted transformation, the density normalisation of ρα0,k is not strictly
conserved either. However, the shell normalisation of Rα0,k is conserved which prevents the
drift of the density normalisation, which occurs in the integration scheme equation (73). The
full implementation of this integration scheme [97] is available as open source software. We
encourage the interested readers to examine and extend it for their own research.
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A. Functional optimisation with spherical
symmetry

When solving the Euler-Lagrange equation in either PFT or DFT, analytical solutions
do not usually exist. Numerical methods are therefore needed to obtain the desired
solution, be it the density ξ (r) or the current J(r, t ).

In the considered frameworks, the Euler-Lagrange equations are generated from a
generating functional F (not to be confused with the free energy functional) by
functional differentiation with respect to a test function g (r):

δF [g ]
δ g (r)

�

�

�

�

�

g=g0(r)

= 0, (A.1)

whereF is minimal for the solution g0(r). In the considered frameworks, this can be
rewritten as

g0(r) =φ[g0], (A.2)

whereφ[·] can be a function or functional, such that (A.2) is usually an implicit equation
for g0. This can be solved iteratively, e.g. by Picard iteration, but then convergence can
be slow. A better approach is to take advantage of the fact that g0 minimisesF . In a
planar geometry, where g varies only along the x direction, g can be approximated by
a piecewise step function

γ (x) =
N
∑

k=0

γk b (x − xk)≈ g (x), (A.3)

where xk = k∆x with step width ∆x , and b (·) is a box function

b (x) =
¨

1 for 0≤ x <∆x
0 elsewhere.

(A.4)
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We can reinterpret the coefficients γk as the entries of a vector in an (N+1)-dimensional
vector space. Then, ifF is minimal at γ (x),

∇γF [γ ] =
N
∑

k=0

∂

∂ γk

F [γ ]êk = 0, (A.5)

where êk is the unit vector in direction k in our vector space. The problem can now
be solved with any of a wide range of gradient-based optimisation methods, like
conjugated gradients or the limited memory Broyden–Fletcher–Goldfarb–Shanno
algorithm (LBFGS) [106, 107]. High quality implementations exist for many of these
methods, which can be used without much trouble [108]. The speed of theminimisation
is then mostly dependent on the efficient and fast evaluation ofF [γ ] and ∇F [γ ]. If
the evaluation of these functions is computationally intensive, it can be worthwhile to
find a minimisation method which uses only a small number of evaluations, perhaps
at the cost of increased memory overhead.

It should be noted that the numerical gradient in (A.5) is closely related to the functional
derivative of F with respect to g . If, in the case of a planar geometry, the specific
form of the functional is an integral according to

F [g ] =
∫

V
f (g (r))d3 r =

∫

dz
∫

dy
∫

dx f (g (x)) =A
∫

dx f (g (x)) , (A.6)

with constant A, it holds that

∇γF [γ ] =
N
∑

k=0

∂

∂ γk

A
∫

f (γ (x))dx êk

=A
N
∑

k=0

∫

∂ f
∂ γ

b (x − xk)dx êk =A
N
∑

k=0

∂ f
∂ γ

�

�

�

�

�

x=xk

∫

b (x − xk)dx êk

=A
N
∑

k=0

∂ f
∂ γ

�

�

�

�

�

x=xk

∆x êk =A∆x
N
∑

k=0

δF [g ]
δ g (r)

�

�

�

�

�

g=γk

êk . (A.7)

We can therefore calculate the functional derivative analytically, and only then substi-
tute g with γ , to obtain the numerical gradient, keeping in mind the factor of A∆x
in the final expression (A.7). The calculation works along similar lines if F is more
complicated than (A.6).

In the case of radial symmetry, the equivalence between the numerical gradient and
the functional derivative is not quite so straightforward. We start again with an
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approximation for g , which we now assume to be radially symmetric, g (r) = g (|r|) =
g (r ), where r is the modulus of r. We can then choose the approximation

g (r )≈ ξ (r ) =
N
∑

k=0

ξk b (r − rk), (A.8)

where rk = k∆r , and the coefficients ξk can again be interpreted as entries of a vector
in a vector space with basis {êk}.

Then, if our system is a spherical cavity with radius R, like in the case of our calculations
for the van Hove function,

F [ξ ] =
∫

V
f (ξ (r ))d3 r =

2π
∫

0

dϕ

π
∫

0

dθ

R
∫

0

dr r 2 sinθ f (ξ (r ))

= 4π

R
∫

0

r 2 f (ξ (r )) = 4π
N
∑

k=0

R
∫

0

dr r 2 f (ξk b (r − rk))

= 4π
N
∑

k=0

rk+1
∫

rk

dr r 2 f (ξk) =
4
3
π∆r 3

N
∑

k=0

f (ξk)
�

(k + 1)3− k3� , (A.9)

and therefore

∇ξF [ξ ] =
4
3
π∆r 3

N
∑

k=0

∂ f
∂ ξ

�

�

�

�

r=rk

�

(k + 1)3− k3� êk

=
4
3
π∆r 3

N
∑

k=0

δF [g ]
δ g (r)

�

�

�

�

�

g=ξk

�

(k + 1)3− k3� êk . (A.10)

We can therefore also calculate the numerical gradient via an analytic functional
derivative of F . However, the scaling factor is no longer independent of k , which
presents an issue with standard minimisation techniques. The root cause is that the
discrete points ξk no longer contribute equally to the numerical value of the total
integral, but are weighted by a spherical shell, which grows with the radius. Therefore,
convergence is much slower for inner points (at small r ) than for outer points.

There are two ways to address this. The first one is preconditioning, where we modify
the numerical approximation ξ (r ):

ξ̃ (r ) =
N
∑

k=0

ξk

(k + 1)3− k3
b (r − rk), (A.11)
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such that all ξk have equal weight in the integral. However, we found that this option
can result in much increased numerical noise in the solution due to division by small
numbers (see the denominator in (A.11)).

The second option is going back to (A.2) and solving it with Picard iteration. This option
is – as discussed above – slow, but in our experience more reliable than preconditioned
numerical minimisation. An option that is potentially better yet could be to find
a (noisy) first approximation by numerical minimisation, followed by a few Picard
iteration steps to eliminate the noise. We have not tested this last idea.
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B. Rosenfeld functional in
quasi-1d-geometries

As outlined in section 1.7, we write the excess free energy functional as a functional of
weighted densities nα:

Fexc[ρ] =
∫

d3 rΦ({nα}), (B.1)

which are in turn calculated as a convolution of the local density profile with weight
functions ωα (see eq. (1.22)). This means the functional derivative of Fexc with respect
to the density can be expanded as follows

δFexc[ρ]
δρ(r)

=
∫

d3 r ′
∑

α

∂ Φ({nα})
∂ nα(r′)

δnα[ρ]
δρ(r)

=
∑

α

Ψα(r). (B.2)

Here we want to show briefly how we evaluate this functional derivative in the case of
a planar geometry and a radially symmetric geometry. These results are outlined by
Roth in his review of FMT [19] and can be found in detail in Daniel Stopper’s Bachelor
thesis [109].

B.1. Planar geometry

First, we consider the case of a planar geometry, where the density varies only in x
and is constant in the perpendicular plane:

ρ(r) = ρ(x). (B.3)

We then get the weight functions

ω3(x) =π(R
2− x2)Θ(R− |x|), (B.4)

ω2(x) = 2πRΘ(R− |x|), (B.5)

ω2(x) = 2πxΘ(R− |x|)êx , (B.6)
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and the functional derivatives

δn3(x
′)

δρ(x)
=ω3(x

′− x), (B.7)

δn2(x
′)

δρ(x)
=ω2(x

′− x), (B.8)

δn2(x
′)

δρ(x)
=ω2(x

′− x) =−ω2(x − x ′), (B.9)

as shown in [19]. For the vector weighted densities, it is important to ensure the
correct order of the arguments, as changing them changes the sign of the weight
function. The other weight functions are even in x and thus are not sensitive to that
distinction [19].

B.2. Radial geometry

Next, we consider systems where the density is radially symmetric:

ρ(r) = ρ(r ), (B.10)

where r = |r| is the modulus of r. The resulting effective weights after integrating out
the rotational degrees of freedom are [19, 109]:

n3(r ) =



































4π
R
∫

0
dr ′ r ′2ρ(r ′) for r = 0

4π
R−r
∫

0
dr ′ r ′2ρ(r ′)+

π

r

R+r
∫

R−r
dr ′ r ′ρ(r ′)

�

R2− (r − r ′)2
�

for 0< r < R

π

r

R+r
∫

r−R
dr ′ r ′ρ(r ′)

�

R2− (r − r ′)2
�

for r ≥ R

(B.11)

n2(r ) =











4πR2ρ(R) for r = 0
2πR

r

r+R
∫

|r−R|
dr ′ r ′ρ(r ′) for r > 0

(B.12)

n2(r ) =











0 for r = 0
π

r
êr

r+R
∫

|r−R|
dr ′ r ′ρ(r ′)

�

2(r − r ′)+
R2− (r − r ′)2

r

�

for r > 0,
(B.13)
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where êr = r/r is the unit vector in radial direction. Calculations for the functional
derivative are, again, similar to those of the weighted densities. We get for

Ψα(r ) =

∞
∫

0

dr ′
∂ Φ(r ′)
∂ nα(r ′)

δnα(r
′)

δρ(r )
(B.14)

the following integrals [19, 109]:

4πR2Ψ0(r ) b= 4πRΨ1(r )

b=Ψ2(r ) =



























4πR2∂ Φ(R)
∂ n0|1|2

for r = 0

2πR
r

r+R
∫

|r−R|
dr ′ r ′

∂ Φ(r ′)
∂ n0|1|2

for r > 0

(B.15)

Ψ3(r ) =











































































4π
R
∫

0
dr ′ r ′2

∂ Φ(r ′)
∂ n3

for r = 0

4π
R−r
∫

0
dr ′ r ′2

∂ Φ(r ′)
∂ n3

+
π

r

R+r
∫

R−r
dr ′ r ′

∂ Φ(r ′)
∂ n3

�

R2− (r − r ′)2
�

for 0< r < R

π

r

r+R
∫

r−R
dr ′ r ′

∂ Φ(r ′)
∂ n3

�

R2− (r − r ′)2
�

for r ≥ R

(B.16)

4πRΨ1(r ) b=

Ψ2(r ) =



























4πR2∂ Φ(R)
∂ n1|2

for r = 0

π

r

r+R
∫

|r−R|
dr ′
∂ Φ(r ′)
∂ n1|2

��

R2− (r − r ′)2
�

− 2r ′(r − r ′)
�

for r > 0,

(B.17)

where the equivalence sign b= is used to indicate that the integral takes the same

form, but has a different integrand
∂ Φ(r )
∂ nα(r )

. These integrals, as well as the ones for
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the weighted densities, require careful numerical evaluation. We sketch our approach
below in appendix E.
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C. GPGPU computation with Nvidia CUDA

Graphics processing units (GPUs) are computational devices originally designed to
accelerate the rendering of 3D graphics, often for the purpose of computer games. The
strength of GPUs lies in the availability of many parallel processing units, way beyond
the number of processors available even in high-end central processing units (CPUs).
This, coupled with high memory bandwidths for internal storage, has made GPUs
interesting for applications beyond their original purpose [110]. Current applications
include artificial intelligence, processing of very large datasets, and, increasingly,
computational physics. The usage of GPUs for computation other than 3D graphics
is termed general purpose computation on graphics processing units, or GPGPU in
short.

One possible avenue for the usage of GPGPU is the Nvidia CUDA programming
library [111], which allows the execution of code written in C, or other compatible
languages, on Nvidia GPUs. This has the advantage of being provided directly by the
manufacturer Nvidia with the promise of maximal performance. However, it is tied to
Nvidia hardware and cannot be used on other highly parallel computation devices.

C.1. General overview and concepts

The CUDA framework provides a compiler, nvcc, to compile C into code which is
executable on a GPU. The standard C syntax is extended with a few keywords and a
special function call syntax for executing code on the GPU. Functions are discriminated
into host functions, which execute on the CPU, device functions, which execute on the
GPU, and kernels, which execute on the GPU and are called from host code, as show
in a short example (Listing 1).

In this example, a 512-element array of doubles is initialised with numbers ranging
from 0 to 16, and the function f (x) = sin(x)cos(x) is applied to each element. Since
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1 #include <cuda.h>

2

3 //A host function, executed on the CPU

4 __host__ int main(void){

5 double *data;

6 cudaMallocManaged(&data, 512 * sizeof(double));

7 for(int i = 0; i < 512; ++i){

8 data[i] = i / 32.0;

9 }

10 do_something<<<2,265>>>(data);

11 cudaDeviceSynchronize();

12 for(int i = 0; i < 512; ++i){

13 printf("%f\n", data[i]);

14 }

15 return 0;

16 }

17

18 //A kernel, executed on the GPU

19 __global__ void do_something(double data[]){

20 int i = blockDim.x * blockIdx.x + threadIdx.x;

21 data[i] = process(data[i]);

22 }

23

24 //A device function, executed on the GPU

25 __device__ double process(double datum){

26 return sin(datum) * cos(datum);

27 }

Listing 1: A short demonstration of the three types of functions in a CUDA program.

the computation is done on the GPU, which has its own memory, memory must be
allocated both in system memory (or host memory), where the CPU can access it, and
in GPU memory (or device memory). This example shows one option of achieving this,
using the cudaMallocManaged call, which allocates memory in both locations at once. Data
is then automatically transferred between the physical memory locations by the CUDA
runtime environment. Instead, pure device memory can also be allocated using the
cudaMalloc call and data can be transferred explicitly between host memory and device
memory using the cudaMemcpy call. It should be noted that memory allocation on the GPU
takes a very long time compared to the execution speed of the GPU. Thus, memory
allocation in inner loops should be avoided where possible. If feasible, it is preferable

116



C.1. General overview and concepts

to allocate memory once at the beginning of a program, possibly reusing memory
in different parts of the application if the overall memory requirement becomes too
high.

Line 10 in the example shows the syntax for a call to a kernel from host code. This call
is different from a normal function call in a number of ways. Most obvious is the fact
that the kernel call is configured with two numbers in triple angle brackets <<<2,265>>>,
which defines the number of parallel executions of the kernel code. The first number
defines the number of blocks of threads, and the second number defines the number of
threads in each block, where each thread executes the same code in parallel. Thus, in
our example, we are running 512 threads, divided into two blocks of 256 threads each.
In general, the number of blocks as well as the number of threads can be a tuple of
up to three numbers, which defines a grid of blocks/threads with the given number of
blocks/threads in each dimension. The total number of blocks and threads per block
is constrained by the GPU hardware. As an example, the GPU available to us that
the time of this thesis is an Nvidia Quadro K2200, which allows for a maximum of
1024 threads in a block. Each thread has access to a data structure which defines its
position in the grid of threads as well as the position of its parent block in the grid of
blocks, which allows one to define the distribution of work between threads (Listing 1,
line 20).

The second major difference between a normal function call and a kernel call is that
the kernel call is asynchronous, meaning that execution of the host code continues
immediately after the kernel call has been started on the GPU. If multiple kernels
are started in sequence, CUDA guarantees that the kernels executed in the order
they were launched in, one starting immediately after the previous one has finished
execution. Parallel execution of multiple kernels is also possible, using CUDA streams,
which we shall not go into here. To wait for the execution of a kernel to finish, we can
call the function cudaDeviceSynchronize, which blocks execution of the host code until all
previous kernel calls have terminated. Only then can the result of the computation be
copied back to host memory, either implicitly like in our example, or explicitly using
cudaMemcpy.

Lastly, all kernel functions must have the void return type. Data can only be transferred
from the GPU to the host via memory copies.
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C.2. Brownian dynamics simulation using CUDA: a
sketch

We give a sketch of our implementation of Brownian dynamics simulation (BD), which
makes use of the CUDA framework. An introduction to the principles of BD simulation
is given in section 1.2. In short, the core loop of the simulation consists of

• calculating velocities for all particles,

• detecting collisions and handling them according to the event-driven Brownian
dynamics algorithm,

• propagating all particle positions in time until the next time step has been
reached.

In each of the following subsections, we take examples from these steps to demonstrate
the challenges, solutions and advantages of GPU programming.

C.2.1. Parallel vector addition

In listing 2, we see an example of the parallel addition of many vectors. The kernel move
calculates the new positions p_next of NUM_PARTICLES particles in DIM dimensions, starting
from the current positions p_now. We make use of a rows × cols block of threads, where
the number of rows corresponds to the number of particles, and the number of columns
(cols) corresponds to the number of dimensions. Since we might have more particles
than the number of threads (defined in the macro THREADS) allows in this setup, we need
to create multiple blocks, each of which handles up to THREADS / DIM particles.

Additionally, we provide each block with a chunk of shared memory, given as the third
kernel configuration parameter on line 11 of listing 2, and declared inside the kernel
at line 15. Nvidia GPUs provide different sections of memory with different access
properties and read/write speeds. Shared memory is block-local, meaning only threads
within the same block can read each other’s shared memory. However, shared memory
is faster than global memory, which is accessible by all threads on the device. Since
we only need to store the force intermediately, we can leverage the speed of shared
memory in this case.
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1 typedef struct vector {

2 double r[DIM];

3 } Vector;

4

5 // in some other function

6 int rows = THREADS / DIM;

7 int cols = DIM;

8 int blocks = (NUM_PARTICLES + rows - 1) / rows;

9 dim3 threads(rows, cols, 1);

10

11 move<<<blocks, threads, rows * sizeof(Vector)>>>(p_now, rand, p_next);

12 // ...

13

14 __global__ void move(Vector p_now[], Vector rand[], Vector p_next[]){

15 extern __shared__ Vector force_i[];

16 int i = blockDim.x * blockIdx.x + threadIdx.x;

17 int component = threadIdx.y;

18 if( i >= NUM_PARTICLES || component >= DIM ){

19 return;

20 }

21 if( component == 0 ){

22 force(&p_now[i], &force_i[threadIdx.x], i);

23 }

24 __syncthreads();

25 p_next[i].r[component] = p_now[i].r[component]

26 + force_i[threadIdx.x].r[component]

27 + rand[i].r[component];

28 }

Listing 2: A section of our BD simulation code. A number NUM_PARTICLES of particles in DIM

dimensions is displaced with a random displacement and a systematic displacement
due to an external force.

Inside the move kernel, we first identify which particle (index i) and which component of
the position vector (index component) each thread handles. The layout is chosen such that
each block of threads handles a consecutive slice of the input array p_now[] of length
blockDim.x, which corresponds to the number of threads in the first dimension of the
thread grid. Thus, threads sharing the same threadIdx.x within a block act on the same
vector. The index threadIdx.y defines which component of the vector is handled. Since
the number of particles might not be evenly divisible by blockDim.x, threads with indices
i above and including NUM_PARTICLES need to exit early (see lines 18 – 19) to avoid out of
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bounds reads/writes on the input and output arrays.

On lines 21 – 23 (listing 2), the force on each particle is calculated using a call to an
external device function. Notice that we calculate the force vector acting on each
particle once instead of making one calculation for each vector component of the force
on each particle. We assign that work only to the threads with component 0 using the
if condition in line 21. Since the subsequent addition of vectors is again distributed
across all threads, a synchronisation barrier is needed to ensure that the force vector
has been calculated before the addition takes place. This is because threads, even
within the same block, are not guaranteed to execute synchronously. In the CUDA
execution model, threads are grouped into warps, which are groups of a smaller number
of threads (32 in the case of our hardware). Only threads within the same warp are
guaranteed to execute synchronously, meaning they execute the same instruction at
the same time. Threads within one block can be explicitly synchronised via a call to
__syncthreads, which blocks further execution until all threads within the block have
reached this barrier. There is no way of synchronising execution between blocks, except
to split the code in question into two subsequent kernel calls.

After the synchronisation barrier is passed, the vector addition takes place. The array
rand[] is assumed to contain random vectors with a Gaussian distribution in each com-
ponent. The CUDA framework provides the cuRAND library [112] to generate random
numbers efficiently. Numbers following a Gaussian distribution can be generated using
the function call curandGenerateNormalDouble(generator, array, num, mean, std), which gener-
ates num doubles with mean mean and standard deviation std and places them into array,
which must be allocated in device memory.

C.2.2. Parallel collision detection

A central step of BD simulation of hard spheres is collision detection, which is executed
many times during each time step. With GPGPU, we can detect collisions in parallel,
which promises a major speedup. Our implementation is shown in listing 3. As in
our previous example, we distribute this work between multiple blocks of threads,
as the total number of potential pair collisions (n(n − 1)/2 for n particles) is likely
larger than the maximum number of threads. We pass into the kernel detect_collisions
an array of vectors p_now[], which gives the positions of all particles at time t0, and
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an array p_next[], which gives the positions at time t1. Additionally, we pass an array
of Collision pointers, where each block of threads may store a linked list of detected
collisions. A linked list is a data structure which represents a list of items, where each
item contains a pointer to the next item in the list (see type definition on lines 3 – 8,
listing 3). With this technique, we can have lists of arbitrary dynamic length at the
cost of some computational time needed to traverse the list, whereas with an array,
we have instant access to any element. To pass a linked list to some other function, we
need only a pointer to the first element in the list.

In the first section of the kernel, we distribute particle pairs over the threads. From the
linear index of threads index, we calculate a particle pair i,j (line 20). The collision check
is done in the function pair_collision, which calculates the collision time (if a collision
would occur between t0 and t1) and returns a Collision pointer. The Collision struct
contains the particle indices i and j, as well as the time of collision and a pointer to
the next collision, which is, for now, unknown and thus NULL. If no collision is detected,
pair_collision returns a null pointer.

Out of the results of all threads, we now need to build a list, which shall be sorted
by the collision time. A straightforward way to achieve this would be to return the
collisions in an array and then iterate over that array to build the list. However, that
would not make good use of the many available threads. Instead, we make use of
the parallel reduction technique. The implementation is closely based on a tutorial
provided by Nvidia [113].

First, a synchronisation barrier is used to make sure all threads have finished collision
detection. Then, we select the lower s threads, where s is the number of threads,
rounded down to the next lowest power of two. Each of the selected threads (with
index threadIdx.x) merges its own list of collisions (which is, for now, either one or no
collisions) with the list of collisions of thread threadIdx.x + s. The function merge merges
two linked lists of collisions. The resulting list is sorted by collision time, given that both
input lists are sorted, which is trivially the case for lists of one or zero elements. The
resulting list is stored in the first argument to merge. We again block further execution,
until all threads have finished the merge operation.

The number s is then halved and the process is repeated until s is equal to 32. We then
continue the process, but no longer need to include the synchronisation barrier, as 32
threads constitute a warp, which is guaranteed to execute synchronously (see [113]).
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Therefore, the overhead of the synchronisation be be avoided. Finally, only the thread
with index 0 remains, which stores its list of collisions in the collisions array at index
blockIdx.x. Thus, after the kernel has finished, we have an array of lists of collisions,
which can then be merged one final time to obtain a list of all collisions.

The parallel reduction technique can be used whenever the reduction operation is
associative. Thus, we also apply this technique for e.g. sums of arrays of numbers. Here,
the merging of two lists is associative, since the ordering of elements is determined by
the collision time, such that it does not matter in which order which lists are merged
together.
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1 #define INTERACTIONS ( ( NUM_PARTICLES * ( NUM_PARTICLES - 1 ) ) / 2 )

2

3 typedef struct collision {

4 double time;

5 int i;

6 int j;

7 struct collision *next;

8 } Collision;

9

10 __global__ void detect_collisions( Vector p_now[],

11 Vector p_next[],

12 Collision *collisions[] ){

13 extern __shared__ Collision *my_collision[];

14 int index = blockDim.x * blockIdx.x + threadIdx.x;

15 my_collision[threadIdx.x] = NULL;

16 if( index >= INTERACTIONS ){

17 return;

18 }

19 int i,j;

20 pair_from_index(index, &i, &j);

21 my_collision[threadIdx.x] = pair_collision( p_now, p_next, i, j );

22 __syncthreads();

23

24 int s = floor_pow2(blockDim.x); //next lowest power of two

25 for(;s > 32;s /= 2){

26 if( threadIdx.x < s && threadIdx.x + s < blockDim.x ){

27 merge(&my_collision[threadIdx.x], &my_collision[threadIdx.x + s]);

28 }

29 __syncthreads();

30 }

31

32 //now we no longer need to synchronise because we are in the same warp

33 for(;s > 0;s /= 2){

34 if( threadIdx.x < s ){

35 merge(&my_collision[threadIdx.x],&my_collision[threadIdx.x+s]);

36 }

37 }

38

39 if( threadIdx.x == 0 ){

40 collisions[blockIdx.x] = my_collision[0];

41 }

42 }

Listing 3: A section of our BD simulation code. Pair collisions between particles are
detected in parallel. A sorted list of collisions is built using a parallel reduction scheme.
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D. Radial and planar diffusion kernel

In section 2.1.1, we defined the diffusive memory kernel (2.9), which we split here into
its temporal part and its spatial part as

KD(r,∆t ) =K(r,∆t )exp(−∆t/τM)/τM, (D.1)

such that the spatial part is

K(r− r′,∆t ) = (4πDM∆t )−3/2 exp

�

−
(r− r′)2

4DM∆t

�

, (D.2)

with radii r and r ′, time difference ∆t , and memory diffusion constant DM. The
temporal part is not relevant for the discussion in this chapter. We apply this kernel in
two different geometries with respective symmetries.

D.1. Planar geometry

In the planar geometry, we investigate the case of translational symmetry in two
dimensions, with only one remaining spatial dimension. In this case, two degrees of
freedom of r− r′ can be straightforwardly integrated out. Thus, we get the planar
memory kernel

KP(x − x ′,∆t ) = (4πDM∆t )−1/2 exp

�

−
(x − x ′)2

4DM∆t

�

. (D.3)

The integral is downright trivial, but hopefully helps to understand what we are doing
here.
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D.2. Radial geometry

In this case, we assume radial symmetry. We want to use K(r, t ) in integrals of the
form

I (t ) =
∫

V
d3 r

∫

V
d3 r ′

∫

dt ′ f (r, t )K(r− r′,∆t )g (r ′, t ′), (D.4)

with moduli r = |r| and r ′ = |r′|, which applies e.g. in the case of the viscoelastic
contribution (2.2) to the superadiabatic functional. Since f and g depend only on the
moduli, part of the integral can be evaluated without knowledge of the exact form of
those functions. With a change from Cartesian to spherical coordinates, we obtain

I (t ) =
∫

dt ′
∫

dr
∫

dr ′
∫

dθ
∫

dϕ
∫

dθ′
∫

dϕ′ r 2 sinθr ′2 sinθ′ f gK(r(r,θ,ϕ)− r′(r ′,θ′,ϕ′),∆t ).

(D.5)

The part that we want to evaluate is

Iang = (4πDM∆t )−3/2
∫

dθ
∫

dϕ
∫

dθ′
∫

dϕ′ sinθ sinθ′ exp

�

−
(r− r′)2

4DM∆t

�

. (D.6)

While evaluation of this integral by just using the definition of r(r,θ,ϕ) is certainly
possible, it is by no means straightforward. However, for every θ,ϕ of the outer double
integral, we can choose the coordinate system for the inner double integral such that

(r− r′)2 = r2+ r′2− 2r · r′ = r 2+ r ′2− 2r r ′ cosθ′, (D.7)

without changing the value of the integral. This gives us without much difficulty

Iang = 8π2 (4πDM∆t )−3/2 exp
�

− r 2+ r ′2

4DM∆t

�∫

dθ′ sinθ′ exp
�

2r r ′ cosθ′

4DM∆t

�

, (D.8)

since the integrand no longer depends on θ, ϕ or ϕ′. The remaining integral in (D.8) is
easily evaluated by substituting y = cosθ′ and using the identity

π
∫

0

dθ′ sinθ′ exp
�

a cosθ′
�

=

1
∫

−1

dy exp (ay) =
1
a
[exp (a)− exp (−a)] . (D.9)
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This gives us, by substitution back into (D.5), the integral

I (t ) = 4π
∫

dt ′
∫

dr
∫

dr ′ r 2 r ′2 f g (4πDM∆t )−1/2

·
�

r r ′
�−1

�

exp
�

−
(r − r ′)2

4DM∆t

�

− exp
�

−
(r + r ′)2

4DM∆t

��

, (D.10)

and thus the radial memory kernel

KR(r, r ′,∆t ) = (4πDM∆t )−1/2 �r r ′
�−1

�

exp
�

−
(r − r ′)2

4DM∆t

�

− exp
�

−
(r + r ′)2

4DM∆t

��

.

(D.11)
Note that, in a numerical implementation, the limits r → 0 and r ′ → 0 must be
calculated analytically to avoid division by zero. We obtain

KR(r, 0,∆t ) =KR(0, r,∆t ) =

= lim
r ′→0

KR(r, r ′,∆t ) = (4πDM∆t )−3/2 exp
�

− r 2

4DM∆t

�

, (D.12)

and thus
KR(0,0,∆t ) = (4πDM∆t )−3/2 , (D.13)

except, of course, when ∆t = 0, where the diffusive memory kernel is a delta distribu-
tion.
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E.1. Numerical radial integration

The numerical implementation of the DFT functionals in section B.2 requires the
calculation of multiple integrals of the form

R1
∫

R0

dr r n f (r ) (E.1)

with integer exponent n = 1,2,3, where R0 and R1 are, respectively, the inner and
outer radius of a spherical shell. For planar integrals of the form

X1
∫

X0

dx g (x) (E.2)

numerical integration is usually done using the trapezoidal rule, whereby a discrete
approximation of g (x), consisting of N + 1 values gi = g (xi ) with xi = X0 + i∆x ,
∆x = (X1−X0)/N and positive Integer N , can be used to evaluate the integral as

X1
∫

X0

dx g (x)≈
N
∑

i=0

wi gi∆x (E.3)

with weights

wi =
¨

1/2 i = 0∨ i =N
1 else.

(E.4)

Evaluation of (E.1) using (E.3) with g (x) = xn f (x) is possible, but has defects such as
the fact that the discrete value f0 = f (0) never contributes to the integral.
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To find a better approximation, we should remind ourselves that the trapezoidal rule is
equivalent to the integral of a linear interpolation of our discrete values gi :

g (x)≈ gi (1− (x − xi )/∆x)+ gi+1(x − xi )/∆x for x ∈ [xi , xi+1]. (E.5)

Therefore, we will use a linear interpolation of f (r ) to obtain weights for the numerical
evaluation of (E.1). To obtain the weights w (n)k for the integral

R1
∫

R0

dr r n f (r )≈
N
∑

k=0

w (n)k fk∆r =
N−1
∑

j=0

F j , (E.6)

where the distance from R0 to R1 is again split into equal steps ∆r (see definition of
∆x above), we calculate analytically the integral

F j =

r j+1
∫

r j

r n
�

f j (1− (r − r j )/∆r )+ f j+1(r − r j )/∆r
�

dr . (E.7)

Note here that the second sum in (E.6) goes only to N −1, since N +1 points rk divide
the interval [r0, rN ] into N subintervals and summation starts at j = 0. Note also
that the integral F j depends both on f j and f j+1, which means conversely that, to

calculate the weight w (n)k , we need to take both Fk−1 and Fk into account. Comparing
coefficients of fk , we find that

∆r w (n)k =
∂

∂ fk

(Fk−1+Fk) =

rk
∫

rk−1

r n(r−rk−1)/∆r dr+

rk+1
∫

rk

r n[1−(r−rk)/∆r ]dr , (E.8)

for 0< k <N . For k = 0, only F0 contributes, whereas for k =N , only FN−1 contributes.
This results in the weights as listed in table E.1.

E.2. Convolution of two radially symmetric
functions

A particlular challenge is the (numerical) convolution of two radially symmetric func-
tions. The convolution of two functions f (r) and g (r) is defined as

( f ∗ g )(r) =
∫

V
d3 r ′ f (r− r′)g (r′). (E.9)
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Table E.1.: Weights for radial numerical integrals
∫ R1

R0
dr r n f (r ).

n w(n)0 w(n)
k

w(n)N

0 1
2 1 1

2

1 1
6 (∆r + 3R0) k∆r +R0

1
6 (∆r (3N − 1)+ 3R0)

2 1
12

�

∆r 2+ 4∆r R0+ 6R2
0

� 1
6

�

∆r 2(6k2+ 1)+ 12∆r R0k + 6R2
0

� 1
12

�

∆r 2(6N 2− 4N + 1)

+∆r R0(12N − 4)+ 6R2
0

�

3 1
20

�

∆r 3+ 5∆r 2R0
1
2

�

∆r 3(2k3+ k)+∆r 2R0(6k2+ 1) 1
20

�

∆r 3(10N 3− 10N 2+ 5N − 1)

+10∆r R2
0+ 10R3

0

�

+6∆r R2
0k + 2R3

0

�

+∆r 2R0(30N 2− 20N + 5)

+∆r R2
0(30N − 10)+ 10R3

0

�

When f (r) and g (r) are radially symmetric, we can write this as

( f ∗ g )(r) = ( f ∗ g )(r ) =
∫

V
d3 r ′ f (

�

�r− r′
�

�)g (r ′). (E.10)

One would be tempted to evaluate this integral by expressing r′ in spherical coordinates.
However, this leads to a rather nasty expression in the argument of f (r ), which is hard
to evaluate numerically, since f (r ) is then only known at fixed points ri .

Instead, it helps to think of the geometric situation. For each fixed vector r, the
convolution is the integral of the product of two functions over three-dimensional
space, where in our case each of the functions is radially symmetric around a different
point. For r= 0, we can choose spherical coordinates and obtain

( f ∗ g )(0) = 4π

R
∫

0

d3 r r 2 f (r )g (r ), (E.11)

where R is some cutoff determined in practise by the available range of g and f . This
integral can be evaluated numerically using the method shown above. For r 6= 0,
due to the symmetry of the problem, we can choose to place g (r ) such that it is
radially symmetric around the origin (p1 ≡ (0,0,0)), while f (r ) is placed such that
it is symmetric around the point p2 ≡ (0,0, |r|), without changing the value of the
integral.

If we now draw a sphere of radius r1 around p1, and another sphere of radius r2 around
p2, these spheres intersect either not at all, or in a point, or on a ring. We can use
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E. Integration of radially symmetric functions

Figure E.1.: Coordinate system for calculating the convolution of two radially symmet-
ric functions. For a fixed vector r, the coordinates r1, r2 and ϕ can be used
to reach any point in R3.

an angle ϕ to specify the location on said ring and thus specify an arbitrary point in
three-dimensional space (see figure E.1 for an illustration). Some elementary geometry
tells us that the cartesian coordinates x , y , and z are parametrised by r1, r2 and ϕ as
follows:

a =
1
2

√

√

√

2(r1
2+ r2

2)− r 2−
(r1

2− r2
2)2

r 2
(E.12)





x
y
z



=









a cosϕ
a sinϕ

r1
2− r2

2+ r 2

2r









. (E.13)

This is admittedly not the prettiest transformation, but its Jacobian determinant is
surprisingly simple:

�

�

�

�

�

∂ (x, y, z)
∂ (r1, r2,ϕ)

�

�

�

�

�

=
r1 r2

r
. (E.14)

We can thus rewrite the convolution integral for all r 6= 0 as

( f ∗ g )(r ) =

2π
∫

0

dϕ

R
∫

0

dr1

r1+r
∫

|r1−r |

dr2
r1 r2

r
g (r1) f (r2) =

2π
r

R
∫

0

dr1

r1+r
∫

|r1−r |

dr2 r1 r2 g (r1) f (r2),

(E.15)
where the limits for the integration in r2 can be easily seen when considering for which

132



E.2. Convolution of two radially symmetric functions

Figure E.2.: The integration area for r = 3, r1 ∈ [0,10], r2 ∈ [|r1− r | ,min(r1+ r, 10)].
There are four distinct integration areas which can occur if f and g are only
know in steps of size ∆r . These situations are marked with red squares.

values of r , r1 and r2 there is overlap or contact between the two spheres shown in
figure E.1.

Now remains the task of discretising this integral. We assume to have representations
of the functions f and g which consist of equally spaced values fi and g j , as shown
above in equation (E.5). Figure E.2 shows the integration area for one fixed r . It is a
diagonal rectangle of width r , which is truncated at the radius R, beyond which we
assume to have no information about f or g . This area can be separated into squares
with side length ∆r , where each square lies either completely within the integration
area, or half within it. There are four distinct options:

1. the square is completely within the integration area,

2. the square’s bottom right half lies within the integration area,

3. the square’s top right half lies within the integration area,

4. the square’s top left half lies within the integration area.

The value of the integral is the sum of the integrals over each of the relevant squares.
The value of the integral within the square whose lower left corner is located at
coordinates i∆r, j∆r depends on the products f j gi , f j+1 gi , f j gi+1, and f j+1 gi+1. The
weights for each of these four products can be pre-computed and the sum that makes
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up the integral can be represented as a matrix product

f ·Ck · g, (E.16)

where the entries of the vectors f and g are the values f j and gi , respectively. The
convolution matrix Ck depends on the radius r = rk = k∆r .

The expressions for the coefficients of Ck are somewhat unwieldy, therefore instead of
reproducing them here, we have published a reference implementation at [114].
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F.1. Numerical violation of particle conservation
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Figure F.1.: Shifted van Hove function r
σ

�

�

�

G(r,t )
ρB
− 1

�

�

� from DDFT with the quenched
functional at large distances r . Data is shown for different times t (as
indicated) which are representative for the different stages of the time
evolution of the van Hove function at long range.

In our DDFT calculations, the shell structure of the van Hove function disappeared
after t ¦ 0.5τ, leaving only a large-scale oscillation. Figure F.1 shows this phenomenon
in more detail. We see in this figure that for t = 0.3τ, the amplitude of the minima
of G(r, t ) shrinks compared to the amplitude of the maxima in the region r ® 10σ .
In the region r ¦ 10σ , the amplitude of the maxima decreases compared to that of
the minima. For t = 0.4τ, the zeros of G(r, t )− 1 have disappeared between r ≈ 2σ
and r ≈ 8σ as well as between r ≈ 13σ and r ≈ 26σ . At t = 0.5τ, only a single
zero at r ≈ 13σ remains, which moves outwards from the origin, reaching r ≈ 15σ
by t = 0.6τ. There is no more oscillatory behaviour discernible at this stage of the
time evolution. Therefore it seems to be the case that the density is systematically
increasing in the region close to the origin, and decreasing in the outer region.
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We consider this effect to be numerical, rather than physical, in nature. The first
point of evidence for this is that we do not observe the same effect in BD simulation.
However, this could be due to the somewhat limited system size in our simulations.
An analysis of our numerical integration method, presented in the following, reveals a
violation of particle conservation which could explain the deviations in density.

We consider the DDFT equation of motion (1.38) for the total density profile in the
system. In our implementation, we calculate the change in the density profile from
two contributions as follows:

∂

∂ t
ρ(r, t ) =D∆ρ(r, t )−∇ · Jexc(r, t ), (F.1)

where the adiabatic excess current Jexc(r, t ) is defined as

Jexc(r, t ) =−
ρ(r, t )
γ
∇
δFexc[ρ]
δρ(r, t )

. (F.2)

For a system in spherical coordinates, with all quantities assumed to be radially
symmetric, we can write ρ(r, t ) = ρ(r, t ) and Jexc(r, t ) = Jexc(r, t )êr, where êr is the
unit vector in radial direction). (F.1) then takes the form

ρ̇(r, t ) =D
1
r 2

∂

∂ r

�

r 2 ∂

∂ r
ρ(r, t )

�

− 1
r 2

∂

∂ r

�

r 2Jexc(r, t )
�

(F.3)

=D
�

∂ 2

∂ r 2
+

2
r
∂

∂ r

�

ρ(r, t )−
�

2
r
+
∂

∂ r

�

Jexc(r, t ). (F.4)

In a numerical calculation, both ρ(r, t ) and Jexc(r, t ) are represented as sequences of
samples ρi ,k and Ji ,k respectively, where the corresponding continuous function is
approximated e.g. with a linear interpolation

ρ(r, tk)≈
∞
∑

i=0

ρi ,k b (r − k∆r ), (F.5)

where ∆r is a step size in space, tk ≡ k∆t is a point in time out of a sequence of time
steps of duration ∆t , and b (r ) is a triangle function, given by

b (r ) =











1+ r
∆r for −∆r ≤ r ≤ 0

1− r
∆r for 0< r ≤∆r

0 elsewhere.

(F.6)
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The total number of particles in the region r < rI at time tk is then

N (tk) = 4π

rI
∫

0

drρ(r, tk)≈
I
∑

i=0

wiρi ,k , (F.7)

where wi is a set of weights with

wi = 4π∆r 3











1
12 for i = 0
1
6

�

6i 2+ 1
�

for 0< i < I
1
12

�

6I 2− 4I + 1
�

for i = I .
(F.8)

The derivatives in (F.4) can be approximated using well-known finite difference formu-
lae, where for the time derivative of ρ(r, t ) we choose a forward difference

∂

∂ t
ρ(ri , tk)≈

ρi ,k+1−ρi ,k

∆t
, (F.9)

where ri ≡ i∆r , for the first spatial derivative of ρ(r, t ) and of J (r, t ) we choose a
central difference

∂

∂ r
J (ri , tk)≈

Ji+1,k − Ji−1,k

2∆r
, (F.10)

and for the second spatial derivative of ρ(r, t ), we choose the central difference

∂ 2

∂ r 2
ρ(ri , tk)≈

ρi+1,k − 2ρi ,k +ρi−1,k

∆r 2
. (F.11)

We disregard here the origin and the outer edge of the box as these special cases do
not impact the discussion in this section. Taking these together, we obtain the iterative
scheme

ρi ,k+1 = ρi ,k

−∆t
�

2
ri

Ji ,k +
Ji+1,k − Ji−1,k

2∆r
+D

�

ρi+1,k − 2ρi ,k +ρi−1,k

∆r 2
+
ρi+1,k −ρi−1,k

i∆r 2

��

.

(F.12)

We have now unwittingly created a source (or drain) for particles. We can convince
ourselves of that by considering the total change in particle number resulting from this
iterative step, given by inserting (F.12) into (F.7) to calculate N (tk+1) and subtracting

137



F. DDFT in spherical coordinates

N (tk). The resulting sum can be reordered by the spatial indices of Ji ,k and ρi ,k . We
obtain for the particle difference due to the current sample Ji ,k

∆NJ ,i = Ji ,k

�

−2∆t
ri

wi +
∆t

2∆r
wi+1−

∆t
2∆r

wi−1

�

, (F.13)

and due to the density sample ρi ,k we get

∆Nρ,i =−
∆t
∆r 2

Diρi

�wi+1

i + 1
− 2

wi

i
+

wi−1

i − 1

�

(F.14)

Together, the change in particle number corresponding to each point ri is

∆Ni =∆NJ ,i +∆Nρ,i (F.15)

=
∆t
∆r

�

Ji ,k

�wi+1−wi−1

2
−

2wi

i

�

−ρi ,k
D
∆r

i
�wi+1

i + 1
− 2

wi

i
+

wi−1

i − 1

��

(F.16)

=− 4
3
π∆r 2∆t

� Ji ,k

i
+

ρi ,k D

∆r (i 2− 1)

�

. (F.17)

In Cartesian coordinates, this systematic drift in particle number does not occur, as
there are no asymmetries in the spatial derivatives, and all points ρi ,k contribute
equally to the integral (F.7). Hence, the drift of the particle number is a defect of this
numerical method, and we present an improvement in the following.

F.2. A norm-preserving integration scheme

Thomas Schindler has developed a norm-preserving integration scheme, which we
present in the appendix of [3]. Instead of writing the numerical iteration scheme in
terms of ρi ,k and Ji ,k , we discretise the quantities

R(r, t )≡ 4πr 2ρ(r, t ) and (F.18)

JR(r, t )≡ 4πr 2J(r, t ), (F.19)

which include a weighting by the surface of the sphere with radius r . This transform-
ation equalises the contribution of each point Ri ,k ≡ R(ri , tk) to the volume integral
of the density profile. Therefore, the drift of the particle number is significantly re-
duced, at the price of some more numerical noise at large radii due to division by large
numbers.
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