
 

 

 

 

Data-Driven Business Process Management:  

Advancing Process Data Quality and Process Improvement  

 

 

 

Dissertation 

zur Erlangung des Grades eines Doktors der Wirtschaftswissenschaft 

der Rechts- und Wirtschaftswissenschaftlichen Fakultät 

der Universität Bayreuth 

 

 

 

 

Vorgelegt 

von 

Christopher van Dun  

aus 

Bamberg



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Dekan:       Prof. Dr. Jörg Schlüchtermann  

Erstberichterstatter:     Prof. Dr. Maximilian Röglinger 

Zweitberichterstatter:     Prof. Dr. Moe Wynn 

Datum der mündlichen Prüfung:   04.04.2022  

 



 

 

 

“Everything is a process.” 

Redewendung (nach Heraklit) 

 

 

 

 

________________________________________________________ 

 

Mit dem Abschluss dieser Dissertation geht für mich eine sehr lange, vielseitige 

und lehrreiche universitäre Phase meines Lebens zu Ende. Unglaubliche elf 

Jahre habe ich in Vorlesungssälen, Seminarräumen, CIP-Pools und an 

verschiedenen Lehrstühlen geschwitzt, gehadert und zum Glück auch ab und 

an gejubelt. Ich blicke schon jetzt mit einem lachenden und einem weinenden 

Auge zurück – einerseits sehr erleichtert, dass ich es bis hierhin geschafft habe, 

andererseits traurig, dass hier das Kapitel nun abgeschlossen werden muss. 

Jetzt geht es aus der behüteten akademischen Umgebung in die „echte“ Welt 

hinaus und ich möchte die Gelegenheit dieses Meilensteins nutzen, um von 

ganzem Herzen Danke zu sagen: 

 

Danke an meinen Doktorvater Max: Für die Chance, die du mir mit der 

Promotion bei dir gegeben hast. Für die allzeit direkte und hilfsbereite 

Betreuung, auch wenn es bei dir selbst gerade mal wieder sehr stressig war. 

Für die gute Laune, die du selbst mit schlechter Laune verbreitest. Und für die 

tollen Erfahrungen, die ich in den letzten Jahren machen durfte. 

 

Danke an meine Familie, Irmi, Peter und Felix: Danke für all das, was ihr mir 

mitgegeben habt, und für all das, was ihr mir ermöglicht habt. Danke für eure 

uneingeschränkte Unterstützung auf meinem Weg – auch wenn ich nicht immer 

weiß, wohin er mich führt. Danke dafür, dass ihr immer da seid, dass ihr meine 

Blitzableiter seid, dass ihr mich in guten Zeiten ertragt und in schlechten Zeiten 

aufbaut. Einfach danke! 

 

Danke an Elli: Danke für deinen unerschütterlichen Glauben an mich. Danke 

für deine Warmherzigkeit, deine bedingungslose Unterstützung und deine 

Nachsicht, wenn mich die Promotion mal wieder viel Zeit, Energie oder gute 

Laune gekostet hat. Danke, dass du mein Ruhepol und meine Energiequelle 

bist. Danke, dass ich bei dir ich sein kann. Danke für dich!  

 

Danke an alle Freund*innen, Kolleg*innen und Wegbegleiter*innen in 

Augsburg und Bayreuth: Dafür, dass ihr die letzten Jahre zu einer so schönen 

Zeit gemacht habt. Dafür, dass ihr mir immer wieder gezeigt habt, dass die 

Arbeit nicht alles ist. Ich wünsche euch allen Erfolg der Welt auf eurem Weg! 

 



 

 

 

Abstract 

Business processes are at the core of every organisation’s effort to deliver services and products to 

customers and, thus, achieve the organisation’s goals. The discipline that deals with the design, analysis, 

execution, and improvement of such business processes is called business process management (BPM). 

Over the years, the BPM research discipline has created a large number of methods and tools to support 

practitioners in managing and improving their business processes. In recent years, the increasing 

abundance of process data available in organisational information systems and simultaneous progress 

in computational performance have paved the way for a new class of so-called data-driven BPM 

methods and tools, the most prominent of them being process mining. This cumulative doctoral thesis 

concentrates on two challenges related to data-driven BPM methods and tools that impede faster and 

more widespread adoption. 

First, while data-driven methods and tools have found quick adoption in BPM lifecycle phases such as 

process discovery and process monitoring, the lifecycle phase of process improvement has so far been 

neglected. However, process improvement is considered to be the most value-adding BPM lifecycle 

phase since it is the necessary step to address existing issues in as-is processes or to adapt these processes 

to constantly changing environments and customer needs and expectations. Process improvement is 

often expensive, time-consuming, and labour-intensive, which is why there is a particular need to 

support process stakeholders in redesigning their processes. 

Second, there is a need for high-quality process data in all phases of the BPM lifecycle. In practice, 

process data, e.g., in the form of event logs for process mining, is often far from the desired quality and 

process analysts spend the majority of their time on identifying, assessing, and remedying data quality 

issues. Thus, in the BPM community, the interest in exploring the roots of data quality problems and the 

related assurance of high-quality process data is rising. Hence, it is essential to have a means for 

detecting and quantifying process data quality. 

Against this backdrop, this cumulative doctoral thesis comprises five research articles that present 

advances in process data quality management on the one hand and data-driven process improvement on 

the other hand. Taking on a design-oriented research paradigm and applying different qualitative and 

quantitative research methods, this thesis proposes several IT-enabled artifacts that support stakeholders 

in managing process data quality and improving business processes. The insights contained in this thesis 

are relevant for academia and practice as they provide both scientific perspectives and practical 

guidance.  

Concerning process data quality management, research article #1 presents an approach for (semi-) 

automated and quality-informed event log extraction from process-agnostic relational databases. It 

applies metrics for data quality dimensions that are relevant to process mining in order to quantify the 

data quality of the source data in selected database tables and simultaneously allows users to extract 



 

 

 

event logs in XES format from the database tables. Research article #2 presents an approach for 

detecting and quantifying timestamp data quality issues in events logs already present in XES format. 

The approach applies metrics for identifying timestamp imperfection patterns and allows users to 

interactively filter, repair, and annotate the event log. 

Furthermore, this thesis provides several concrete approaches to data-driven business process 

improvement. First, it focuses on process improvement in itself and aims to create artifacts for 

supporting process improvement initiatives. Therefore, research article #3 provides a model based on 

generative adversarial networks to create new process designs. Specifically, it uses event logs and 

annotated information on process variants and process deviance to generate a new process model which 

provides suggestions for process improvement to the user. Second, this thesis targets data-driven 

decision support in business processes. In particular, research article #4 uses multi-criteria decision 

analysis to extend traditional vehicle routing problems in last-mile delivery with a customer-centric 

perspective. The customer-centric vehicle routing uses process and customer data and the concept of 

customer lifetime values to predict customer satisfaction and, thus, optimise delivery routes. Finally, 

research article #5 presents a modelling approach for IT availability risks in smart factory networks 

based on Petri nets. The modelling approach uses modular components of information systems and 

production machines to model, simulate, and analyse production processes. 

The thesis concludes by pointing to limitations of the presented research articles as well as directions 

for future research. Overall, this thesis contributes to several important research streams in BPM while 

applying a broad range of qualitative and quantitative research methods such as simulation, normative 

analytical modelling, multi-criteria decision analysis, and interview studies within an overarching design 

science research paradigm. It builds upon and extends existing research on process data quality 

management and business process improvement. 
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 Introduction1  

 Motivation  

Business processes are an organisation’s way of delivering services and products to customers 

and, as such, they are key to organisational success (Dumas et al. 2018; Gross et al. 2019). They 

are defined as an event-driven temporal and logical sequence of task executions in which 

outputs are generated using available organisational resources (Becker et al. 2012; Davenport 

1997; Hammer 2015). The discipline that deals with the design, analysis, execution, and 

improvement of such business processes is called business process management (BPM) 

(Hammer 2015; Reijers 2021; Weske 2019).  

As a way of structuring BPM activities, the so-called BPM lifecycle (Figure 1) describes a 

continuous cycle of phases from process identification via discovery, analysis, redesign, 

implementation, to process monitoring (Dumas et al. 2018; Malinova et al. 2022). In the first 

phase (process identification), business processes relevant to a specific business problem are 

identified and delimited from the rest of the process architecture. During process discovery, the 

identified processes are documented in detail to generate an as-is process model. In the third 

phase (process analysis), issues in the identified and documented processes are inspected, 

evaluated, and prioritised. In the phase of process redesign (or process improvement), a to-be 

process model is created by using remedies to the identified issues or by capitalising on 

opportunities (Malinova et al. 2022). In process implementation, the remedies and changes are 

performed to change the as-is process to the to-be process. In the last phase (process 

monitoring), the new processes are analysed from an ex-post perspective to measure the 

performance of the implemented changes. The cycle is repeated over and over for all processes. 

The continuous management and improvement of business processes is necessary in order to 

adapt processes to constantly changing environments and to keep up with customer needs and 

expectations in a fast-moving world (Gross et al. 2020; Kreuzer et al. 2020). The goal of every 

process improvement initiative is to significantly increase quality, productivity, customer 

satisfaction, and efficiency (Gross et al. 2019; Kreuzer et al. 2020; Vanwersch et al. 2015). 

Organisations must update their processes at an increasingly fast pace if they are to thrive in 

today’s economy (Beverungen et al. 2021; Gross et al. 2020; Kreuzer et al. 2020). 

 
1 This section is partly comprised of content taken from the research articles in this thesis. To improve 

the readability of the text, I have omitted the standard labelling of these citations. 
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Figure 1 - BPM lifecycle based on Dumas et al. (2018) 

Academics and practitioners have developed a large amount of both BPM methods and IT 

capabilities for all phases of the BPM lifecycles in order to support organisations in improving 

their business processes (Kerpedzhiev et al. 2021; Rosemann and vom Brocke 2015; vom 

Brocke et al. 2021). For example, process identification is supported by reference models such 

as ITIL and TOGAF (Dumas et al. 2018) and BPM maturity frameworks (Pöppelbuß and 

Röglinger 2011; Rosemann and Bruin 2005; Tarhan et al. 2016). Process mining tools can be 

used in process discovery, process analysis, and process monitoring (van der Aalst et al. 2012; 

van der Aalst 2016). Redesign heuristics (Frank et al. 2020; Limam Mansar et al. 2009; 

Rosemann 2020) or structured approaches such as the process recombinator tool (Bernstein et 

al. 1999) or the business process design space (Gross et al. 2020) are used in process redesign. 

In the process implementation phase, executable process models can be created in BPM systems 

(Allweyer 2014; Karagiannis 1995).  

In recent years, the increasing abundance of process data available in organisational information 

systems and simultaneous progress in computational performance have paved the way for a 

new class of so-called data-driven BPM methods and tools (Kerpedzhiev et al. 2021; Kratsch 

et al. 2017; Recker and Mendling 2016; van der Aalst 2013; van der Aalst et al. 2016). The 
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most prominent development is process mining, a way of extracting knowledge on business 

processes from process data readily available in information systems (van der Aalst et al. 2012). 

Beyond, current and future BPM methods and tools will leverage the available data in manifold 

ways, e.g., for advanced process automation, adaptive process execution, or agile process 

improvement (Dumas et al. 2022; Kerpedzhiev et al. 2021). As an example, artificial 

intelligence (AI) techniques such as machine learning (ML) have already been effectively 

employed in several phases of the BPM lifecycle (Dumas et al. 2022) – e.g., in process structure 

discovery (Han et al. 2020), for process variant analysis (Taymouri et al. 2021), to identify 

causal dependencies (Bozorgi et al. 2020), and in predictive process monitoring (Heinrich et al. 

2021; Kratsch et al. 2020). 

One BPM lifecycle phase that has so far been treated with neglect when it comes to data-driven 

BPM support is process improvement. Process improvement is the necessary step to address 

existing issues in the as-is process, adapt the as-is process to constantly changing environments 

and customer needs and expectations, and take hold of emerging opportunities (Gross et al. 

2020; Kreuzer et al. 2020). Therefore, this lifecycle phase holds the potential to significantly 

increase quality, productivity, customer satisfaction, and efficiency (Gross et al. 2019; Kreuzer 

et al. 2020; Vanwersch et al. 2015; Vanwersch et al. 2016). Unsurprisingly, the last decades 

have seen relevant research on process improvement methods (Limam Mansar and Reijers 

2007; Reijers 2003). Yet, process improvement is often expensive, time-consuming, and 

labour-intensive (Al-Anqoudi et al. 2021; Gross et al. 2020; Huang et al. 2015; Limam Mansar 

et al. 2009), which is why there is a particular need to support process stakeholders in 

redesigning their processes. 

However, traditional approaches to process improvement are often subjective and biased as 

they rely heavily on human intuition and creativity. They also often involve significant 

cognitive effort and can be too rigid (Gross et al. 2020; Limam Mansar et al. 2009; Röglinger 

et al. 2021). Rarely is the full solution space of process improvement explored. Computational 

approaches, such as the decision-making tool by Limam Mansar et al. (2009), commonly rely 

on previous projects or redesign heuristics with a low level of automation. Thus, such 

approaches often provide a narrower perspective on improvement as they redeploy knowledge 

from past improvement activities (Gross et al. 2020). Other approaches, such as evolutionary 

algorithms, require large amounts of structured data (Afflerbach et al. 2017; Fehrer et al. 2022). 

Therefore, the issue of data-driven business process improvement remains a key gap in research 

(Al-Anqoudi et al. 2021; Röglinger et al. 2021; van der Aalst 2013; Zuhaira and Ahmad 2020).  
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Regardless of the BPM lifecycle phase, all data-driven BPM approaches are reliant on data 

describing the context (Möhring et al. 2015), status quo (van der Aalst et al. 2012), or future 

(Poll et al. 2018) of one or more business processes. The most common type of process data 

and the starting point for most process mining techniques is an event log (van der Aalst et al. 

2012). Event logs contain a sequential record of events executed in a business context at a given 

time “such that each event refers to an activity (i.e., a well-defined step in some process) and is 

related to a particular case (i.e., a process instance).” (van der Aalst et al. 2012; p. 174). 

Additional information about the resources executing the event or event-related data points can 

also be stored. Event logs and other types of process data are either (1) extracted and 

transformed from data stored in process-agnostic information systems used in businesses 

everywhere, such as enterprise resource planning (ERP), customer relationship management 

(CRM) systems or simple databases, or (2) readily available for extraction and use in so-called 

process-aware information systems (PAIS), such as BPM or workflow management systems. 

A PAIS is defined as “a software system that manages and executes operational processes 

involving people, applications, and/or information sources on the basis of process models” 

(Dumas et al. 2005; p. 7). Nowadays, the definition of PAIS is not necessarily restricted to 

traditional workflow management systems but includes all systems that entertain an explicit 

process notion and that are aware of the processes they support, such as large ERP systems like 

SAP and Oracle (van der Aalst 2013). However, most PAIS work with different data formats 

and some record events only implicitly, which impedes the standardised analysis of event logs 

(van der Aalst 2015). To solve this problem, the XES format has become the generally 

acknowledged de-facto standard for the interchange of event log data between different tools 

and application domains (Günther and Verbeek 2014; Verbeek et al. 2011). 

In the end, no matter how and where process data was collected and stored, reliable results of 

data-driven BPM approaches are contingent on high-quality data (van der Aalst et al. 2012; van 

der Aalst 2016). In practice, process data is often far from the desired quality (Bose et al. 2013; 

Suriadi et al. 2017b). Therefore, such data should not be naively used as input to data-driven 

BPM approaches without ensuring that it is of adequate quality (van der Aalst 2016). Data 

scientists spend up to eighty percent of their work on identifying, assessing, and remedying data 

quality issues (Wynn and Sadiq 2019). A recent survey among researchers and practitioners 

revealed that incomplete or inconsistent process data is one of the biggest challenges to process 

mining projects and that data quality-related support is still lacking in most process mining 

solutions (Wynn et al. 2021). Thus, the interest in exploring the roots of data quality problems 
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and the related assurance of high-quality process data is rising (van der Aalst et al. 2017b; Wynn 

and Sadiq 2019). For example, previous research established data quality as a multidimensional 

concept and defined data quality dimensions (see Lee et al. 2002; Pipino et al. 2002; Wand and 

Wang 1996; Wang and Strong 1996), which are widely adopted for evaluating data quality as 

they reflect the “fitness for use” of data by data consumers (Wynn and Sadiq 2019). Focusing 

on process data quality in particular, van der Aalst et al. (2012) provide maturity levels for the 

suitability of different data sources for process mining. Regarding real-life event logs, Bose et 

al. (2013) and Emamjome et al. (2019) identified typical data quality issues and Suriadi et al. 

(2017b) proposed eleven common event log imperfection patterns. However, to the best of our 

knowledge, research that addresses the assessment of process data quality and its impact on 

data analysis results remains scarce (Andrews et al. 2019). 

 Research Objectives 

Based on the status quo in research and practice, as described in the motivation above, the aim 

of this thesis is twofold: First, research on process data quality has so far mainly focused on 

general, i.e., domain-agnostic, data quality dimensions on the one hand and specific process 

data quality issues on the other hand. In between, there is a need for detecting data quality issues 

in process data and quantifying their impact on data-driven BPM techniques that take process 

data as input. This thesis, therefore, aims to contribute to this research stream by designing 

artifacts for detecting and quantifying process data quality issues as a basis for further action, 

such as the repair of quality issues or the establishment of provenance in process data analysis.  

Second, data-driven approaches in the BPM lifecycle phase of process improvement have so 

far not lived up to expectations, compared to approaches employed in other lifecycle phases. 

This thesis, therefore, aims to provide several concrete artifacts that demonstrate the potential 

of process data as enabler for process improvement. For one thing, this thesis aims at supporting 

the actual execution of process improvement initiatives by demonstrating and evaluating a 

model that uses generative machine learning to create new and improved process designs based 

on event logs of the as-is process. Additionally, this thesis aims at creating data-driven decision 

support systems in business processes. It provides two concrete artifacts: Customer data and 

multi-criteria decision analysis are employed to improve customer-facing last mile delivery 

processes. Finally, a modelling and simulation approach based on Petri nets is used to analyse 

and mitigate IT availability risks in production processes within smart factory networks. 
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The overarching goal of this thesis is not only to provide theoretical contributions to existing 

research streams, but also to provide BPM stakeholders in practice with guidance, practical 

assistance, and decision support for dealing with process data quality issues on the one hand 

and data-driven process improvement on the other hand. Therefore, all research questions 

addressed in this thesis are answered using design-oriented research to create, instantiate, and 

evaluate IT artifacts that (semi-)automate previously manual tasks in the fields of BPM in 

general and business process intelligence in particular.  

 Structure of this Thesis and Embedding of the Research Papers 

This cumulative doctoral thesis consists of five research articles that investigate (1) advances 

in process data quality and (2) advances in business process improvement. The research articles 

in both pillars answer their respective research questions using various qualitative and 

quantitative methods as well as conceptual and theoretical lenses in the broader context of 

Design Science Research (DSR). As a result, the thesis presents design artifacts addressing the 

problem of identifying and quantifying process data quality as well as the challenge of using 

data in order to improve existing business processes. Covering both theoretical and practical 

perspectives on process data, this thesis is relevant for both researchers and practitioners. 

 

Figure 2 - Structure of this thesis including all research articles 
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As depicted in Figure 2, the research articles either address the topic of process data quality or 

the topic of data-driven business process improvement. In Section II (including research articles 

#1 and #2), the thesis provides an overview of approaches for detecting, identifying, and 

quantifying data quality issues in process data. For this purpose, the thesis distinguishes 

between process data from process-agnostic source systems and process data already available 

in process-specific formats or from process-aware information systems. In particular, research 

article #1 presents an approach for (semi-) automated and quality-informed event log extraction 

from process-agnostic relational databases. It applies metrics for data quality dimensions that 

are relevant to process mining in order to quantify the data quality of the source data in selected 

database tables and simultaneously allows users to extract event logs in XES format from the 

database tables. Research article #2 presents an approach for detecting and quantifying 

timestamp data quality issues in events logs already present in XES format. The approach 

applies metrics for identifying timestamp imperfection patterns as proposed by Suriadi et al. 

(2017b) and allows users to interactively filter, repair, and annotate the event log.   

In Section III (including research articles #3, #4, and #5), the thesis demonstrates several 

advances in data-driven business process improvement. Research article #3 provides a model 

based on generative adversarial networks, i.e., a generative machine learning technique based 

on opposing neural networks, to create new process designs. Specifically, it uses event logs and 

annotated information on process variants and (positive and negative) process deviance as input 

and outputs a new process model which significantly differs from the as-is process and provides 

suggestions for process improvement to the user. Research article #4 focuses on last mile 

delivery processes, e.g., for meals or parcels, and uses multi-criteria decision analysis to extend 

traditional vehicle routing problems with a customer-centric perspective. In particular, the 

customer-centric vehicle routing uses process and historical customer data and the concept of 

customer lifetime values to predict customer satisfaction and, thus, optimise delivery routes. 

Finally, research article #5 presents a modelling approach for IT availability risks in smart 

factories based on Petri nets. The modelling approach uses modular components of information 

systems and production machines to model, simulate, and analyse propagation effects and 

cascading failures in production processes within smart factory networks. 

Section IV concludes this thesis by providing a summary of the key insights, limitations of this 

work, and directions for future research. Section V lists the publication bibliography. The 

Appendix in Section VI compiles additional information on all research articles (VI.1), my 

individual contributions (VI.2), and the research articles themselves (VI.3 to VI.7). 
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 Advancing Process Data Quality Management2 

Process mining is a set of data-driven BPM techniques used to analyse business processes (van 

der Aalst 2016). With process mining, organisations can leverage process data to gain insights 

into business process performance, conformance of processes to existing process models, and 

improvement opportunities (Suriadi et al. 2017b). In doing so, process mining supports crucial 

BPM lifecycle phases (van der Aalst et al. 2012; van der Aalst 2016), facilitates evidence-based 

process improvement (Partington et al. 2015), and strategic decision making (Mans et al. 2013).  

While process mining has recently seen an extraordinary rate of adoption in practice across a 

wide range of industries (Reinkemeyer 2020), research has kept up and has generated 

substantial output over the last decade – resulting in advances in both technical and 

organisational areas (Martin et al. 2021; R’bigui and Cho 2017; Thiede et al. 2018). In the 

process, research has mainly focused on the application of process mining in specific use cases 

(e.g., Andrews et al. 2018a; Andrews et al. 2018b; Emamjome et al. 2019) and the development 

and refinement of process mining algorithms (R’bigui and Cho 2017). Several new research 

streams have identified further application areas such as predictive process monitoring (Kratsch 

et al. 2020; Teinemaa et al. 2019) or robotic process mining (Leno et al. 2021). Having said 

this, most recent process mining approaches are predicated on the existence of high-quality 

process data in the form of event logs, without describing how such logs can be generated and 

how the quality of the log can be assured (e.g., Evermann et al. 2017; Kratsch et al. 2017; Martin 

et al. 2017; Suriadi et al. 2017a; Wynn et al. 2017). 

Reliable process mining results are, however, contingent on high-quality process data (Andrews 

et al. 2019; van der Aalst et al. 2012; van der Aalst 2016). Naively using process data for process 

mining without ensuring that it is of adequate quality may therefore lead to inaccurate results 

or questions left unanswered (Bose et al. 2013; van der Aalst 2016). Many existing studies show 

that process data in the form of event logs is often far from the desired quality as it tends to be 

noisy, incomplete, and imprecise (Andrews et al. 2018a; Andrews et al. 2018b; Bose et al. 2013; 

Dixit et al. 2018; Suriadi et al. 2017b). As a result, process analysts might spend up to eighty 

percent of their work on manually detecting and remedying data quality issues (Nooijen et al. 

2012; Wynn and Sadiq 2019). 

 
2 This section is partly comprised of content taken from the research articles in this thesis. To improve 

the readability of the text, I have omitted the standard labelling of these citations. 
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To alleviate this problem, the BPM community has begun to explore the roots of data quality 

problems in process data and the related assurance of high-quality process data (Dixit et al. 

2018; Suriadi et al. 2017b; van der Aalst et al. 2017a; Wynn and Sadiq 2019). As a first step, it 

is essential to have a means for detecting and quantifying process data quality (Wynn and Sadiq 

2019). While some basic solutions have been devised (e.g., Fox et al. 2018; Kurniati et al. 

2018), a generalised approach for the detection and quantification of process data quality does 

not yet exist. To address this need, Section II presents two IT-enabled approaches that 

complement each other and support process analysts in detecting, identifying, and quantifying 

process data quality issues in different data sources.  

As a shared basis, both approaches build on existing research on the concept of data quality. 

Juran and Godfrey (1999) define quality as either “fitness for use” or “fitness for purpose”, and 

Wynn and Sadiq (2019) build on this definition to define data quality as “fitness for use” of 

said data by data consumers. Process data should, therefore, be able to answer the user’s (i.e., 

process analyst’s) questions. The assessment of this “fitness for use” is not a trivial task: In 

most publications, data quality is described as a multidimensional concept (Wand and Wang 

1996). Thus, assessing data quality always involves examining and weighting not one, but 

multiple dimensions. Previous research has established several sets of data quality dimensions 

(e.g., Batini and Scannapieco 2016; Lee et al. 2002; Pipino et al. 2002; Redman and Blanton 

1997; Scannapieco et al. 2005; Stvilia et al. 2007; Wand and Wang 1996; Wang and Strong 

1996). However, these dimensions are not specific to process data, and most publications do 

not provide concrete, domain-specific metrics for measuring the data quality dimensions. 

Metrics represent a formal way of measuring and quantifying data quality dimensions (Görz 

and Kaiser 2012; Heinrich et al. 2018; Heinrich and Klier 2015; Pipino et al. 2002) that can be 

computed with a certain degree of automation (Even and Shankaranarayanan 2007; Kaiser et 

al. 2007). The two approaches for detecting and quantifying data quality issues differ in the 

type of data source being examined: Section II.1 (research article #1) presents an approach for 

detecting and quantifying process data quality in source systems, while Section II.2 (research 

article #2) presents an approach for analysing data already available in process-specific formats 

or from process-aware information systems. 
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1 Process Data Quality in Process-Agnostic Source Data 

There is only a handful of approaches available to support process analysts in extracting event 

logs in a systematic manner, including ProM plugins (Günther and van der Aalst 2006; Verbeek 

et al. 2011), object-centric (Li et al. 2018), redo log-based (van der Aalst 2015), or ontology-

based approaches (Calvanese et al. 2016; Calvanese et al. 2017). Each has limitations, and none 

address data quality issues of the source data. 

To fill this gap, research article #1 presents RDB2Log, a semi-automated, quality-informed 

approach to event log extraction from relational databases. RDB2Log takes, as input, a 

relational data set and generates an assessment of its data quality based on data quality 

dimensions. Using this assessment and the database key constraints, the data’s suitability for 

process mining can be evaluated. RDB2Log supports the mapping of data columns to event log 

attributes and subsequential extraction of the event log.  

RDB2Log was developed following the precepts of the DSR methodology (Hevner et al. 2004; 

Peffers et al. 2007). DSR is an accepted research paradigm in IS research and “involves a 

rigorous process to design artifacts to solve observed problems, to make research contributions, 

to evaluate the designs, and to communicate the results to appropriate audiences” (Hevner et al. 

2004; Peffers et al. 2007). Such artifacts can be constructs, models, methods, and instantiations 

(Hevner et al. 2004; March and Smith 1995). Therefore, RDB2Log is a valid design artifact 

following the definition by March and Smith (1995). 

The DSR methodology by Peffers et al. (2007) proposes an iterative research process with 

feedback loops: (1) problem identification, (2) definition of solution objectives, (3) design and 

development, (4) demonstration, (5) evaluation, and (6) communication. In complying with the 

design-evaluate-construct-evaluate pattern advocated in Sonnenberg and vom Brocke (2012), 

the construction of RDB2Log did not traverse DSR phases strictly iteratively, but switched 

between the design and develop as well as the demonstration and evaluation phases. 

The schematic architecture of RDB2Log is illustrated in Figure 3. The approach functions in 

three distinct steps: (1) database relationship assessment, (2) data quality assessment, and (3) 

attribute assignment.  
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Figure 3 - RDB2Log - quality-informed event log generation 

In step (1), the structure of the source data is analysed to verify the suitability for event log 

extraction. RDB2Log caters to process data generated by process-agnostic information systems 

that is stored in relational form and that needs to be transformed into an event log for process 

mining. For this purpose, the source data must meet certain criteria such as existing Primary 

Keys and Foreign Keys as per the concept of relational databases. Additionally, the data must 

contain timestamp attributes which form the basis of the event ordering in the output event log. 

In step (2), the data quality of the whole database and of each of the attributes (i.e., the columns 

of the relational data source) is assessed. In sum, RDB2Log incorporates 12 data quality 

dimensions that have been deemed quantifiable and relevant for process mining. These are 

currency, accuracy, consistency, completeness, privacy, objectivity, sufficiency, conciseness, 

integrity, precision, informativeness, and uniqueness. Each of the 12 quality dimensions is 

informed by one or more metrics. A detailed description of all dimensions and metrics can be 

found in the research article. As a result, each attribute of the source database is assessed against 

several quality dimensions. Depending on the attribute’s data type (e.g., integer, string, or 

timestamp) and on user preferences, the weights of the dimensions and respective metrics can 

be adapted. The research article provides a basis for interpreting the respective dimension 

values. 

In step (3), users assign event log roles to selected database attributes. RDB2Log provides 

guidance on suitable database attributes in the form of acceptance criteria based on quality 

levels and on the structure of the database. As a way of mapping database attributes to event 

log attributes, the research article proposes the notion of event constructors, i.e., for each 
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selected event representation in the source data, a constructor defining the necessary attributes 

(case identifier, activity label, timestamp, and optional case/event data) is created. The final set 

of event log rows is then extracted. 

 

Figure 4 - Example screenshot of the instantiated software prototype 

RDB2Log has been evaluated based on the DSR evaluation framework proposed by 

Sonnenberg and vom Brocke (2012). This DSR evaluation framework comprises four activities 

(EVAL1 to EVAL4). EVAL1 aims to justify the research problem. It also requires deriving 

design objectives from existing knowledge. EVAL2 evaluates the artifact's design specification 

by discussing its features against competing artifacts as well as challenging its understandability 

and real-world fidelity with process mining experts from industry and academia. The results 

indicate that no other approach addresses the design objectives as comprehensively as 

RDB2Log and that RDB2Log is valid and fills a gap in literature. EVAL3 strives for validated 

instantiations. Thus, RDB2Log has been implemented as a software prototype (Figure 4) and 

applied to two data sets in a laboratory setting. In accordance with Sonnenberg and vom Brocke 

(2012), the approach is validated regarding feasibility and suitability. The evaluation can give 

a rough indication of RDB2Log’s ease-of-use and robustness. EVAL4 requires validating the 

instantiation's applicability in naturalistic settings. Thus, the prototype is applied to real-world 

data of a medium-sized manufacturing company and the results are evaluated and discussed in 

collaboration with the company. 
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In sum, research article #1 proposes RDB2Log, an approach towards semi-automatically 

generating quality-informed event logs from relational data. RDB2Log requires as input a 

relational data set and supports the user in selecting event log attributes from the available data 

columns by providing information on data quality and data constraints. As output, an event log 

is provided. 

2 Process Data Quality in Process-Aware Event Logs 

In times of maturing BPM, growing process orientation, and adoption of process mining in 

organisations, process data is available in PAIS (such as elaborate ERP or CRM systems) more 

often than not. However, research that addresses the (semi-automated) quality assessment of 

process data – even when it is already available in an event log format – remains scarce 

(Andrews et al. 2019; Suriadi et al. 2017b).  

Research article #2 intends to bridge this gap in research specifically for timestamp-related data 

quality issues. Timestamps are at the core of many process mining use cases (Dixit et al. 2018; 

Gschwandtner et al. 2012; van der Aalst et al. 2012). In most cases, precise timestamps are 

essential for reproducing the correct ordering of activities in order to obtain accurate process 

models (Dixit et al. 2018; Gschwandtner et al. 2012). In contrast, inaccurate or granular 

timestamps often lead to convoluted process models that may result in erroneous analyses (Dixit 

et al. 2018). The article builds on earlier work on automating the detection and quantification 

of timestamp imperfections (Fischer et al. 2020) and focuses on the following research question: 

How can timestamp-related data quality issues in event logs be detected and quantified? As 

such, it is a first step in quantifying event log data quality. 

To address the research question, research article #2 also adopts the DSR paradigm (Gregor 

and Hevner 2013; Peffers et al. 2007) to build and instantiate a user-guided and semi-automated 

approach to assess the quality of timestamps in event logs across two axes: four levels of 

abstraction (event, activity, trace, log) and four quality dimensions (accuracy, completeness, 

consistency, uniqueness). As an operationalisation of the four quality dimensions, 15 

timestamp-related quality metrics are defined and computed using the software prototype 

implemented in the academic process mining framework ProM. Additionally, the approach 

provides starting points for user-interactive and domain-specific data quality detection and 

quantification. The approach can detect common timestamp-related issues and measure the 

quality of timestamp information in event logs. 
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The design specification conceived in the design and development phase of the DSR project 

consists of a timestamp quality framework, timestamp-related quality metrics, and interactivity 

functions. This design specification is backed by a comprehensive literature search which was 

conducted to identify data quality dimensions and issues related to timestamps. Four 

particularly relevant data quality dimensions (accuracy, completeness, consistency, and 

uniqueness) and five data quality issues at the event, activity, trace, and log level were 

identified. In regard to these data quality issues, the research article develops 15 data quality 

metrics in total. The metrics are the quantifiable measures for data quality issues spanning the 

four data quality dimensions and four levels of log abstraction. Thus, the metrics are positioned 

according to two axes: four data quality dimensions and four levels of log abstraction resulting 

in a timestamp quality assessment framework (Table 1). The metrics are derived from either 

existing detection approaches, modification to existing detection approaches, or newly designed 

detection approaches based on insights from the literature. The metrics are designed to fit event 

logs in standardised formats like XES. For the calculation of a value for a whole dimension or 

abstraction level, the weighted average of the allocated metrics is used. The respective weights 

can be adapted depending on user preferences and domain-specific constraints.  

Table 1 - Timestamp quality assessment framework 

 Timestamp Quality 

QD1: 

Accuracy 

QD2: 

Completeness 

QD3: 

Consistency 

QD4: 

Uniqueness 

Log  

Level 
 

M5: Missing  

Tracec 

M9: Mixed Granu-

larity of the Logc M13: Duplicates 

within Logc M10:  

Formatb 

Trace  

Level 

M1: Infrequent 

Activity Orderinga 
M6: Missing 

Activityb 

M11: Mixed Granu-

larity of Tracesa 

M14: Duplicates 

within Traceb 
M2: Overlapping 

Activities per 

Resourcea 

Activity  

Level 
 

M7: Missing  

Eventc 

M12: Mixed Granu-

larity of Activitiesc 

M15: Duplicates 

within Activityc 

Event  

Level 

M3:  

Future Entryc M8: Missing 

Timestampc 
  

M4:  

Granularityc 

 

: metric can be allocated; : no metric can be allocated  

a: pre-existing detection approach used; b: modification of pre-existing detection approach; c: new development 
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The approach for detecting and quantifying timestamp imperfections has been implemented as 

an open-source software prototype as part of the ProM framework (Figure 5). In order to 

complement automated data quality measurements with domain and use case knowledge from 

the user, the instantiation provides multiple components for the integration of user input: The 

metric weights are highly configurable, so that users can tailor the quantification towards 

specific domains and use cases. Furthermore, the software provides a detailed view of each 

identified data quality issue and allows users to select or deselect data quality issues in order to 

avoid false positives. And lastly, the user can add the quality information to the metadata of the 

event log under consideration as a way of storing it for further use. 

 

Figure 5 – Example screenshot of the quality quantification (Panel A) and a detailed view of quality issues 

(Panel B) 

Following the DSR evaluation framework by Sonnenberg and vom Brocke (2012), the approach 

is evaluated in four phases: In EVAL1, the research gap is justified and design objectives are 

derived. EVAL2 strives for validated design specifications by discussing the approach’s 

features against competing artifacts. By also comparing its features with the derived design 

objectives, the article underpins the approach’s significant value-add to existing literature. 

EVAL2 concludes that the approach sufficiently caters to all design objectives and thus adds to 

the prescriptive body of knowledge related to data quality in process mining. In EVAL3, the 

implemented instantiation of the approach is used in experiments with experts from research 
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and practice using real-world event logs in order to refine the timestamp quality assessment 

framework and the contained metrics. As for EVAL4, the author team conducted a survey study 

with process mining experts from academia and industry to validate the perceived ease-of-use 

and usefulness of the approach and its implementation. These evaluation criteria are based on 

the well-known Technology Acceptance Model (TAM; Davis 1989). 

In a nutshell, the presented approach supports process stakeholders in determining the 

suitability of an event log for process mining. It also assists data scientists in interactively 

identifying and assessing data quality issues in event logs. The implementation as part of the 

ProM framework allows for interoperability with other tools and methods in the process mining 

toolchain. Finally, the approach paves the way for future research on detecting and quantifying 

quality issues of further event log components (e.g., activity labels). 

In sum, Section II presents artifacts that support BPM stakeholders (such as process owners and 

process analysts) in detecting data quality issues in process data from various data sources and 

stored in various formats. The artifacts seek to address relevant problem classes with useful 

solutions. Specifically, research article #1 provides an approach for managing process data 

quality and extracting process data from process-agnostic source systems while research article 

#2 provides an approach for managing data quality of process data already stored as an event 

log. Both presented artifacts address different steps in the data preparation phase of a data-

driven BPM project and, thus, complement each other well.  
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 Advancing Data-Driven Process Improvement3 

In the BPM lifecycle phase of process improvement (or process redesign), a to-be process 

model is created by using remedies to existing issues in the as-is process or by capitalising on 

opportunities (Baumbach et al. 2020; Malinova et al. 2022). Process improvement has the 

potential to significantly increase quality, productivity, customer satisfaction, and efficiency 

(Gross et al. 2019; Kreuzer et al. 2020; Vanwersch et al. 2015; Vanwersch et al. 2016) and, 

therefore, entails significant economic value (Vanwersch et al. 2015; Zellner 2011). 

Generally, process improvement describes the act of systematically changing existing processes 

or developing new processes (Kettinger et al. 1997). Related notions such as process redesign, 

process reengineering, or process optimisation are used synonymously to a degree (Grisold et 

al. 2021; Malinova et al. 2022). However, each carries their own connotation: For example, 

reengineering is often connected to radical changes in a process (Hammer and Champy 1993), 

while redesign is often used in connection with incremental (i.e., less radical) approaches, such 

as changing existing processes to decrease time and cost, or to increase quality and flexibility 

(Mansar and Reijers 2005). This thesis follows Malinova et al. (2022) and uses the term process 

improvement in a broad sense, including all acts of changing existing or developing new 

processes.  

Since the 1990’s, a large number of methods for process improvements have been developed 

(Gross et al. 2020; Limam Mansar et al. 2009; Malinova et al. 2022; vom Brocke et al. 2021). 

They have been highlighted as a critical success factor (Rosemann and vom Brocke 2015) and 

can be classified regarding their ambition, nature, and perspective (Dumas et al. 2018; Recker 

2012). The ambition of a process improvement method lies on a spectrum between incremental 

and radical (i.e., between redesign and reengineering), the nature of a method is creative or 

analytical, and the perspective is inward-looking or outward-looking. Based on a definition by 

Gross et al. (2020), process improvement methods include problem-based approaches (e.g., 

Bortolotti and Romano 2012; Kwak and Anbari 2006), imitation-based approaches (e.g., König 

et al. 2019; Setiawan and Sadiq 2013), pattern-based approaches (e.g., Frank et al. 2020; Mansar 

and Reijers 2005; Rosemann 2020), interaction-based approaches (e.g., Rosemann 2018), 

customer-based approaches (e.g., Bettencourt et al. 2013), and several others. 

 
3 This section is partly comprised of content taken from the research articles in this thesis. To improve 

the readability of the text, I have omitted the standard labelling of these citations. 
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In recent years, the increasing availability of process data in organisational information systems 

has opened up opportunities for data-driven BPM methods and tools (Kerpedzhiev et al. 2021; 

Kratsch et al. 2017; Netjes et al. 2006; Recker and Mendling 2016; van der Aalst 2013; van der 

Aalst et al. 2016). This fundamental paradigm shift leads to two complementary data-driven 

opportunities with respect to process improvement: Process data can now be used either as an 

enabler of improvement initiatives themselves or as an enabler of data-driven decision support 

in improved business processes. More precisely, process data can be used (1) as a tool in the 

phase of process improvement (e.g., as a source of improvement ideas), or (2) as the basis for 

improved process (e.g., through data-driven automation or predictive process monitoring). 

Regarding (1) process data as enabler of process improvement initiatives, researchers have 

begun to identify opportunities to leverage data for process improvement. Traditional process 

improvement methods are often associated with mostly manual, creative work, and high 

investments in terms of cost and time (Al-Anqoudi et al. 2021; Gross et al. 2020; Huang et al. 

2015; Limam Mansar et al. 2009). Thus, Röglinger et al. (2021) distinguish between manual 

and automated, data-driven process improvement methods and position the latter as a key 

challenge for future BPM research. In the meantime, some early concepts for data-driven 

process improvement have been developed: For example, Afflerbach et al. (2017) deploy 

evolutionary algorithms based on structured data on process activities and properties to generate 

improved processes. Truong and Le (2016) rely on data mining techniques, such as rule-based 

classification, to determine opportunities for task elimination or resequencing. Niedermann et 

al. (2010) apply best practice patterns via process matching based on operational and event data, 

utilising several data mining methods. Zemni et al. (2016) serve as representatives of the 

emerging compositional methods (Reijers 2021) as they provide a systematic merge mechanism 

for process fragments based on a path matrix. Lastly, Borgianni et al. (2015) present an 

algorithmic decision support model to indicate value bottlenecks applying process value 

analysis and Monte Carlo simulation. Nevertheless, these existing data-driven approaches still 

require much cognitive effort and manual input from the user or large amounts of structured 

and pre-processed data, thus providing either only low levels of automation or a narrow view 

of process improvement alternatives.  

In addition, advances in AI and, more specifically, in ML have launched an area of research on 

AI-based innovation. Automated innovation approaches based on generative machine learning 

and computational creativity have become increasingly popular (Heinrich et al. 2021; Kratsch 

et al. 2020; Taymouri et al. 2020). Machine learning has already been effectively applied in 
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several phases of the BPM lifecycle (e.g., Dumas et al. 2022; Han et al. 2020; Heinrich et al. 

2021; Kratsch et al. 2020; Taymouri et al. 2020; Taymouri et al. 2021). Thus, it is only 

reasonable to assume that such developments in AI also stand to make process improvement 

less dependent on human creativity (Röglinger et al. 2021).  

Thus, creating (semi-)automated, ML-based, and data-driven approaches for process 

improvement is a worthy goal of BPM research. For this purpose, Section III.1 (research article 

#3) presents such a process improvement approach based on generative adversarial networks, 

i.e., a generative machine learning technique with opposing neural networks, to create new 

process designs. 

Regarding (2) process data as enabler of data-driven decision support, researchers and 

practitioners alike have already leveraged data for designing effective and efficient business 

processes. Heinrich et al. (2021) use process data to dynamically predict next events of running 

processes, while Kratsch et al. (2020) predict outcomes of such running process instances. 

Another example is robotic process mining which allows users to dynamically automate 

repetitive routines with robotic process automation (Leno et al. 2021). The goal of this thesis is 

to advance this stream of research by adding to the host of concrete process improvements 

based on data-driven decision support. Thus, Section III.2 (research articles #4 and #5) provides 

examples for data-driven process improvements, specifically in last mile delivery processes and 

smart factory production processes. 

1 ML-Based Business Process Improvement 

Röglinger et al. (2021) propose further research on automated process improvement systems. 

To follow this recommendation and address the lack of computational support for process 

improvement, research article #3 poses the research question: How can business processes be 

improved through generative machine learning? 

To answer this question, the article builds and evaluates ProcessGAN, a novel approach for 

business process improvement based on generative adversarial networks (GANs) that supports 

the generation of new process designs using process data. It consists of a GAN generating new 

process models based on event log data, thereby conducting pioneering work at the intersection 

of process improvement and generative machine learning. GANs have so far been used in other 

domains such as art and design (e.g., Elgammal et al. 2017; Sbai et al. 2019). The article’s goal 

is to evaluate the suitability of GANs for automated process improvement. 

For this purpose, the article follows the DSR paradigm (Hevner et al. 2004; March and Smith 
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1995) and adheres to the six-step DSR methodology proposed by Peffers et al. (2007) which 

structures the development and prototypical implementation of ProcessGAN by iteratively 

combining building and evaluation activities, thereby focusing on ProcessGAN’s functional 

core. As DSR aims to develop IT artefacts that solve organisational problems, ProcessGAN is 

a valid design artifact following the definition by March and Smith (1995). 

As shown in Figure 6, ProcessGAN comprises three stages: (1) input and data pre-processing, 

(2) the GAN model for automated process improvement, and (3) output and data 

postprocessing. First, event log traces are transformed into encoded sequences. In training, the 

GAN learns how to generate new process traces. The generated sequences are then converted 

into a process model for evaluation and further use within the BPM toolchain. 

 

Figure 6 - Schematic architecture of ProcessGAN 

In (1), the input to ProcessGAN is prepared. ProcessGAN uses process data in the form of event 

logs as input. Event logs contain information about activities, timestamps, and attributes from 

process instances (Dumas and Mendling 2019; van der Aalst et al. 2012) and are sensible as 

input since event logs are readily available (van der Aalst 2013) and GANs require a large 

amount of training data (Chollet 2018). The data is encoded and standardised to satisfy GAN 

requirements. Furthermore, information on positively and negatively deviant process instances 

is added to the encoded log for the purpose of identifying desirable and undesirable process 

instances (Delias 2017; König et al. 2019). 

In (2), the GAN is initialised and trained. In setting up the GAN, the article follows the 

architecture provided in Taymouri et al. (2020). GANs consist of two long short-term memory 

(LSTM) neural networks, called discriminator and generator. LSTM networks are adaptions of 

conventional recurrent neural networks (RNN) that are well suited to sequential data such as 

process data (LeCun et al. 2015; Sengupta et al. 2020). The discriminator and generator are 

trained based on several different and opposing incentives, thereby trying to distinguish 

between real and artificially generated as well as between undesirable and positively deviant 

process instances. An overview of this training procedure is given in Figure 7. 
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Figure 7 - ProcessGAN training procedure 

In (3), once the training is completed, the generator can create new batches of artificial process 

instances as output that are decoded and then transferred into a process model. The training can 

lead to results of varying quality, and the user is, therefore, required to provide input at several 

stages of ProcessGAN in order to mitigate quality issues: In the first step, obviously erroneous 

models or sub-sequences are identified and rejected. In the second step, the feasibility of the 

generated models is assessed by the user. Lastly, the third step involves an economic assessment 

based on estimated process performance criteria weighted by the user. Overall, this analysis 

procedure does not lead to a strict recommendation but enables informed decision-making 

based on suggestions for new (sub-)process designs. 

To evaluate ProcessGAN, the article conducts four evaluation activities (EVAL1-EVAL4) as 

proposed by Sonnenberg and vom Brocke (2012). Specifically, the research gap is justified, and 

design objectives are derived in Sections 1 and 2, thereby addressing EVAL1. For EVAL2, a 

feature comparison and competing artifact analysis is performed. While ProcessGAN does not 

yet enable fully automated process improvement, it nevertheless offers the possibility of semi-

automatically creating new process designs, thereby sufficiently addressing the design 

objectives and outperforming most other existing approaches. In EVAL3, a prototypical 

implementation of the artifact as a software prototype is presented and examined using four 

publicly-available datasets. Preliminary results show that ProcessGAN can create process 

models that deviate from undesirable variants but also resemble the original process, 

demonstrating the approach’s general feasibility and applicability for automated process 

improvement. The artifact’s applicability and usefulness in practice is established in EVAL4 

by applying the prototype to real-world data from a multinational company and discussing the 

results with stakeholders from the company. 

In sum, research article #3 proposes ProcessGAN, an ML-enabled and data-driven approach to 

process improvement based on event logs. The article’s contribution is twofold: By 
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investigating the potential of generative machine learning for process improvement and by 

designing ProcessGAN, it adds to prescriptive knowledge on process improvement. Second, 

the article uses the observations taken from the design and implementation of ProcessGAN to 

infer implications for the class of systems comprising ProcessGAN which it calls automated 

process improvement systems (APIS). APISs support and automate process improvement and 

represent an emerging subcategory within PAISs that has not yet been explored in a structured 

way. As one type of APISs, ProcessGAN not only serves as a proof-of-concept but also includes 

design knowledge that can be applied to the whole system class. Hence, the implications 

represent learnings from the conception of ProcessGAN that should be transferrable to other 

types of APISs and are meant as a stimulant for further research. 

2 Data-Driven Decision Support within Business Processes 

Besides putting forward an approach for using process data as an enabler of business process 

improvement as described in Section III.1, this thesis aims to provide guidance on how to enable 

real-time data-driven decision making in business processes. Thus, this section presents two 

examples of data-driven decision support in two different application domains. 

First, research article #4 investigates last mile delivery businesses. In essence, last mile delivery 

is a customer-facing business process (Frank et al. 2020; Winkelhaus and Grosse 2020) with 

the aim of delivering products from one or more depots to customers in multiple locations with 

a limited number of couriers. The backbone for executing such processes is the vehicle routing 

problem (VRP) which is employed to minimise delivery efforts in a complex environment 

(Ahmadi-Javid et al. 2018; Xiang et al. 2008). While this efficiency-driven view of last mile 

delivery processes minimises costs, the long-term customer-centric perspective is often 

neglected. Customer satisfaction in last mile delivery processes is largely determined by 

delivery times (Barkaoui et al. 2015; Sivaramkumar et al. 2017; Zhang et al. 2012). Neglecting 

this factor may lead to diminishing customer satisfaction in demographics with unfavourable 

characteristics such as comparatively long distance from the delivery depot or high traffic 

density on the route. Eventually, decreased customer satisfaction may cause disaffection and 

churn of valuable customers (Galbraith 2005; Vakulenko et al. 2019).  

One way for delivery businesses to avoid such unintended consequences is to add a customer-

centric perspective to the delivery process. Recently, the BPM community has attempted to 

account for customer centricity in the design and improvement of business processes (Frank et 

al. 2020; Kreuzer et al. 2020; Trkman et al. 2015). Related literature has also gained insights 
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into the trade-off between customer centricity and efficiency in business processes (Afflerbach 

and Frank 2016; Frank et al. 2020). Thus, it is beneficial for businesses to establish a balance 

between customer-centric and efficiency-driven perspectives in last mile delivery processes 

(van den Hemel and Rademakers 2016). Building on this, research article #4 poses the 

following research question: How can last mile delivery be enhanced by incorporating long-

term customer centricity? 

To answer this question and building on earlier work on customer-centric last mile delivery by 

van Dun et al. (2020), the article adopts the DSR paradigm proposed by Gregor and Hevner 

(2013). In the design and development phase, it employs normative analytical modelling 

(Meredith et al. 1989) and multi-criteria decision analysis (Cohon 2004; Marttunen et al. 2017) 

to build and evaluate a decision model called Customer-Centric Vehicle Routing (C2VR). The 

C2VR is based on prescriptive knowledge from logistics and operations research as well as 

descriptive knowledge on customer centricity in BPM.  

Incorporating C2VR into typical dynamic vehicle routing problems enables last mile delivery 

businesses to strike a balance between short-term efficiency (i.e., minimising costs) and long-

term customer centricity. Like any other VRP variant, the C2VR offers a solution to the 

underlying routing problem. However, it extends traditional VRPs by adding a customer-centric 

perspective to the optimisation problem, the benefit being that it enhances customer satisfaction 

and increases customer lifetime values by shortening delivery times for disadvantaged 

customers without neglecting routing efficiency.  

As a data-driven process improvement, the C2VR uses the definition of the underlying dynamic 

VRP and data on the customer base as input. In dynamic VRPs, the orders for delivery are being 

revealed at the moment of placement and can, therefore, not be predicted accurately beforehand. 

Given this input, the C2VR computes the solution to the underlying VRP with the highest value 

contribution to the last mile delivery business. This value contribution is assessed using an 

objective function that contrasts a solution’s loss in efficiency compared to the optimal solution 

with the respective impact on the involved customers’ customer lifetime values, also compared 

to the optimal solution. To valuate this impact on customer lifetime values, we follow Gupta 

and Lehmann (2003) who define the customer lifetime value as the discounted expected 

cashflow generated from a customer. The customer lifetime value of a last mile delivery 

customer is, therefore, influenced by their future order probability which, in turn, is predicated 

on customer satisfaction. Every solution to the given vehicle routing problem influences 

customer satisfaction based on the respective delivery time of the customer’s order (Barkaoui 
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et al. 2015; Vakulenko et al. 2018; Vakulenko et al. 2019). This influence is modelled using 

time windows (Cheng et al. 1995; Zhang et al. 2012). An overview of the C2VR’s conceptual 

architecture with inputs and outputs is shown in Figure 8. 

 

Figure 8 - Conceptual architecture for C2VR 

The decision model is evaluated following the DSR evaluation framework proposed by 

Sonnenberg and vom Brocke (2012). EVAL1 is used to establish that the research problem in 

question is real and in need of remedy. The article motivates the problem and derives design 

objectives. In EVAL2, the article compares the design specification of the C2VR decision 

model to the characteristics of competing artifacts based on the design objectives derived from 

relevant literature. This comparison indicates that the design specification of C2VR is fit for 

the purpose of solving the identified problem, whereas no other approach addresses the design 

objectives as comprehensively as C2VR. In EVAL3, the article presents an implementation of 

C2VR as a software prototype to be used with a generic version of the dynamic VRP (Berbeglia 

et al. 2010). Experiments with simulated scenarios provide evidence of C2VR’s applicability 

and functionality. For EVAL4, the instantiated decision model is applied in a real-world case 

study with pseudonymised data collected from a German platform-to-consumer delivery 

service to provide evidence of its practical applicability and usefulness. 

To summarise, research article #4 presents the data-driven process improvement C2VR, a 

decision model for incorporating a long-term customer-centric perspective into typically short-

term and efficiency-driven last mile delivery processes. C2VR contributes to the body of 

prescriptive knowledge concerning customer centricity in last mile delivery. Furthermore, the 
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decision model contributes to the body of knowledge on data-driven BPM in the process 

execution phase, and it does so by means of a sample application of adaptive process execution 

(Kerpedzhiev et al. 2021). 

As a second example, research article #5 investigates production processes in smart factory 

networks (SFNs). The high degree of openness and cross-linking of IT systems and physical 

production components in complex SFNs and new production concepts like just-in-time 

increase the probability and damage potential of disturbances and errors (Broy et al. 2012; Tupa 

et al. 2017). Thus, production processes in SFNs are more vulnerable to IT security risks than 

their counterparts in traditional factories (Häckel et al. 2018; Smith et al. 2007; Tupa et al. 2017; 

Yoon et al. 2012). Specifically, IT availability threats (e.g., caused by unintentional errors or 

intentional IT attacks) within the information network of SFNs affect the availability of the 

production processes (Amiri et al. 2014; Broy et al. 2012), and threat propagation within the 

SFN can lead to entire system breakdowns (Kang et al. 2015; Smith et al. 2007). 

From a BPM perspective, organisations require appropriate tools to manage such availability 

risks and associated effects on their production processes (Hallikas et al. 2004). In a first step, 

data on the architecture and state of SFNs can be used to model SFNs including the information 

network and respective production processes. Based on this, the identification of weak spots 

and the derivation of countermeasures becomes feasible. This is essential in order to achieve 

secure and robust SFN layouts but also to predict threat occurrence and propagation during 

process execution. Thus, since it is critical for organisations' success and survival to foresee, 

analyse, and counteract availability risks within their SFNs, the research article poses the 

following research question: How can smart factory networks be modelled in order to analyse 

IT availability risks and associated effects on production? 

To answer this question, the article builds on previous research projects (Berger et al. 2019) 

and adopts the DSR Methodology as per Peffers et al. (2007) to design and evaluate a modelling 

approach for IT availability risks in SFNs. Drawing on a broad literature review to derive formal 

and functional modelling requirements, the article employs Petri Nets (PNs; Petri 1966) in the 

DSR design and development phase to provide models of modular information and production 

components. These modular components represent resources involved in the SFN production 

processes which are relevant for analysing availability risks. The modelling approach enables 

the detailed modelling, simulation, and analysis of attack and error propagation in IT networks 

and associated effects on the production processes.  
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The article draws on existing research to define SFNs as the combination of an information 

network and a production network containing one or more inter-connected production processes 

(e.g., Brettel et al. 2014; Lasi et al. 2014; Osterrieder et al. 2020; Radziwon et al. 2014; Xu et 

al. 2018). Figure 9 illustrates the composition of a schematic SFN: The information network 

consists of connected information components, while the production network is built of 

production machines. Information components do not represent loose entities of operating 

software but are highly connected and build hierarchies to enable flexible and dynamic 

production processes. By providing information to the production network, SFNs enable the 

production of customised products, just in time and down to lot size. Within the typical 

production network, a product has to undergo several production steps before being completed. 

Thereby, each machine conducts one production step. One production step can be conducted 

by multiple production machines. Hence, the machines are arranged either sequentially or in 

parallel, i.e., forking the control flow. Machines can be either smart (i.e., they require product-

specific information to process customised products) or simple (i.e., they treat every product 

equally without using additional information). 

 

Figure 9 - Exemplary Layout of a Smart Factory Network 

Each component (i.e., information component or production machine) is modelled as a finite 

state machine using PNs and several extensions (De La Mota et al. 2017; Jensen 1991; Valk 

1981). To model the availability of a component, the article adopts the conceptualisation by 

Miehle et al. (2019) who define four states of information components: the functional state 

'operational' (OP), the semi-functional state 'on hold' (OH), and the non-functional states' failed 

after error' (FE) and 'failed after attack' (FA). Production machines can be in the state 'available' 



 

27 

 

(AV) or 'unavailable' (NA). Smart and simple production machines are available when the 

connected information component is functional, i.e., in OP, and not available when the 

information component is non-functional, i.e., in FE or FA. The OH state represents a functional 

information component that is connected to a non-functional information component on a 

higher level. Components in OH do not provide information to smart production machines, 

making them not available, whereas simple machines remain available as they do not require 

information. An overview of these dependencies is given in Figure 10. The effects of occurring 

IT attacks and errors as well as possible propagation effects within the network on the 

availability of the production processes can now be modelled and analysed in detail using 

stochastic simulation. 

  

Figure 10 - States of Production Machines depending on Information Components 

To demonstrate and evaluate the modelling approach, the article follows the DSR evaluation 

framework proposed by Sonnenberg and vom Brocke (2012). For EVAL1, the article justifies 

the research problem and derives design objectives from existing knowledge of the field. In 

EVAL2, the article discusses the artifact via feature comparison against the design objectives 

and competing artifacts. From this comparison, it follows that there is no artefact in existing 

research that covers all derived design objectives, and that the proposed modelling approach is 

the first that offers an integrated view of both information and production networks and 

sufficiently fulfils all formulated design objectives. Additionally, the understandability and 

real-world fidelity of the design specification is validated with focus groups and an interview 

with industry experts. For EVAL3, the article presents an implementation of the modelling 

approach as a software prototype and applies its functionality to laboratory scenarios to evaluate 

its applicability in artificial settings. Finally, EVAL4 requires validating the instantiation in 

naturalistic settings. To evaluate the applicability and usefulness of the modelling approach, the 

prototype is applied in a real-world case study with a German manufacturer in the mechanical 
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engineering sector. The results are discussed with stakeholders from the company who find the 

modelling approach useful and applicable in practice. 

In sum, the article presents an approach for modelling, simulating, and analysing IT availability 

threats in production processes within SFNs. Thus, it adds to the theoretical and practical body 

of knowledge on production processes in SFNs. Furthermore, the modelling approach 

represents an example of a data-driven decision support in the context of SFN production 

processes, using data on SFN architectures and properties to make SFN production processes 

more robust and secure. 

To recapitulate, Section III presents data-driven artifacts that support BPM stakeholders in 

improving business processes. In particular, it distinguishes between process data as an enabler 

of process improvement itself and as an enabler of data-driven decision making in business 

processes. On the one hand, research article #3 proposes an artifact for data-driven and ML-

enabled process improvement. And on the other hand, research articles #4 and #5 present two 

specific approaches for using process or customer data as a basis for building decision support 

systems to support the execution of business processes, specifically in last mile delivery and 

production processes. 
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 Summary and Future Research4 

 Summary 

In light of the ever-increasing availability of process data produced and stored in business 

information systems, BPM is being supported by a growing number of so-called data-driven 

methods and tools. Although many methods and tools, e.g., process mining, have already been 

adopted in practice, organisations still face several challenges in realising their full potential 

(Wynn et al. 2021). In particular, both research and practice demand support when it comes to 

managing process data quality or employing process data for further purposes such as process 

improvement. With the presented research articles, this thesis contributes to advancing the 

fields of process data quality management and data-driven business process improvement. First, 

this thesis investigates ways to manage data quality issues both in process-agnostic data sources 

and in process-aware information systems and data formats. Second, this thesis presents an 

approach for automated process improvement based on generative machine learning. Finally, 

this thesis also demonstrates two IT-enabled process improvement artifacts designed to use data 

in two different types of business processes, specifically logistics and production processes. 

Concerning the first topic of process data quality, Section II presents two IT-enabled approaches 

that complement each other and support process analysts in detecting, identifying, and 

quantifying process data quality issues in different data sources. Research article #1 examines 

how process data can be extracted from source systems like relational databases while 

simultaneously answering the question if this process data is fit-for-use in process mining. For 

this purpose, an approach is developed that uses established data quality dimensions and metrics 

to quantify data quality issues in a given relational database. Based on the structure of the 

relational data and on the data quality quantification, it provides suggestions for how to extract 

parts of the database in the form of an event log ready for process mining. The approach builds 

on justificatory knowledge on data quality measurement in the form of dimensions and metrics, 

and database and event log structures such as key constraints. The implementation provides 

users with an integrated log generation tool replacing the laborious, time-consuming, and error-

prone manual process. The approach contributes to descriptive knowledge on process data 

quality management by presenting a framework of data quality dimensions that are relevant for 

data-driven BPM. Additionally, the approach adds to prescriptive knowledge on process data 

 
4 This section is partly comprised of content taken from the research articles in this thesis. To improve 

the readability of the text, I have omitted the standard labelling of these citations. 
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quality and log extraction by providing a structured way of measuring source data quality and 

using it in log extraction.   

Research article #2 complements the approach for process-agnostic data sources by answering 

the research question of how to manage process data quality in event data. Specifically, it 

provides an approach for detecting and quantifying timestamp-related quality issues on the basis 

of a set of data quality dimensions and metrics since timestamps are essential for reproducing 

the correct ordering of activities in order to obtain accurate process models. Similar to the 

approach from research article #1, the approach is based on justificatory knowledge on data 

quality measurement in the form of dimensions and metrics. Additionally, it draws from 

knowledge on process data structures and human-computer interaction to provide an interactive 

approach to log analysis and adjustment. The approach extends the contributions of research 

article #1 to both descriptive and prescriptive knowledge on process data quality management. 

Regarding the second topic, Section III presents three concrete examples of data-driven process 

improvement with different methods and tools and in different application domains. Research 

article #3 examines the opportunities created by advances in AI for data-driven process 

improvement. Considering recent progress in the fields of AI and computational creativity, it 

examines how processes can be improved with the help of generative machine learning. The 

article builds and evaluates ProcessGAN, a novel approach for business process improvement 

based on generative adversarial networks. ProcessGAN is presented as a proof-of-concept to 

facilitate future research and application, and as a step towards further automation of process 

improvement. The evaluation demonstrates that ProcessGAN not only creates new process 

models but is also able to unlock the human creative potential in commonly overlooked areas 

by providing stimuli. ProcessGAN is positioned as an instantiation of a new class of systems 

called APIS. APISs support and automate process improvement and represent an emerging 

subcategory within PAISs that has not yet been explored in a structured way. Future research 

into APISs is promoted by a set of implications for APISs derived from the development of 

ProcessGAN. The article’s main contribution is twofold, concerning both operational principles 

and architectures, and a situated implementation (Gregor and Hevner 2013).  

Research article #4 highlights the importance of customer centricity in customer-facing 

business processes. In particular, it examines the problem of customer-centric process designs 

for last-mile delivery processes. To this end, it uses multi-criteria decision analysis and 

normative analytical modelling to create C2VR, a decision model that incorporates a customer-

centric perspective on the last-mile delivery process. C2VR extends existing efficiency-driven 
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vehicle routing problems and takes customer satisfaction into account. C2VR uses prescriptive 

justificatory knowledge gained from logistics and operations research. To provide balanced 

decision support, C2VR draws on descriptive knowledge of customer centricity in BPM and 

CRM.  C2VR contributes to the body of prescriptive knowledge concerning customer centricity 

in last mile delivery. The decision model is, to the best of our knowledge, the first model and 

instantiated application that solves a dynamic vehicle routing problem in the context of last mile 

delivery while navigating a cost-effective balance between efficiency and customer-centricity. 

Furthermore, this decision model contributes to the body of knowledge on data-driven BPM in 

the process execution phase, and it does so by means of a sample application of adaptive process 

execution (Kerpedzhiev et al. 2021). 

Finally, research article #5 addresses the topic of IT availability risks in smart factory networks. 

Specifically, it demonstrates improvement potential for production processes in SFNs by 

providing a modelling approach for analysing the effects of IT threats on these production 

processes. Based on Petri nets, the article presents modular SFN components for modelling 

SFN architectures and for simulating stochastic attack and error propagation. The modelling 

language supports the analysis and comparison of different SFN and production process 

architectures regarding spreading effects, availability of information and production 

components, and associated effects on productivity of the underlying production processes. The 

approach enables and serves as a foundation for decision support on SFN layouts from a risk 

perspective and the derivation of IT security mitigation measures in both research and practice. 

This work adds to the theoretical body of knowledge on SFNs and smart production processes 

by extending the understanding of IT availability risks in SFNs. The modelling approach also 

provides a practical contribution by enabling the modelling, simulation, and analysis of 

individual components, interdependencies, production processes, and the entire SFN under 

attack and error occurrence and propagation.  

 Limitations and Future Research 

Like any research endeavour, this doctoral thesis is beset with limitations and questions left 

unanswered that warrant further research. This subsection provides an aggregated overview of 

the thesis’ limitations while detailed descriptions of the limitations of each of the research 

articles are addressed in the individual articles (see Appendix VI.3 to VI.7). It also provides 

directions and concrete ideas for further research into process data quality and data-driven 

process improvement. 
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First, regarding process data quality, this thesis takes a design-oriented view on process data 

quality management approaches. Both discussed articles present artifacts for decision support 

in the data preparation stage of process mining projects. A central limitation to such approaches 

can be found in the correct balance between automation on the one hand and manual input 

provided by the user on the other hand. While automated approaches facilitate the user’s tasks, 

they so far lack the ability to consider the context of the process data in its application domain 

and might therefore over- or underestimate data quality issues. Furthermore, both presented 

approaches consider only a defined subset of existing data quality dimensions and respective 

metrics. Additionally, research article #1 only demonstrates two specific event constructors for 

log extraction from relational databases. Based on these limitations, future research should 

continue to refine such (semi-)automated approaches for process data quality measurement to 

make them more independent of user input and more robust in different application domains. 

In the area of process data quality management, the next reasonable steps in research include 

the design of approaches for process data repair and process data provenance on a broad scale. 

Lastly, from a process mining perspective, it is imperative to further investigate the impact of 

data quality on the quality of process mining results. 

Second, this thesis again takes a design-oriented perspective to create advances in data-driven 

process improvement. All three discussed articles come with limitations in the area of practical 

applicability: While all three presented artifacts have been evaluated in practical settings, the 

articles do not yet provide insights into the behaviour and usefulness of the artifacts in real 

operation. The robustness and generalisability of the artifacts in various different contexts is 

yet to be understood. Regarding research article #3 specifically, research on generative machine 

learning for process improvement is in its infancy and all results are to be treated with caution. 

All of this warrants further research: The applicability and usefulness of the described artifacts 

would benefit from extending their functionality in different ways, as described in the specific 

articles. In addition, research article #4 calls for further research into customer value and 

customer satisfaction in logistics processes, while research article #5 suggests the investigation 

of further IT security dimensions besides availability. Finally, research article #3 provides a 

foundation for the exploration of the system class of APIS, e.g., in the form of reference 

architectures or further exemplary instantiations. 

In sum, this thesis contributes to the existing bodies of knowledge on process data quality 

management and data-driven process improvement, respectively. Next to existing traditional 

approaches to BPM, organisations will have to establish data-driven BPM capabilities if they 
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are to remain competitive. These capabilities go beyond what is shown in this thesis: In the 

digital age, organisations must be able to leverage data both at design and at run time of business 

processes – for descriptive, but also for prescriptive and predictive purposes.  

In its final form, this development will eventually lead to a completely new understanding of 

BPM which uses advanced data analytics and AI methods to achieve continuous process 

improvement. Researchers have coined this new understanding augmented BPM (Dumas 

2021). Augmented BPM will not only answer questions on the historical, current, and future 

state of organisations’ business processes but will instead be able to guide and execute business 

processes with more autonomy and natural interaction than ever before. Future BPM systems 

may be able to (1) automatically detect and implement opportunities for process improvement 

at design time, and (2) autonomously drive and adapt process execution at run time. To facilitate 

this change, future BPM research should go beyond the current state of research on descriptive, 

predictive, and prescriptive BPM methods and tools and further examine the necessary 

prerequisites for augmented BPM. These prerequisites include not only the necessary 

technological advances in data analytics and AI but also the capabilities necessary for adopting 

augmented BPM in practice. 

At the same time, organisations should not lose track of this development towards augmented 

BPM. While descriptive and predictive BPM has matured (e.g., in the form of process mining) 

and the importance of prescriptive BPM in academic literature is rapidly growing (as shown in 

this thesis), many organisations are still doing groundwork. First and foremost, organisations 

still struggle with process data collection and preparation as well as the alignment of basic data-

driven BPM initiatives to the corporate strategy. Such organisations are at risk of being left 

behind in a race to take advantage of the emerging opportunities provided by data-driven – and, 

later on, augmented – BPM. Therefore, organisations are well-advised to start laying the 

foundation for data-driven BPM. 

In this spirit, I hope that the results of this thesis help to facilitate further research in and the 

practical adoption of data-driven and augmented BPM and, thus, support organisations in 

continually improving and transforming their business processes in order to thrive in today’s 

fast-moving world. 
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Research Article #2: Towards Interactive Event Log Forensics: Detecting and 

Quantifying Timestamp Imperfections 

Fischer DA, Goel K, Andrews R, van Dun C, Wynn MT, Röglinger M (2022) Towards 

Interactive Event Log Forensics: Detecting and Quantifying Timestamp Imperfections.  

Accepted (minor revisions) in: Information Systems. 

(VHB-JOURQUAL 3: Category B) 

Earlier version published in Proceedings of the 18th International Conference on Business 

Process Management (BPM), 2020. 

Research Article #3: ProcessGAN: Creating Process Design Options through Generative 

Machine Learning 

van Dun C, Moder L, Kratsch W, Röglinger M (2022) ProcessGAN: Creating Process Design 

Options through Generative Machine Learning. Submitted to: Decision Support Systems. 

(VHB-JOURQUAL 3: Category B) 

Research Article #4: Customer-Centric Vehicle Routing: Incorporating Customer 

Centricity into Last Mile Delivery  

van Dun C, Fehrer T, Kratsch W, Röglinger M (2022) Customer-Centric Vehicle Routing: 

Incorporating Customer Centricity into Last Mile Delivery Processes. Submitted to: Electronic 

Markets. 

Earlier version published in Proceedings of the 28th European Conference on Information 

Systems (ECIS), 2020. 

Research Article #5: IT Availability Risks in Smart Factory Networks – Analyzing the 

Effects of IT Threats on Production Processes Using Petri Nets 

Berger S, van Dun C, Häckel B (2022) IT Availability Risks in Smart Factory Networks – 

Analyzing the Effects of IT Threats on Production Processes Using Petri Nets. In: Information 

Systems Frontiers. 

(VHB-JOURQUAL 3: Category B) 

Earlier version published in Proceedings of the 27th Conference on European Conference on 

Information Systems (ECIS), 2019. 
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 Individual Contribution to the Included Research Articles 

In this cumulative thesis, five research articles build the main body of this work. All research 

articles were developed in teams with multiple co-authors. Thus, this section details the 

respective research settings and highlights my individual contribution to each research article. 

Research article #1 (Andrews et al. 2020) was developed together with five co-authors. I took 

a key role in conducting the research project and developing the main artifact of the article 

based on input from my co-authors. Additionally, I developed the artifact instantiation as a 

software prototype. Moreover, I was primarily responsible for the underlying literature work, 

the data collection, preparation, and analysis, and the application and evaluation of the artifact. 

I also took a key role in revising the article for re-submission. In sum, I was involved in each 

part of the project. 

Research article #2 (Fischer et al. 2022) was developed together with five co-authors. I 

contributed to this article by co-initiating and co-developing the entire research project. 

Moreover, I participated in research discussions and provided feedback on the paper’s content 

and structure. In particular, I engaged in the further development of the research idea, the 

synthesis and presentation of the research results, as well as textual elaboration. Additionally, I 

co-created the instantiation of the developed artifact as a software prototype. I also took a key 

role in revising the article for re-submission. Throughout, I had a key role in all parts of the 

research project. 

Research article #3 (van Dun et al. 2022) was developed together with three co-authors. I 

contributed to this article by co-initiating and co-developing the entire research project. I was 

mainly responsible for developing the research method and identifying the gap in existing 

research literature. Moreover, I participated in research discussions and provided feedback on 

the paper’s content and structure. In particular, I engaged in the development of the central 

artifact of the article. Additionally, I co-created the instantiation of the developed artifact as a 

software prototype. I also took a key role in textual elaboration and preparing the article for 

submission. Thus, I held a key role in all parts of the research project. 

Research article #4 (van Dun et al. 2022) was developed with three co-authors. Being the 

leading author, I had the main role in initiating the research project and contributing by co-

developing and driving the entire research project from start to finish. I was primarily 

responsible for carving out the research question, putting together the underlying literature 

work, developing the decision model for customer-centric last mile delivery processes, and for 
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conducting the evaluation. Although the research article represents my work to a large extent, 

the three co-authors were involved in all parts of the project and helped to advance our 

contribution. 

Research article #5 (Berger et al. 2022) was developed together with two co-authors. All authors 

jointly created the Petri Net modelling approach which is central to the article. I was primarily 

responsible for the underlying literature work and for structuring and implementing the research 

method based on Design Science Research. Additionally, my contribution included the 

instantiation of the modelling approach as a software prototype and the creation of a simulation 

model for evaluation purposes. Moreover, I contributed to the synthesis and presentation of the 

research results as well as to textual elaboration. I also took a key role in revising the article for 

re-submission. Thus, my co-authorship is reflected in the entire research project. 
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 Research Article #1: 

Quality-Informed Semi-Automated Event Log Generation for Process 

Mining 

Authors: Andrews R, van Dun C, Wynn MT, Kratsch W, Röglinger M, ter Hofstede 

AHM  

Published in:  Decision Support Systems 

Abstract:  Process mining, as with any form of data analysis, relies heavily on the 

quality of input data to generate accurate and reliable results. A fit-for-

purpose event log nearly always requires time-consuming, manual pre-

processing to extract events from source data, with data quality dependent 

on the analyst's domain knowledge and skills. Despite much being written 

about data quality in general, a generalisable framework for analysing 

event data quality issues when extracting logs for process mining remains 

unrealised. Following the DSR paradigm, we present RDB2Log, a quality-

aware, semi-automated approach for extracting event logs from relational 

data. We validated RDB2Log's design against design objectives extracted 

from literature and competing artifacts, evaluated its design and 

performance with process mining experts, implemented a prototype with 

a defined set of quality metrics, and applied it in laboratory settings and in 

a real-world case study. The evaluation shows that RDB2Log is 

understandable, of relevance in current research, and supports process 

mining in practice. 

Keywords: Process mining, Data quality, Event log, Log extraction 
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 Research Article #2: 

Towards Interactive Event Log Forensics:  

Detecting and Quantifying Timestamp Imperfections 

Authors: Fischer DA, Goel K, Andrews R, van Dun C, Wynn MT, Röglinger M 

Accepted in:  Information Systems 

Abstract:  Timestamp information recorded in event logs plays a crucial role in 

uncovering meaningful insights into business process performance and 

behaviour via Process Mining techniques. Inaccurate or incomplete 

timestamps may cause activities in a business process to be ordered 

incorrectly, leading to unrepresentative process models and incorrect 

process performance analyses. Thus, the quality of timestamps in an event 

log should be evaluated thoroughly before the event log is used for any 

Process Mining activity. To the best of our knowledge, research on the 

quality assessment of event logs remains scarce. Our work presents a user-

guided and semi-automated approach for detecting and quantifying 

timestamp-related issues in event logs. We define 15 metrics related to 

timestamp quality across two axes: four levels of abstraction (event, 

activity, trace, log) and four quality dimensions (accuracy, completeness, 

consistency, uniqueness). The approach has been implemented as a 

prototype and evaluated regarding its design specification, instantiation, 

and usefulness in artificial and naturalistic settings by including experts 

from research and practice. Overall, our approach paves the way for a 

systematic and interactive enhancement of event log quality during the 

data preprocessing phase of Process Mining projects. 

Keywords: Process Mining, Event log, Data quality, Timestamps, Quality assessment 
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5 Research Article #3: 

ProcessGAN: Creating Process Design Options through Generative 

Machine Learning 

Authors: van Dun C, Moder L, Kratsch W, Röglinger M 

Working Paper, submitted to Decision Support Systems  

Extended abstract:   

Business processes are at the very heart of organizations as they reflect their day-to-day opera-

tions, encompassing several management levels within and across organizational boundaries, 

ultimately supporting the achievement of organizational goals. Accordingly, there is extensive 

research on the design, improvement, and overall management of business processes. Business 

process management (BPM), which is the associated management discipline, has gained 

momentum and evolved into a crucial enabler of organizational performance (Dumas 2018). 

Among activities related to BPM, business process improvement (BPI) is considered the most 

value-adding one (Zellner 2011). It involves introducing new process designs to address issues 

or capitalize on opportunities. BPI holds the potential to increase the quality, customer 

satisfaction, cost, and revenue of business processes, contributing to organizational success.  

So far, many BPI approaches have been proposed. Virtually all of them must be carried out 

manually owing to the creativity-intense nature of BPI. The very act of BPI lacks computational 

support, making it time-consuming and labour-intensive. Thus, there is a need for BPI itself to 

be improved (Al-Anqoudi et al. 2021). 

Given the availability of data and processing power, Artificial Intelligence (AI) has already 

been successfully applied to support or replace human activities in several areas. However, AI 

is not used for idea generation in BPI, although AI also offers significant potential for creative 

tasks beyond established areas in the context of computational creativity (CC) (Haefner et al 

2021). As CC has become popular in recent years, there are already examples in practice mostly 

based on generative machine learning. Thus, our research objective is as follows: How can 

generative machine learning support the creation of business process improvement ideas? 

To answer this question, we build and evaluate ProcessGAN, a novel approach to BPI based on 

generative adversarial networks, supporting users in the creative task of developing new process 

designs. In doing so, we follow the design science research (DSR) paradigm (Gregor and 

Hevner 2013). We iteratively develop and prototypically instantiate ProcessGAN. Our work 
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builds a bridge between BPI and CC, two domains that have developed in isolation. To the best 

of our knowledge, we are the first to provide a proof-of-concept showing that generative 

machine learning can be applied to BPI. 

From a theoretical perspective, we aim at stimulating scientific discourse at the intersection of 

both domains that has high potential for research and – at the same time – substantial practical 

relevance. Accordingly, ProcessGAN may inspire other approaches based on CC to support 

BPI, serving as a foundation for systematically exploring the entire class of automated process 

improvement systems (APISs). 

From a practical perspective, our work entails implications for multiple stakeholder groups. 

First, regarding prospective users such as process designers or analysts, we provide an open-

source software prototype. For vendors of process mining and other BPM solutions, 

ProcessGAN serves as a proof-of-concept and a foundation for further development of their 

solutions. It shows that vendors should think about using approaches from the CC domain. By 

doing so, BPM vendors would not only provide tools for descriptive, diagnostic, or predictive 

tasks, but also incorporate a prescriptive perspective on top, a development that would 

ultimately benefit prospective users and boost the further uptake of BPM solutions. 

Keywords: Business Process Improvement, Business Process Redesign, Generative 

Adversarial Networks, Generative Machine Learning, Artificial 

Intelligence 
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6 Research Article #4: 

Customer-Centric Vehicle Routing:  

Incorporating Customer Centricity into Last Mile Delivery 

Authors: van Dun C, Fehrer T, Kratsch W, Röglinger M  

Working Paper, submitted to Electronic Markets 

Extended abstract:  

In essence, last mile delivery is a business process with a high degree of customer interaction 

(Frank et al. 2020). This process is characterized by delivering products from one or more 

depots to customers in multiple locations with a limited number of couriers. The goal of related 

decision models and algorithms has been to minimize delivery costs and other efforts against 

the backdrop of operational challenges. Such approaches can be solved computationally to 

achieve either approximate or full optimality. It is worth noting, however, that with this focus 

on minimizing costs, most decision models and algorithms take a short-term, efficiency-driven 

view of the last mile delivery process, while neglecting a long-term customer-centric 

perspective. Customer satisfaction of last mile delivery is largely determined by delivery time 

(Barkaoui et al. 2015). Neglecting this relation may lead to repetitive routings with unintended 

consequences for customer satisfaction in demographics with unfavorable characteristics.  

One way for a business to avoid such unintended consequences is to add a customer-centric 

perspective to last mile delivery. Recently, the business process management (BPM) 

community has attempted to account for customer centricity in the design and improvement of 

business processes (Frank et al. 2020; Kreuzer et al. 2020). From this, we can infer that it will 

be further beneficial for businesses to establish a balance between customer-centric and 

efficiency-driven perspectives in last mile delivery processes. Our research question follows: 

How can last mile delivery be enhanced by incorporating long-term customer centricity? 

To answer this question, we adopt the DSR paradigm proposed by Gregor and Hevner (2013) 

to build our decision model called Customer-Centric Vehicle Routing (C2VR). Incorporating 

C2VR into vehicle routing enables last mile delivery businesses to strike an economically viable 

balance between efficiency (e.g., in terms of costs) and customer centricity. C2VR uses 

prescriptive knowledge, as gained from logistics and operations research (OR), to conceptualize 

key constructs and solution algorithms of VRPs. To provide decision support, C2VR draws on 

descriptive knowledge of customer centricity and customer relationship management.  
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The decision model assists organizations in determining how incoming orders should be 

prioritized based on two factors: delivery costs and customer lifetime value. The objective 

function we introduce to our model strikes a balance between operational efficiency and the 

customer-centric perspective. The decision model overcomes systematic location-based 

discrimination of customers by considering their historic satisfaction levels, detecting 

disadvantaged customers, and prioritizing their orders to prevent customer dissatisfaction. 

C2VR constitutes an extension of our research on customer-centric last mile delivery by 

generalizing our decision model to work with all VRP subtypes (van Dun et al. 2020). 

The decision model is, to the best of our knowledge, the first model and instantiated application 

that solves a dynamic vehicle routing problem in the context of last mile delivery while 

navigating a cost-effective balance between short-term efficiency and long-term customer-

centricity. We provide a way to approximate customer satisfaction measures based on delivery 

times. We also present a model for the CLV based on customers’ future order probability which, 

in turn, is based on their present customer satisfaction.  

Keywords: Vehicle Routing Problem, Last Mile Delivery, Customer Centricity, 

Decision Model, Routing Optimization 
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7 Research Article #5: 

IT Availability Risks in Smart Factory Networks – Analyzing the 

Effects of IT Threats on Production Processes Using Petri Nets 

Authors: Berger S, van Dun C, Häckel B 

Published in:  Information Systems Frontiers  

Abstract:  In manufacturing, concepts like the Internet of Things or Cyber-physical 

Systems accelerate the development from traditional production facilities 

towards smart factories. Thereby, emerging digital technologies 

increasingly connect information networks with production processes, 

forming complex smart factory networks (SFNs). Due to their reliance on 

information flows and the high degree of cross-linking, SFNs are, in 

particular, vulnerable to IT availability risks caused by attacks and errors. 

Against this backdrop, we present a modelling approach for analyzing the 

effects of IT threats on production processes. Based on Petri Nets, we 

provide modular SFN components for modelling SFN architectures and 

for simulating stochastic attack and error propagation. With this, we 

support the analysis and comparison of different SFN architectures 

regarding spreading effects, availability of information and production 

components, and associated effects on productivity. Our approach enables 

and serves as a foundation for decision support on SFN layouts from a risk 

perspective and the derivation of IT security mitigation measures in both 

research and practice. We evaluate our artefact by implementing and 

applying a software prototype in artificial and real-life settings. 

Keywords: Smart Factory Network, Information Network, Production Network, IT 

Availability Risks, Attack Propagation, Petri Nets 

 


