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Abstract

The present thesis focuses on nucleic acid hybridizatidwdsn free-floating target se-
guences and complementary end-tethered oligonucleotalep on the surface of DNA
microarrays.

Hybridization experiments were performed on oligonudgtd®tnicroarrays (DNA Chips)
which were fabricated with an automated synthesis appa(dyeloped in the framework
of the present thesis). The working principle of the micragrsynthesizer is based on a
photochemically controlleth situ synthesis process [Fod91]. By means of the combinato-
rial approach up to 25000 different (arbitrary) probe seqes can be fabricated in parallel

— starting from nucleotide building blocks (NPPOC-phogpadites [Has97]) — directly

on the surface of the microarray. Great flexibility with regdj#o the choice of probe se-
quences is achieved by use of 'virtual photomasks’ [SG99%henbasis of a spatial light
modulator (Digital Micromirror Device, DMBV, Texas Instruments Inc.). A microscope
projection photolithography system is employed to prajeetvirtual masks’ (i.e. the pho-
tomask images shown on the DM®) onto the surface of the microarray substrate. Spa-
tially controlled photodeprotection of photolabile NPP@@tective groups (followed by
coupling of a further nucleotide building block) enablesssigely parallel synthesis of
DNA probe sequences. In the automated synthesis processamays are routinely fabri-
cated over night. Comparabie situ synthesis systems are currently operated only at very
few institutions around the world.

We first report the application gfhosphorus dendrimesubstrates [LBO3] in thén situ
synthesis of DNA microarrays. With the phosphorus dendrifuectionalization we ob-
tained superior results in regard to sensitivity, surfacenbgeneity, signal/background-
ratio and reusability of the microarrays.

We performed microarray hybridization experiments to stigate the impact of single
base defects (deliberately introducdgle base mismatchaadsingle base bulgé®n the
binding affinity of oligonucleotide duplexes. This is patarly interesting with regard to
genotyping microarrays which are increasingly employed a®lecular diagnostics tool
for the detection o$ingle nucleotide polymorphisniSNPSs).

In a number of experiments we investigated the large infleenthe single-defect position
[Wic06; Poz06; NaiO6b] on duplex binding affinity. The ongof this positional depen-
dence — which is apparently not in agreement with the (tvate¥hearest-neighbor model
— had not been identified so far. We discovered that the inflieh the defect position is
not restricted tsingle base mismatchest can also be observed feingle base bulgde-



fects. On the basis of thdouble-ended zipper mod&ib59; Kit69] (assuming fluctuating
end-domain-opening of the oligonucleotide duplex) we dagproduce the experimen-
tally observed positional influence. Moreover, our theoedtinvestigations on the zipper
model indicate a significant positional influence in regardhe contributions of the in-
dividual Watson-Cricknearest-neighbopairs to the Gibbs free energy of oligonucleotide
duplex formation. The present work provides for the firstetintheoretical approach for
the positional-dependent nearest-neighbor ma@NN) of Zhanget al. [Zha03].

In thein situsynthesis process of DNA microarrays random point-mutatare introduced
into the microarray probe sequences. We have shown — expataitty and by means of a
numerical model — that synthesis-related defects signifigaffect microarray hybridiza-
tion characteristics.

With regard to single base mismatch discrimination, wealisced significant differences
between DNA/DNA- and RNA/DNA hybridization: experimentaisults indicate an im-
proved discrimination of purine-purine mismatch basegp@iRNA/DNA-duplexes.

For the experimentally observed, unexpectedly high statwfF Group Il single bulges
[Zhu99] we provide an explanatory approach on the basisediffper model

The selection of appropriate (specific and sensitive) pssapiences is of crucial impor-
tance for successful application of DNA microarray teclggl Our experimental results
confirm previous results [Lue03] which show that only a srfralttion (in piecewise sec-
tions about 20-30%) of a long cRNA target sequence is aMailfav hybridization with
the complementary microarray probes. Reduced bindingitédnare assumed to origi-
nate from the influence of target secondary structure. Usaftyvare tools foantisense
oligonucleotidadesign (accounting for target accessibility) we were abf@édict efficient
microarray probes. We discovered evidence that mech&ngtable secondary structures
(e.g. double-helical sections) interfere with the micragisurface (sterical hindrance) and
thus result in reduced microarray binding affinities.
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Kurzzusammenfassung

In der vorliegenden Arbeit wurde die Hybridisierung eistgingiger RNA- und DNA-
TargetSequenzen mit den fur die einzelnen Sequenzen spezifisdigonukleotid-Probe-
Sequenzen auf der Oberflache von DNA-Microarrays untétsuc

Die hierbei verwendeten Oligonukleotid-Microarrays wemdmittels eines im Rahmen
dieser Arbeit entwickelten Microarray-Synthese-Systemt der Basis eines automati-
sierten, photolithographisch kontrollierten Synthesepsses [Fod91] hergestellt: Mit Hil-
fe eines kombinatorischen Verfahrens wurden — ausgehemcivemisch modifizierten
NPPOC-Phosphoramidit Basenbausteinen [Has97] — in peallVeise bis zu 25000 un-
terschiedliche (frei wahlbard)robe Sequenzern situ auf dem Microarraysubstrat syn-
thetisiert. Eine hohe Flexibilitat hinsichtlich der Auahl der Probe-Sequenzen wird durch
die Verwendung virtueller "Photomasken” [SG99] — auf dersiBaeines Mikrospiege-
larrays (DMD'™ Digital Micromirror Device, Texas Intruments Inc.) — exkf. Mittels
einer Mikroskop-Projektions-Photolithographie-Konfigtion wird das Bild desSpatial
Light Modulatorsauf die Substratoberflache abgebildet, um die Entschigtphotolabiler
NPPOC-Schutzgruppen — und damit die nachfolgende Ankogpheiterer Basenbaustei-
ne — raumlich kontrolliert zu steuern.

Mit den in unseren Experimenten erstmals bei einesitu Synthese verwendetdthos-
phorus-DendrimeiSubstraten [LBO3] konnten im Vergleich mit anderen Lirsgacer-
Molekulen die besten Resultate in Hinsicht auf SensétyiHomogenitat, Signal/Unter-
grund-Verhaltnis und Wiederverwendbarkeit, erzieltaesr. Mit dem Microarray-Synthe-
sizer kbnnen in einem automatisierten Prozess DNA Micayarmit Tausenden von be-
liebig wahlbaren Probe-Sequenzen praktisch Uiber Naarigelstellt werden. Vergleichbare
Systeme stehen bislang nur wenigen Forschungseinrichitung Verfigung.

Anhand von Hybridisierungsexperimenten wurde unterswaietsich (gezielt eingebaute)
Einzelbasen-Defekte auf die Bindungsaffinitat von Oligikieotid-Duplexen auswirken.
Dies ist in Hinsicht auf die Anwendung von SNP-Microarragteressant, die zur Detek-
tion von Single Nucleotide Polymorphismengenetisch bedingten Variationen einzelner
Basenpaare — in zunehmenden Mal3e in der molekularen Didlgaogesetzt werden.

In einer Reihe von Experimenten lag das Augenmerk auf derkesteEinfluss der De-
fektposition [Wic06; Poz06; NaiO6b] auf die Bindungsatfféti Die Ursache dieser offen-
sichtlich im Widerspruch zuntwo-state nearest-neighbdfiodell stehenden Positionsab-
hangigkeit konnte bislang nicht erklart werden. Unsexpdfimente zeigen erstmals, dass
die Positionsabhangigkeit nicht nur bei Mismatch-DedalqiVic06; Poz06; NaiO6b], son-
dern in vergleichbarer Starke auch seigle bulgeDefekten auftritt. Auf der Basis eines
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Zipper-Models des Oligonukleotid-Duplexes, bei dem ein&ttlierende partielle Dena-
turierung der Duplexenden angenommen wird (die auch zustaoldigen Dissoziation
fuhren kann), konnte der experimentell beobachtete iBasiinfluss reproduziert werden.
Darliber hinaus zeigen unsere theoretischen Untersuehuagf der Grundlage desp-
per Modells) einen signifikanten Positionseinfluss hinsichtlder Gewichtung der ein-
zelnennearest-neighbeBeitrage zur Duplexstabilitat auf. Die vorliegende Aitdiefert
damit erstmals einen theoretischen Ansatz furptzstional-dependent nearest-neighbor
Modell (PDNN) von Zhangpt al.[Zha03].

Verursacht durch Streulicht und andere Einflisse werde¥eartauf derin situ Synthese
zufallige Punktmutationen in den Microarray-Probe-Saqen generiert. Experimentell
und in numerischen Modellen konnte gezeigt werden, dase ddgnthesedefekte mali-
geblich die Hybridisierungseigenschaften entsprecheMdagoarrays beeinflussen.

Eine detaillierte Analyse des Einflusses der einzelnen MismBasenpaare auf die Bin-
dungsaffinitat zeigt hinsichtlich der Mismatch-Diskrimerung signifikante Unterschiede
zwischen DNA/DNA- und RNA/DNA-Hybridisierung auf, die wedtheinlich auf unter-
schiedliche Duplexstrukturen zurtickzufuhren sind.

Fur die experimentell beobachtete, vergleichsweise I&thbilitat vonGroup Il single
bulge [Zhu99] Defekten konnte ein Erklarungsansatz auf der 8dsis Zipper-Modells
gefunden werden.

Fur die Durchfuhrung von Microarrayexperimenten ist éieswahl geeigneter Probe-
Sequenzen mit einer hohen Bindungsaffinitat hinsichttiendazu komplementaren Tar-
get-Sequenzen von entscheidender Bedeutung. Wir konriteere Resultate [Lue03] be-
statigen, wonach — vermutlich durch den Einfluss der Taegeindarstruktur — nur ein
relativ kleiner Teil (abschnittsweise etwa 20 bis 30%) eimehrere hundert Nukleoti-
de langen cRNA Target-Sequenz fur die Hybridisierung reit dlicroarray-Probes zur
Verfugung steht. Auf der Grundlage eines Software Tootsdis Design von Antisense-
Oligonukleotiden (Beruicksichtigung der Targetsekusttaktur) konnten die experimen-
tell bestimmten Hybridisierungseffizienzen der MicrogrRrobe-Sequenzen reproduziert
werden. Dartiber hinaus entdeckten wir Hinweise dafissdaechanisch stabile Sekun-
darstrukturen (z.B. doppelhelikale Abschnitte) durchcWéelwirkung mit der Microarray-
Oberflache — aufgrund von sterischer Hinderung der Dulidxbg — die Bindungsaffinitat
herabsetzen.
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Glossary

Glossary

defect profile
this expression has been introduced in the present workéamicroarray hybridiza-
tion signal as a function of defect type and defect positwithin a defect profile —
based on one particular probe sequence motif — defect typelefiect position are
varied systematically

feature
element of the microarray; small area on the surface of tregaairay containing
one particular species of microarray probe sequences; itr®anray comprises a
regular grid arrangement of features

gene expression

process in which the genetic information of a gene is coeddrito a gene product

hybridization
binding of two complementary single-stranded nucleic sitadorm a double-stranded
duplex; hybridization results from sequential base pgih complementary base
pairs

hybridization signal
fluorescence intensity of hybridized microarray targetthesurface of the microar-
ray

immobilization
tethering of prefabricated nucleic acid probe sequencelsemicroarray substrate

in situ synthesis
synthesis of probe sequences (from nucleotide buildingksipdirectly on the sub-
strate of the microarray

nearest-neighbor model
the nearest-neighbor model of nucleic acid duplex thertahlliy considers hydrogen-
bonding and base-stacking interactions; the stackingaot®ens between directly
adjacent (nearest-neighbor) base pairs comprise dispeiwices, electrostatic in-
teractions and hydrophobic interactions
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Glossary

oligonucleotide
short nucleic acid strand

perfect match
duplex consisting of two completely complementary stradéect-free duplex

probe
a microarray probe is used to detect/identify one specifideit acid target se-
guence; probes are typically oligonucleotide probes {leng00 nt) or several hun-
dred nt long cDNA sequences; probes are tethered in a regukrgement (array)
— within the microarray features — on the solid support

probe sequence motif
in the present work this expression is used for the perfettimmeg probe sequence

that is complementary to the oligonucleotide target segei@mployed in a single
base defect hybridization experiment. Single base defetigs are derived from
the 'probe sequence motif’ by substitution, insertion oletien of a single base.
The probe sequence motif may be shorter than the targetolaeotide used in the
experiment. Hybridization signals from the complete sedinfjle base defect probes
correspond to the 'defect profile’.

single base bulge
defect in a nucleic acid duplex which originates from a susplnpaired base in one
of the two strands; the surplus base can adopt a stackedvioromation or a looped-
out conformation and can result in significant reductiorhefbinding affinity

single base mismatch
defect in a nucleic acid duplex which originates from a noatdtn-Crick base pair;
the reduced binding affinities is employed for detectionPS and point-mutations

target
free nucleic acid sequence whose identity and abundante laeedetected in the mi-

croarray assay; for detection target sequences are comabeled with fluorescent
dyes or with biotin
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Chapter 1
Introduction

Almost all cells of the human body, regardless of the celbfygontain the same genetic
material. However, owing to epigenetic factors (e.g. CpGhylation) the cell types differ
in their gene expression — for example, genes which areglyr@xpressedin one cell
type, may not be expressed in others. Knowledge on gene ssipreis the key for un-
derstanding the individual gene functions and the compiteractions between the about
20,000 to 25,000 genes of the human genome.

DNA microarrays are a key technology for massively paraltellysis of gene expression.
The working principle of DNA microarrays is based on nucla@d hybridization: se-
guential Watson-Crick base pairing between the bases otbmplementary nucleic acid
strands results in the formation of a relatively stable diedielical duplex. Nucleic acid
hybridization is highly specific — already a single mismattt{non-Watson-Crick) base
pair can significantly reduce the binding affinity [Nel81183.

The sequence-specific hybridization between complemesteands is employed for the
purpose of molecular recognition (Fig. 1.1): surfacedetd single-stranded probes (of
known sequences) are employed as sequence-specific seev@rgomplementary target
sequences in solution. Hybridized target molecules (bdarikle surface) can be detected
by means of radioactive or fluorescent dye labels.

On DNA microarrays the same detection principle is applreparallel fashion (Fig. 1.2).
Owing to the high specificity of nucleic acid hybridizatidrousands or even millions of
different target sequences can be detected simultanedDblf microarrays comprise a
regular array ofmicroarray featuressmall areas, each of which is covered with surface-
tethered single-stranded DNA probes of a well-known segeierindividual microarray
features (and thus the corresponding probe and targetmsegg)ecan be identified by their
position on the microarray.

Gene expression — the conversion of genetic information into gene products — can be understood as
‘gene activity’.
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Figure 1.1: Nucleic acid hybridization between surface-tethered probe strands and
complementary target strands in solution. Nucleic acid hybridization is based on se-
quential Watson-Crick base pairing between complementary sequences of nucleotides
and results in the formation of a relatively stable double-helical nucleic acid du-
plex. Nucleic acid hybridization is reversible (dissociation is favored by increased
temperatures) because the individual binding interactions (hydrogen bonding and
base stacking interactions — no covalent bonds involved) between the base pairs are
relatively weak. Targets strands are labeled by covalent linkage of a fluorescent dye,
or alternatively, by biotinylation.

In a gene expression profiling experiment the messenger RINANA) sequences (indi-
cators of the individual genes transcriptional activitiage isolated from the biological
sample, amplified (if necessary, e.g. ibyvitro transcription), and labeled for detection.
Subsequently the complex mixture of target sequences todlgzed is applied (in hy-
bridization buffer solution) onto the surface of the migrag. The target strands can freely
diffuse around and interact with the surface-tethered eaicay probes, until they are cap-
tured by a complementary probe and form a stable duplex.

After removal (washing-off) of unhybridized targets, thghdization signal, which pro-
vides information on the quantity of the individual targetjgsences, is commonly detected
by means of fluorescent markers. Comparison of the hybtidizaignals with the cor-
responding hybridization signals from a reference sampfedfial-color analysis on the
same chip, or by means of two single-channel microarraya)les identification of genes
that have been up- or downregulated. Some commercial plagfenable gene expression
profiling on a genome-wide scale.

Genotyping analysis is a further important microarray egaypion: Single nucleotide poly-
morphisms (SNPs) — sequence variations in which singleeotides differ between the
members of a specitgor even between the two alleles in diploid cells) — have angtr
influence on the phenotype. SNPs are responsible for therityajd genetic variations

The human genome contains about 3 million SNPs. Thus, about one in a thousand base pairs is
subject to this type of inheritable genetic variation.
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Figure 1.2: Nucleic acid hybridization on the microarray. Three different surface-
tethered probe species a, b and ¢ are located separate from each other within the
corresponding microarray features A, B and C. A complex mixture of different target
sequences is applied to the microarray surface. Driven by diffusion (or active mix-
ing) targets move around and interact with the different probes. If a target meets
a complementary probe, a stable duplex can arise. Thus, the target gets captured
by the complementary probe. After the hybridization the unbound targets can be
removed by washing-off. The remaining hybridization signal (fluorescent signal) of
the hybridized probes provides information on the quantities of the individual target
sequences. In this example we observe hybridization signals only at features A and
B. We conclude that the sample mixture contains targets sequences that are comple-
mentary to the probes a and b. The sample does not contain targets complementary
to probe c.

within a single species. They are also associated with agpesition to a variety of dis-
eases. Moreover, SNPs are associated to individuals’ msspio pathogens, chemicals,
drugs, vaccines, and other agents. SNP microarrays makefuke specificity of rel-
atively short 12 to 30mer oligonucleotide probes to detewile mismatched base pairs
originating from SNPs [Con83]. Genotyping arrays are a ale tool in genomics re-
search, pharmaceutical research (with a focus on the thaavresponse to pharmaceutical
agents) and now increasingly in medical diagnostics.

Further applications of DNA microarrays include reseqimgassaysand the identifica-
tion of pathogens.

Lab-scale fabrication of DNA microarrays on the basis ohdtad techniques requires
considerable technical and financial effort§o provide a flexible and affordable basis for
DNA microarray hybridization experiments we developeld A microarray synthesizer

Resequencing arrays are used for the search for mutations with respect to a well-known reference
sequence. An important application is the identification of (possibly new) virus strains.

These include, for example, the acquisition of a microarray spotting robot (to be operated in a clean
room environment) and considerable running expenses for presynthesized microarray probes.



Introduction

based on the work of Singh-Gassetral. [SG99]. Based on a photochemically controlled
in situ synthesis process, the DNA probe sequences are synthésimeducleotide build-
ing blocks, directly on the surface of the microarray. The o§ expensive chromium
photomasks (and associated mask alignment) is circunédanyteneans of a spatial light
modulator (DMDOM) obtained from a commercial video projector. Comparabkitu syn-
thesis systems are currently operated only at a few institsitaround the world.

Even though DNA microarrays have become a well-establisgdathology, the underlying
physicochemical principles of DNA microarray hybridizatiare not yet fully understood
[Lev05; Poz06]. For example, an unresolved problem in th@iegation of DNA microar-
rays is the lack of predictability of the hybridization eféncy of DNA microarray probes.
Thermal stability of oligonucleotide duplexes (in solutiphase) is well described by the
nearest-neighbor mod¢Cro64; Tin73; Bre86; Fre86], which is accounting for hygen
bonding and also for base-stacking interactions betwegteawk base pairs. Thermody-
namic parameters farearest-neighbodoublets of base pairs were derived from solution-
phase hybridization experiments [San98]. Tiearest-neighbor mod& widely employed
for the prediction of duplex melting characteristics (nmgjttemperatures, Gibbs free ener-
gies of duplex formation) — for example, for the design of R@Rners and for the design
of DNA microarray probe sequences. The latter applicatmmayever, is questionable: on
DNA microarrays, due to various surface-effects and faltion-related effects, there are
significant differences with respect to solution-phaseriayation [Hel03; Lev05; Bin06;
Poz06]. Moreover, the secondary structure of long targgiieseces results in a restricted
target accessibility. Thus, the binding affinity of indival microarray probes is also gov-
erned by the complex target secondary structure [LueO®FRat

In contrast to solution-phase hybridization studies, meéo@croarray studies [Wic06; Poz06;
NaiO6b] report a large influence of the positionsrigle base mismatatefects on the hy-
bridization signal. A position dependent influence of sinighse defects is not considered
by the (two-statehearest-neighbomodef and hasn’t been explained so far. According to
Pozhitkovet al. [Poz06] there is little evidence that microarray hybridi@a efficiencies
can be accurately predicted with software tools on the hHs®arest-neighbothermo-
dynamic parameters derived from solution-phase expetsnen

In the experimental part of the present thesis particukarast is on the influence of point
defects ¢§ingle base mismatchasdsingle base bulggsn microarray binding affinities.
We systematically investigate the influence of defect type defect position on probe-
target binding affinities. In the same context we invesaghfferences between RNA/DNA

The nearest-neighbor model, on the basis of mismatch base pair nearest-neighbor parameters [Al197],
is also employed for mismatched duplexes [All97; San04]. The model does not consider a position
dependent influence, except for the outermost base positions.

4
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and DNA/DNA hybridization. Our theoretical investigation the influence of point de-
fects on duplex binding affinities is based onipper mode]Gib59; Kit69] of the oligonu-
cleotide duplex.

Further experiments address a variety of poorly understdadgences on DNA microarray
hybridization. These include:

e random defects in the microarray probes (generated byntsgu synthesis process)
affect the hybridization characteristics [Job02; GarOgl(d3]

e the complex secondary structure of long target sequenadslfxbelieved to be a main
factor influencing the efficiency of hybridization [Lue03])

e nonspecific cross-hybridization

o diffusion limitation — local depletion of the hybridizingriget molecules can result in

inhomogeneous hybridization signal intensities and stbdewn hybridization kinet-
ics [Pap06; Dan07]
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Chapter 2

Fundamentals

2.1 Nucleic Acids

For its outstanding role in molecular biology DNA (deoxyiiucleic acid) is often re-
ferred to as the "molecule of life”. Like a blueprint genonD®A contains the hereditary
information, instructions to grow and sustain all formsit.|

In the higher eucaryotic organisms the genomic DNA is dgngatked on chromosomes
inside the cell nucleus. Each chromosome comprises a singlde-helical DNA molecule.
The length of the human chromosomes is varying betweeni60and 250x10° base
pairs (corresponding to lengths between 1.7 and 8.5 cm).raDystretched end-to-end,
the DNA helix contained in a single human diploid cell is ab®duneters long. The infor-
mation density in the densely packaged nucleus is abotitkiticm?® ! (for comparison:
the information storage density on a DVD disc is abouthi@'cm?).

The biological function of DNA is the safe storage of genétformation. Genomic DNA
is basically a read-only memory and in this way comparabliénéoCD-ROM drive of a
computer. Parts of the genome (the genes) are read in trsetiiiion process to produce
RNA transcripts of the DNA sequence. RNA is a rather volatifermation carrier in the
ongoing processing of genetic sequence information. lrabwve analogy it is therefore
comparable with the working memory (RAM) of a computer. Hoere RNA is more ver-
satile: its not just an information carrier but rather (imifoof functional RNA) a crucial
part of the translational machinery and involved in reguiaprocesses.

The estimate is based on a cell volume of 8 um? and a genome size of 3-10° base pairs - which is
about the size of the human genome.
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2.1.1 The Double-Helix Structure of Nucleic Acids

The structure of deoxyribonucleic acid (DNA) was discoddng James Watson and Fran-
cis Crick in 1953. A few month earlier, Linus Pauling repadri triple-helix model of
the DNA-structure, which assumed that the phosphate gratgarranged in the interior
of the helix. The model was based on high resolution eleatn@rographs showing the
DNA as cylindric fibrils with a diameter of 1.5 nm. The wrongsamption of a triple helix
originated from the incorrect measurement of a too high agitig density.

Watson and Crick showed that under physiological condstibNA has indeed a double-
helical structure (Fig. 2.1). The hydrophobic bases arat&atin the center, whereas the
hydrophilic phosphate groups are located at the outsideedfi¢lix. The discovery of Wat-
son and Crick relies on the work of Rosalind Franklin, whosRa§ structural analysis of
DNA fibres proved that DNA has indeed a helical structure.

Figure 2.1: Watson-Crick model of the DNA double-helix. Canonical (Watson-
Crick) base pairs comprise either adenine (red) and thymine (blue), or guanine (green)
and cytosine (yellow) bases. The sugar-phosphate-backbones of the two strands
(shown in green and cyan) form a right-handed double helix. The ideal B-DNA
structure was generated with the make_na web-server which is based on the NAB
(Nucleic Acid Builder) by Tom Macke [Mac98]. Image visualization was performed
with the UCSF Chimera molecular modeling system [Pet04]. A three-dimensional
stereo view of the DNA structure is shown in the appendix, in Fig. B.19.
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Another important hint was provided by Erwin Chargaff. Aadiag to Chargaff’s rule
the nucleobases A and T, just as the nucleobases C and G als@ayswith the ratio of
about 1:1, independent of the biological origin of the DNA.

2.1.2 Nucleic Acid Duplex Structure - Stabilizing Interac-

tions

The DNA double-helix shown in Fig. 2.1 is composed of two ctenpentary single-
stranded DNA molecules. It's well-known that the duplexbgitey originates from inter-
strand hydrogen bonding between complementary base pdiramd CG (see Fig. 2.2).
However, it is less well-known that a similar degree of ditahiion originates fromr-m
interaction between closely-stacked aromatic basesdcking) [Koo01].
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Figure 2.2: Canonical (Watson-Crick) base pairs A-T and C-G, comprise a bi-
cyclic purine base (adenine or guanine) and a monocyclic pyrimidine base (thymine
or cytosine). A-T is stabilized by two, C-G by three hydrogen bonds.

A DNA molecule is basically a flexible polymer-chdimade up of nucleotide monomers
(as shown in Fig. 2.3).

A nucleotide consists of a heterocyclic base (i.e. adergyi®sine, guanine or thymine
- in RNA the thymine is replaced by uracil) and a pentose sugar(2-deoxyribose in
DNA and ribose in RNA), which in conjunction with a phosphateup constitutes the
sugar-phosphate-backbone of the DNA molecule. Apart fleemticleobases listed above,
further nucleobases occur naturally in RNA (e.g. pseudineiin transfer-RNA).

Fig. 2.3 shows that subsequent nucleotides are linked Vieogghodiester bond (i.e. over
the phosphate group) between the 3’- and 5’-carbons of theyilidose sugars. Because

Here one needs to distinguish between the highly flexible single stranded molecule (persistence length
values provided in the literature range from 1, ~ 0.5 nm to 1.3 nm [Koh06]) and the significantly
more rigid double-stranded DNA duplex (1, ~ 45-50 nm [Hag88]).
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the single bonds of the phosphodiester-linkage enabladtaéon of the nucleotides, sin-
gle stranded nucleic acids have a highly flexible conforomati
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Figure 2.3: Chemical structure of the DNA/DNA duplex. The duplex is stabilized
by hydrogen bonding between complementary base pairs and (though not obvious
from this drawing) by base stacking interactions between adjacent base pairs. The
two complementary strands have opposite orientations.

The sugar-phosphate-backbone also determines the aioentd a DNA strand. Accord-
ing to convention nucleic acid sequences are commonlyemritt 5—3’ direction (e.g.
5-ACGGAGGAG-3’). The two strands of double helix are ottieti in opposite directions.
Due to the negative charge of the phosphate groups, DNA i®agtlectrolyte and thus
dissolves well in aqueous solution.

The bases are linked to the 1’-carbon atoms of the deoxygibiassingle-bonds, thus pro-
viding a high degree of conformational freedom. The hydoiph bases arrange tightly
stacked in the center of the helix whereas the hydrophilasphate groups of the backbone
form the outside of the helix.

10
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Watson-Crick base pairing

DNA duplexes consist of the complementary base paiis ad CG (Fig. 2.2). These
so-called Watson-Crick (or canonical) base pairs comprisieyclic purine base (A or G)
and a monocyclic pyrimidine base (C or T).TAbase pairs are stabilized by two,&base
pairs by three hydrogen bonds. Since canonical base pajiesati@ost the same size they
can form a homogenous double-helical structure, indeperadehe base sequence.

In functional RNA structures (e.g. in ribosomal RNA or treersRNA) non-Watson-Crick
base pairs are frequently observed. Accommodation of nats&®-Crick base pairs may
result in structural distortion (with respect to the A-foonB-form helix structure). De-
pending on the nature of the particular mismatch pair, hyeindoonding may be prevented
and/or steric hindrance may occur. As a result, mismatclase pairs (MM base pairs)
can significantly reduce the binding affinity of nucleic adigblexes.

Base stacking interactions

Stacking interactions between the flat aromatic rings of@aht base paits(nearest-
neighborbase pairs) are of similar importance for duplex stabilikg hydrogen bonding
[Koo01]. The base stacking interaction-$tacking) comprises:

e Hydrophobic interaction. Tight stacking of the bases igefy due to the hydrophobic
effect. The plane faces of the aromatic bases are hydrophdigreas the small edges
are hydrophilic. Water molecules, forming a highly ordectathrate-like cage around
the hydrophobic nucleobases, are released when basesugtackeach other. The
entropy increase from the release of water molecules (Ipyaroic effect) is one of the
main driving forces for the formation of a compact doubléida structure.

e The van-der-Waals interactions (dipole-dipole intexatsi between induced dipoles)
between the closely spaced (stacked), overlapping aromags of the nucleobases
stabilize the NN pairs.

e Electrostatic interactions of partial charges can eitlageha stabilizing or destabilizing
effect on a NN pair.

The compact arrangement of the bases in the center of thexdaplelds the hydrogen
bonds from competing water molecules. This entails a furstebilization of the double
helix.

The entropy increase of water molecules released from #terelte cage around the bases
is one of the main driving forces for nucleic acid duplex fation. However, base stack-

Base stacking is not restricted to duplexes, but has also been observed in single stranded nucleic
acids.

11
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ing results in a decrease of the DNA molecules conformatiem@opy, since in the duplex
conformational degrees of freedom are reduced. At low teatpees binding enthalpy and
the entropy increase from released water molecules camdsalthe decrease of duplex
conformational entropy, thus duplex formation is favoeablVith increasing temperature
the delicate balance between enthalpy and entrdgy°= AH°—TAS®) is shifting to-
wards a positivé\G°, thus duplex formation finally becomes unfavorable.

A

®

?

B
4 %
7 %

C S

Figure 2.4: Origin of the helix twist. In principle the base pairs (drawn as blocks)
could arrange as a linear ladder (A). However, stacking interactions favor a closely
stacked arrangement of the aromatic rings. Fixed bond lengths between consecutive
nucleotides (distance ca. 6 A) can be accommodated in a skewed ladder structure as
shown in (B). Further structural constraints, however, don’t allow this skewed ladder,
but rather enforce a twisted ladder structure, similar to a spiral-staircase. The twist
angle between consecutive base pairs is on average 36° (in B-form DNA duplexes).

The double-helical structure of nucleic acid duplexesiodtes from compact base stack-
ing. A linear conformation of the nucleotides (as shown ig. R2.4A) with a base sepa-
ration of 0.6 nm due to the hydrophobic effect is less favieraiban the compact B-form
conformation with a base separation of 0.34 nm. The lendfardnce is compensated by
twisting of the nucleotides relative to each other (see BigC). A twist of 36 per base
pair results in the helical structure of B-DNA with about 185k pairs per turn and a pitch
of 3.4 nm.

B-DNA (Fig. 2.5 left) is the prevailing helical structure DNA under physiological con-
ditions. The diameter of the B-DNA helix is about 2 nm.

RNA/RNA duplexes and hybrid duplexes (RNA/DNA duplexesya}s adopt an A-form
helix structure (Fig. 2.5 right). Due to a smaller twist an@l-RNA has about 11 base
pairs per turn and a diameter of 2.6 nm. DNA/DNA duplexes dan adopt an A-form

12
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Figure 2.5: Comparison of B-DNA (left) and A-RNA (right) duplex structures.
Sequences of both duplexes are identical (except for the substitution of thymine by
uracil in RNA). Ideal B-DNA and A-RNA structures were generated with the make_na
web-server which is based on the NAB (Nucleic Acid Builder) by Tom Macke [Mac98].
Image visualization was performed with the UCSF Chimera molecular modeling sys-
tem [Pet04]. More detailed views and stereo-views of nucleic acid structures are
included in section B.13.

13
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helix. The A-form of DNA is observed under partially dehyi conditions (e.g. in an
ethanol solution or under dry conditions).

Beyond simple linear duplexes nucleic acids can form higblyplex structures like ribo-
somal RNA (see below). Rothemund [Rot06] recently demaitestir’bottom- up fabrica-
tion’ of complex DNA nanostructures: Arbitrary two-dimeosal shapes can be created
by hybridization-based self-assembly of a set of tailorenalionucleotide sequences.

2.1.3 Differences between DNA and RNA

As shown in Fig. 2.6 ribonucleic acid RNA looks very similar@NA, however, there are
significant differences in the molecular structure, cheingtability and biological func-
tion.

In RNA a hydroxyl-group is attached to the 2’-carbon of th@auring, whereas DNA
(deoxyribonucleic acid) has a hydrogen-moiety insteadsfesvn in Fig. 2.6B). Owing
to the 2’-hydroxyl-group the conformational freedom of tRBIA-duplex is reduced (in
comparison with DNA). Therefore, different from DNA, RNAsglexes can only adopt an
A-form duplex structure (see Fig. 2.5). In A-form duplexdse to a larger lateral offset
between stacked bases, the dispersive interaction betivedrases is more favorable than
in B-form duplexes where the offset between stacked basesa#ier. A-form helices, ow-
ing to slightly stronger base-stacking interactions aegrtfodynamically more stable than
B-form helices. The 2’-OH group strongly affects of the cheathstability of RNA. Under
alkaline conditions deprotonation of the OH-group can ac@he remaining oxygen can
react with the adjacent phosphor atom of the sugar-phosgiatkbone. The subsequent
decay of the emerging cyclic phosphate leads to strand a&geakAn important biotech-
nological application is the specific degradation of RNAdenalkaline conditions RNA
strands are degraded, whereas DNA strands remain unalfecte

Another important difference between RNA and DNA is the sitoson of the DNA-
typical base thymine by uracil: basically uracil is favdelsince organisms can produce
uracil with less effort than thymine. The use of the base tingrm DNA is related to DNA
repair mechanisms, meant to protect the genetic mateoia futations. A common mu-
tation caused by chemical action is the desamination of éilse bytosine which is thereby
converted to uracil. Since DNA repair enzymes can diffeatatbetween DNA-typical
thymine and uracil such mutations can be reliably deteateldrepaired.

The following section discusses the very different biotagifunctions of DNA and RNA.

14
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Figure 2.6: Structural formulas of DNA (A) and RNA (B) nucleic acid strands.
The arrangement of the ribose rings determines the orientation of the strand (here
3’-C at the bottom, 5-C at the top). Sequences ar commonly written from 5-end
to 3’-end (here: 5-ACGT-3"). The phosphodiester bonds between nucleotides enable
free rotation. (B) RNA has a hydroxy-group at the 2’-C of the ribose ring. In RNA
the thymine base is substituted by the similar base uracil.

2.2 Biological Functions of Nucleic Acids

2.2.1 The Central Dogma of Molecular Biology

TheCentral Dogma of Molecular Biolog{ri70] describes the flow of biological sequence
information (Fig. 2.7). In the transcription process thaeje information (encoded in
DNA sequence) is gene-wise transcribed into messenger RNENA). The genetic infor-
mation (carried by the mRNA sequence) is translated via €metic code into a polypep-
tide sequence which finally folds into a protein.

The reverse flow of biological information, from the protdiack to the genome, is not
observed. However, retroviruses can transcribe their Ridged genetic information into
the DNA-based genome of other organisms.
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DNA replication

» PROTEIN
\ ! translation

RNA replication

Figure 2.7: Francis Cricks Central Dogma of Molecular Biology. There are general
transfers of biological sequence information (solid arrows) and specialized transfers
(dashed arrows). A general transfer of sequence information is from DNA via the
transcription process to messenger RNA. mRNA is translated into a polypeptide chain
which folds into a protein. Another general transfer is the replication of DNA during
cell division. Specialized transfers are related to virus reproduction (e.g. reverse
transcription) or have be performed in vitro (e.g. direct translation of DNA sequences
into proteins).

2.2.2 Genomic DNA

The genomic DNA contains the hereditary information of agaoism. Large parts of the
genome are arranged as genes, organizational units thahaseribed into one or several
gene products. The function of other noncoding parts of #meme, previously termed
"jlunk DNA is less well understood.

In the simple procaryotic organisms (e.g. bacteria) the D&lpackaged in ring-shaped
chromosomes and plasmids, which are residing in the cydoplan the more complex
eucaryotic organisms the DNA is contained in the nucleudi-separated from the cyto-
plasm (see Fig. 2.8). Chromosomes contain the DNA in a highigpact, though ordered
and accessible form. The double-helical DNA filament car@dion a single chromosome
can be several centimeters long. Enlarged to a diameter ah2ha DNA filament would
extend over a length of about 30 km.

In conjunction with a complex of histone proteins, actingpsol around which the DNA
double-strand is wound up (roughly two superhelical turhabmut 80 base pairs around
the cylindrical histone octamer), the DNA forms a nucleosorCountless nucleosomes
condense into an ordered superstructure, forming a chnorfibte with a diameter of
about 30 nm. The chromatin fibre (which via certain domair®isnected to the nuclear
matrix proteins) forms innumerable loops which composethecture of the chromosome.
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The degree of chromatin condensation is largely determiyeithe cell-cycle. The chro-
matin structure, since it determines the accessibilityraadability of genes, has a strong
influence on gene activity. Transcriptional active regioogelate with an open chromatin
structure (euchromatin).

2.2.3 Genes

A gene can be understood as a functional unit of the genetierrah which contains the
blue print for a gene product. A gene product can be one oralepmteins (or subunits
of proteins) or a functional RNA, e.g. microRNA (miRNA), dbomal RNA (rRNA), or

transfer RNA (tRNA)!

2.2.4 Gene Expression

Gene expression can be understood as gene activity. ltldestrow much of a gene prod-
uct is produced from each particular gene. The gene actwaitybe regulated at different
stages, e.g. at the transcription initiation, or postgcaiptional, at the mRNA level.

The various cell types of a higher organism all contain timeesgenetic information. How-

ever, the gene activities are different, depending on thairements of the particular cell
function.

Transcription

Transcription requires opening of double helix structurstfi It is assumed that the re-
duced duplex stability within the Pribnow-box (comprisithg sequence motif TATAAT)
supports the opening of the transcription bubble. The tr@pison bubble extends over
about 18 base pairs.

Transcription initiation is followed by the elongation pess, in which an RNA-copy of the
sense-strand (only the sense-strand encodes the sequfemo®ition for the gene product)
is transcribed until a terminator sequence at the end ofé¢he ¢ reached.

During elongation, the holoenzyme slides along the operom 5’ to 3’ direction (with
respect to sense strand - see Fig. 2.8). The correct nwdsoibr the assembly of the
MRNA strand are recognized by complementary base pairitigtivé coding strand. RNA
polymerase joins these nucleotides with the growing RNamgtr A proofreading mecha-
nism replaces incorrectly added nucleotides.

These don’t serve as templates for the synthesis of polypeptide strands but rather constitute a
crucial part of the cells molecular machinery or, like miRNA, are involved in the regulation of the
expression of other genes.
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Figure 2.8: Transcription (A) and translation (B). RNA polymerase opens a tran-
scription bubble and produces a RNA copy of the sense strand while sliding in 5’ to 3’
direction (with respect to the sense strand) until transcription termination is encoun-
tered. After poly-adenylation (not shown) the mRNA is released from the nucleus
through the nuclear pores. Translation of the mRNA sequence into a polypeptide
sequence (B) is performed in the cytoplasm. Ribosomes move along the mRNA in
5" to 3’ direction, thereby translating the genetic code into a polypeptide sequence.
Proteins emerge from folding of the polypeptide chains.

Polypeptide strand

5' (folding)

The transcription ends whentarminator sequences encountered. Then the transcrip-
tion complex comes apart, the transcription bubble codla@nd the mRNA strand is re-
leased. Still in the nucleus the (eucaryotic) mMRNA undesgoay-adenylation (addition
of a poly-A-tail at the 3’-end). By binding thagoly(A)-binding proteir{PABP) the poly-A-
tail protects the mRNA from degradation and increases #estation of the mRNA. The
poly-A sequence is technically employed for the specificamtion of mMRNA sequences
with poly-T functionalized magnetic beads.

Translation

Messenger RNA (mRNA) is used as a template for the synthdspgadeins. Single
stranded RNAs similar like polypeptide chains can fold aadenhthe capability to form
complex tertiary structures, similar as proteins. RibosbRNA (rRNA), the most abun-
dant RNA in cells, is not a simple information carrier like BNout rather folds itself into
a complex "nanomachine” which is crucial for the synthes$igalypeptide chains.

Like tiny robots ribosomes slide along the mRNA strands (astneam from the 5'- to
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the 3’-end) and translate the nucleic acid sequences vigahetic code into polypeptide
sequences (Fig. 2.8). The molecular recognition of the oedbase triplets encoding for
amino acids) is performed with transfer RNA (tRNA), anothanctional RNA structure
(Fig. 2.10). The anticodon, an exposed base triplet at tkheoéithe anticodon arm of
the tRNA, can specifically bind via base pairirtg a complementary codon sequence on
the mRNA strand. Upon binding the corresponding amino adictlwwas carried by the
tRNA to the site of polypeptide synthesis is attached to tteeving polypeptide chain.
Subsequently the ribosome moves on to the next codon andtammaausly releases the
discharged tRNA.

Translation of an mMRNA strand is performed by many ribososiresiitaneously. While the
translation process is going on the mRNA strand is degrageditleases in the 5>3’ di-
rection.

2.2.5 Expression Regulation

The functions of a cell (e.g. expression of structural argiiletory proteins, differentia-
tion, control of the life cycle, adaption to environmentaliiences) are largely controlled
by gene regulatory networks. Transcription factor pratéina specific protein-DNA bind-
ing) can activate, amplify or inhibit the translation of tia@geted gene(s) and thus control
the corresponding gene activity.

Post-transcriptional regulatory mechanisms includeradiidve splicing, RNA silencing,
antisense suppression, and the regulation of mRNA stabilit

DNA microarrays enable simultaneous investigation of ttigvdly of many genes, on a
genome-wide scaleGene expression profilgsvhich are encoding the complex interac-
tions between genes) are an important tool for the invesiggene regulatory pathways
(— functional genomics). Expression profiling has also enskegea promising diagnostic
tool for identification of cancer types or subtypes, thuding a well-directed therapeutic
response.

Expression regulation at the transcription level

The most prominent regulation mechanism is transcriptitiation. In procaryotes es-
sentially only the holoenzyme RNA-polymerase (composeskuéral subunits) is directly
involved in the transcription process. In eucaryotes aelangchinery of proteins (includ-
ing several holoenzymes) needs to form an initiation compéfore the transcription can
commence.

5 Frequently anticodons contain the relatively unspecifically binding nucleotides inosine or pseudouri-
dine. Unspecific binding accounts for the degeneracy of the genetic code.
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In the simple procaryotic organisms (e.g. bacteria) thisition of transcription is regu-
lated byactivatorsand repressorsThis shall be explained in the following on the example
of the regulation of the lactose genes of the bacteur@oli, which has been investigated
by Jacob and Monod [Jac61].

E. Coli can digest both food sources - glucose and lactose. To a@nsesources the lac-
tose metabolism is only activated if only lactose and no @eds available. In case both
sugars are availabe. Coli gives preference to glucose since it is the more efficientcgou
of energy. Only if the glucose is depleted and lactose igskent in the mediunt. Coli
begins to express the gene for the proteigalactosidase, an enzyme which is required for
the digestion of lactose.

The gene for3-galactosidaséacZ is combined with two further geneslacY andlacA
(auxiliary genes, also required for lactose digestion) ifuractional unit calledoperon
(Fig. 2.9A). The operon is typical for procaryotic organgnfApart from the coding se-
guences for the protein(s) the operon contains the prorsetprence. This is recognized
by RNA-polymerase and enables binding of the RNA-polymetasthe double-stranded
DNA. The promoter contains the Pribnow-box with the seqeemotif TATAAT (typical
for procaryotes), and the so-called operator. Inlitzeoperon the operator is a binding site
for a repressor protein. The repressor protein, when bowoittlkdet operator site, prevents
RNA polymerase from binding to the promoter site (Fig. 2.9D)

Another sequence motif, adjacent to the promotor, servepadific binding site for the
activator protein CAP, which supports the binding of RNAymoerase to the promoter site
(Fig. 2.9C).

The function of the regulatory proteins (activator and esgor) is controlled by the abun-
dance of glucose and lactose, respectively. The activad® @ receptor for cyclic AMP)
can only bind to CAP binding site (protein-DNA interactiargon binding to cyclic AMP,
which is abundant in the absence of glucose. [aogepressor protein can only bind to the
operator site if lactose is not available, since the bindiffigity of the repressor protein to
DNA is significantly decreased by a conformational changeiced from the presence of
allolactose.

e Glucose and lactose available: In the presence glucosectivatar cannot bind to
the CAP site. Since the repressor can neither bind, the exiprecan occur at a low
basal level (Fig. 2.9B).

e Lactose available/glucose unavailable: The activatorRLC&an only bind near the
promoter site if glucose is not available (Fig. 2.9C). In pihhesence of lactose only,
the activator increases tl&cZ expression by a factor of about 40 compared to the
basal level [Pta02].
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Figure 2.9: The lac operon (A) and the lac expression (B-D). The lac operon
comprises the CAP activator site, the promoter and the genes lacZ, lacY and lacA.
The latter are transcribed as a single mRNA. The expression level of the lac genes
is controlled by the abundance of glucose and lactose, respectively. Activator and
repressor proteins which can bind to specific binding sites (protein-DNA interaction),

control the binding RNA polymerase. See text for details. Figures were adapted from
[Pta02].
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e Lactose unavailable: THac repressor can only bind to the operator site if lactose is
not available. In this case the repressor is bound to theatqresite preventing the
binding of the RNA-polymerase, no matter if the activatobagind to the CAP site
(Fig. 2.9D). The expression of thac genes is inhibited.

2.2.6 Biological Functions of RNA

Figure 2.10: Structure of phenylalanine transfer RNA (visualization of 4TNA.pdb
[Hin78] with UCSF Chimera). Transfer-RNA is employed in the translation process
as a sequence specific vehicle for amino-acids. The anticodon-arm (near the lower
edge of the image) contains a unit of 3 nucleotides corresponding to a codon on the
mRNA strand. The amino-acid (not shown here) is attached to the acceptor stem
(upper right end) with the characteristic CCA 3’-terminal group.

The biological function of RNA is more versatile than that of DNA:

¢ In the process of gene expression messenger RNA (MRNA) itogegpas a template
for polypeptide synthesis. RNA, unlike DNA, is a volatil§éarmation carrier with a
rather limited lifetime.

e Micro-RNAs (miRNA) have regulatory functions. Via the RNAterference (RNAI)
mechanism they can specifically inhibit the expression ef ¢brresponding target
genes.

¢ Antisense-RNAs (aRNA) have regulatory functions. An aRM4ence is produced if
the noncoding (antisense)-strand of a gene sequence isafgptranscribed. Thus the
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aRNA is complementary to the mRNA of the particular gene. Byedpairing between
the complementary RNA strands the translation of the cpmeding polypeptide-

sequence is inhibited. In the transgeRiavr Savi™ tomato antisense RNA is em-
ployed to suppress the expression of an enzyme involvedyieste production. The

significant reduction of ethylene delays the ripening arals of the tomato.

e RNA sequences, similar as polypeptide chains, can foldéotaplex secondary and
tertiary structures. Ribosomal RNA and transfer RNAs (tRM#e essential parts of
the translation machinery (see section 2.2.4).

2.3 Nucleic Acid Hybridization

Two complementary (or partially complementary) nucleidatrandsS; andS, can bind
via base pairing and form a stable nucleic acid duplex D. Tébtk-helical duplex struc-
ture is stabilized by hydrogen bonding and base stackimgantions.

hybridization
Ittt talN

S1+ S (2.1)

dissociation

The formation of nucleic acid duplexes is commonly calgbridizationsince usually nu-
cleic acid strands from different sources (e.g. DNA probebRNA targets) are involved.
Owing to the non-covalent character of the stabilizingriatéons nucleic acid hybridiza-
tion is reversible: In thermodynamic equilibrium the dupfermation is balanced by du-
plex dissociation (also called duplex denaturation or img)t Lower temperatures and
increased ionic strengths (up to 1 M [N favor duplex formation. With increasing tem-
perature or reduced ionic strength of the hybridizatiorfdsu$olution the duplexes are
increasingly destabilized. Depending on the particulgrlekisequence, nucleic acid du-
plexes can have a very distinct melting transition. Owinghi® cooperative character of
the duplex binding, the fraction of melted duplexes can gkedmom close to 0% to 100%
within a temperature range of a few Kelvifis.

Only a small fraction of the duplexes is in a partially demetlintermediate state. There-
fore, the hybridization/melting transition is frequentdlgscribed as a two-state transition.
An important characteristic of the nucleic acid hybridiaatis its outstanding sequence
specificity. Already a single mismatched base within anasligcleotide duplex can result
in a significantly reduced binding affinity. Molecular recitipn by nucleic acid hybridiza-
tion is employed by nature (e.g. in RNA interference) and agious molecular biology
applications:

For oligonucleotide duplexes the width of the melting transition is decreasing with increasing Gibbs
free energy of the duplex, thus with increasing duplex length.
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e DNA microarrays

e Fluorescenin situhybridization (FISH): sequence specific labeling of mMRNA&sences
within cells.

e Primer sequences are used as starting points for nuclelaggiication (e.g. in PCR
or dideoxy sequencing). For this purpose the primers areidigbd to the template
strands.

e Molecular beacon probes: this type of hairpin-shaped mueled probe containing a
fluorophore-quencher-pair becomes fluorescent upon hgatidn with a complemen-
tary target sequence.

e Antisense RNA sequences (sequence-specific silencing dfArtRinscripts)

¢ RNA interference (sequence-specific silencing of mRNAdcaipts)

2.3.1 Kinetics of Nucleic Acid Hybridization

The widely usedwo-state modebf nucleic acid hybridization assumes that the single
stranded specig$, andS; are in equilibrium with the duplexes.

k
S1+ S, Tf‘ D (2.2)

Equation 2.2 doesn’t describe elementary base pairingepsas and is therefore valid only
if there are no significantly populated intermediate stafée two-state model is a reason-
able approximation, for example, for short linear duplexé&se zipper model of DNA
duplex melting transition, which considers individual dgsiring and base pair dissocia-
tion events, is described in section 2.3.3.

In the following, for simplicity’s sake, we assume that awglkexes are not self-com-
plementary and that folding of single stranded speciesa@triand base pairing) can be
neglected.

Duplex formation is a second order reaction, whereas thatdeation is a first order reac-

tion.
d[D]

dt
In equilibrium (withd[D]/dt = 0) we obtain the equilibrium constant (as described by
the law of mass action).

— —k_[D] + k. [S1][So] (2.3)

ke D] D]
K = T S~ e 1D) - (Salo—1D0) 24)
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The Gibbs free energy of duplex formatidxG9, (° is referring to standard conditions) is
related to the equilibrium constant by

AGS = —R-T-lnK. (2.5)

If the complete temperature dependence of the binding Bffiré.g. from experimentally
determined plots of 17, versus In C'r/4) - is known, the Gibbs free energyG, can be
determined via the van't Hoff equation:

1 R Cr\ AS
T_m_AH% ln( 4 )—'—AH% (26)

T, is the melting temperature of the duplex - the temperaturehath per definition (in
thermodynamic equilibrium) 50% of the duplexes are dissted.C is the total concen-
tration of nucleic acid strands.

From the total enthalpy\H7, and entropy changeA Sy, the Gibbs free energy change
AGY, of the melting transition can be obtained with

AGS, = AH — T-AS5. (2.7)

Alternatively A Hy, andA Sy, can be predicted from sequence-dependeatest-neighbor
thermodynamic parameters (see section 2.3.2).

Fraction of hybridized duplexes

The fraction of hybridized oligonucleotidesh [Koe05] (fraction bound) is a quantity
which is directly accessible from experiments (e.g. viahyleridization signal intensity in
microarray assays or via the hypochromicity in UV-absamtbased measurementgjb
can be derived from thermodynamic quantities (e.g. via thalibrium constanty’).

D]

Y = (S, (5a10)

(2.8)

[S1]o and[Ss]o are the initial concentrations of single-stranded spesieand S;. How
T.., AGY, and F'b are related and influenced by experimental parametersexighgth,
sequence composition, defects, salt concentration, icuende concentration and temper-
ature) is well discussed in [Koe05)].

If the fraction boundF'b is compared to microarray hybridization signals one needs t
consider that microarray hybridization is affected by mpayameters, which are not ac-
counted for in the simple model described above.
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The duplex melting temperature 7,

The melting temperature is defined as the temperafirat the midpoint of the melting

transition (in thermodynamic equilibrium) at which 50% bé&tcomplementary molecules
are either hybridized or dissociated.

For practical applications (e.g. PCR primers and micrgapr@bes) the duplex melting
temperature is the most important thermodynamic parameter

Double- 2™ gSingle-
Aoeo stranded hyperchromic stranded
e
A
14
12— - — —
L |
I >
Tm Temperature

Figure 2.11: Melting transition. Duplex melting (denaturation) results in an in-
crease (between 20-40%) of the UV absorbance Aggy (hyperchromicity). Vice versa,
duplex annealing (renaturation) is accompanied by a decrease of the absorbance
(hypochromicity). The melting temperature T,, is defined by the midpoint of the
melting transition.

The standard method for investigation of the nucleic acidtingetransition is the mea-
surement of the UV absorbance [App65]. Nucleic acid dugekee to increased base
stacking (with respect to single strands) have a reducedb$drbance (hypochromicity)
at a wavelength of about 260 nm. The melting transition caoldserved as an increase in
UV absorbance A, by about 20-40%. One should have in mind that the UV absoiasnc
related to the fraction of unstacked bases, and not nedgdsahe fraction of dissociated
duplexes. However, under the assumption of a two-statengetansition (no significant
population of partially denatured duplex states), thetioacof melted base pairs is equiv-
alent to the fraction of melted duplexes [Owc05].
A reasonable working approximation for the melting tempee(7’,, (applicable for short
oligonucleotide duplexes with a length between 5 and 20 bpjrovided by théwal-
lace rule

T =2 (na+nr)+4 (ng +nc) (2.9)

Wallace established the above equation (which provides#gng temperaturé;,, in °C)
for short { < 18 bp) membrane-bound oligonucleotide duplexes at 0.9 M [N&ncen-
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tration [Wal79]. n; are the numbers of the corresponding bases contained inigee o
sequence.

A more accurate empirical formula for the melting tempeamtf longer duplexes {50 bp)
has been established by Wetnetial. [Wet91]: Like equation 2.9 this equation (2.10-2.12)
is based on the GC-content. However, it also considers thew®entration, the length

of the oligonucleotides and the increased stability of DRINA and RNA/RNA duplexes.

T,, = 81.5+16.6log ([Na']) + 0.41(%GC) —500/L DNA/DNA (2.10)
T,, = 78+ 16.6log ([Nat])+ 0.7(%GC) — 500/L RNA/RNA (2.11)
T,, = 67+ 16.6log ([Nat])+ 0.8(%GC) — 500/L DNA/RNA (2.12)

T,.: melting temperature inC

L: length of the complementary region in bp
[Na*]: sodium ion concentration in mol/Il
%GC: percentage of GC base pairs

The melting temperature, as will be shown in section 2.3a2 @lso be calculated in a
thermodynamics approach on the basis ofrtearest-neighbor model

2.3.2 The Nearest-Neighbor Model

Nucleic acid duplexes are stabilized by hydrogen bondirdy@anbase stacking interac-
tions between adjacent base pairs (Fig. 2.12). Therefadeic acid duplex stability is
not just determined by the base composition (as might bereddrom a stabilization by
hydrogen bonds alone), but, considering the stackingantems, also by from the base
sequence [Cro64; Tin73; Bre86; Fre86]. "The stability af IbNA duplex appears to de-
pend primarily on the identity of the nearest-neighbor bafere86].

Literature describes two different (though equivalenthpatational formats for the near-
est neighbor model [Owc97]: In thenglet formatfocusing on individual base pairs (with
nearest-neighbor corrections), hydrogen bonding and stas&ing interactions are con-
sidered separately. In tldwublet forma{Got81] ("doublet” refers to base pair doublets as
shown in Fig. 2.12) hydrogen bonding and stacking inteoastare combined into a single
NN free energy parameter.

In the following we will refer to the doublet format which hasen employed throughout
this work.

The free energy chang&Gs,(total) for duplex formation (at a temperature of°8} is
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ACITG CAIGT AT/TA TC/AG CC/GG CA/GT AC/TG CT/IGA TG/IAC

Figure 2.12: The nearest neighbor model includes hydrogen bonding (inter-strand,
blue arrows) and base stacking interactions (intra-strand, red arrows). AT base pairs
are stabilized by two hydrogen bonds, CG base pairs by three. The base stacking in-
teraction between adjacent base pairs depends on the identity of the nearest neighbor
pair (doublet), e.g. AC/TG (5-AC-3’ paired with 3’-TG-5"). DNA duplex struc-
tures thermodynamically can be considered to be the sum of their nearest-neighbor
pairwise interactions [Bre86].

calculated with egn. 2.13:
AG§7(t0tal) = AG§7 init + Z AG§7 NN + AG§7 sym + AG§7 AT term (213>

Helix initiation is considered by the helix initiation fremergyAGs; ;.. The formation

of subsequent base pairs is accounted by summation of thepnepagation free energy
parameters (NN free energy parametexs)s, ( (see Tab. 2.3.2). For eachAterminal
base pair the termAGS; \1 ..., 1S @dded. Only in case of self-complementary sequences
the symmetry correction terd@s, ., is added.

For the duplex shown in Fig. 2.12 equation 2.13 provides

AG3,;(total) =
= AG37imi + AG3r ac/tc + AG5rcajar + - - + AGsrra/ac + AG57 AT term
keal
= (1.96— 1.44 — 1.45 — 0.88 — 1.30 — 1.84 — 1.45 — 1.44 — 1.28 — 1.45 + 0.05) C—al
mo
keal
= 1052 =&
mol

In an analogous way the enthalfy° (total) and entropy changA S°(total) for duplex
formation can be calculated from unified NN parameters inefak3.2. The Gibbs free
energyAG*° at temperature T can be determined from tabulated valésandAS°© with

AG® = AH°—TAS°. (2.14)

Internal single base mismatches can be accounted for by &\ nearest neighbor pa-
rameters established by Allawt al. [All97] (see section 2.4.1).

28



Nucleic Acid Hybridization

Table 2.1: Unified nearest neighbor thermodynamic parameters for DNA
Watson-Crick pairs in 1 M NaCl (adapted from [San04]). The "unified NN pa-
rameter set” has been reported by SantaLucia [San98]: SantaLucia found a remarkable
agreement between several previous studies on NN thermodynamics of DNA polymers
and oligomers. The notation for the NN-pair (base pair doublet) GT/CA (taken as
an example) refers to the dinucleotide sequence 5-GT-3’ which is paired with the
complementary dimer sequence 3’-CA-5’. The initiation term accounts for the duplex
initiation free energy. The symmetry correction has to be considered in case of self-
complementary duplexes. For each AT-terminal base pair a penalty term has to be
added. Gibbs free energy parameters AGj3, are provided for a temperature of 37°C.

NN-pair AH°® kcal/mol  AS° cal/(K-mol) AGS%; kecal/mol
AA/TT -7.6 -21.3 -1.00
AT/TA -7.2 -20.4 -0.88
TA/AT -7.2 -21.3 -0.58
CA/GT 8.5 22.7 -1.45
GT/CA -8.4 -22.4 -1.44
CT/GA -7.8 -21.0 -1.28
GA/CT -8.2 -22.2 -1.30
CG/GC -10.6 -27.2 -2.17
GC/CG -9.8 -24.4 -2.24
GG/CC -8.0 -19.9 -1.84
Initiation +0.2 -5.7 +1.96
Terminal AT penalty +2.2 +6.9 +0.05
Symmetry correction 0.0 -1.4 +0.43

Melting temperature prediction with the two-state nearest neighbor model

With A H°(total) andAS°(total) we can determine the two-state melting temperafyre
according to SantalLuciat al. [San04] (melting temperaturg€,, in °C; ideal gas con-
stant R=1.9872 cal/(#nol); AH* in kcal/mol; AS® in entropical units (e.u.); total DNA
concentratiorC'y in mol):

T, = AH® x 1000/(AS° + R - In(Cp/4)) — 273.15 (2.15)

The above equation for the melting temperature (deriveth fuan’t Hoffs equation) is
valid for a sodium concentration [N&of 1 mol/l and only in the case that the concentra-
tions of complementary strands are equal. Smaller coratiotis of [Na] ions result in
reduced screening of the negatively charged phosphat@grdinis leads to an increased
repulsion of the polyanionic strands and hence results edaaed duplex stability. An
increase of the [Ng] concentration above 1 mol/l doesn’t result in a significactease
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of the duplex stability since the electrostatic screeniag Bot be enhanced significantly
at higher salt concentrations. Various (empirically dediysalt corrections for the melting
temperatures of DNA duplexes like the Schildkraut-Lifsquation (equation 2.16: the
uncorrected melting temperatufg,; at the sodium concentratidiVa™]; is related to the
corrected melting temperatu#®,, at the sodium concentratidiVa™],) are discussed by
Owczarzyet al. [Owc04].

Too([Nat]s) = Ty ((Nat]h) + 16.6 log([Na*]/[Na*];) (2.16)

According to [San04] the melting temperature predictiothwine two-state nearest neigh-
bor model is highly reliable: for a set of 264 sequences (ftigths ranging from 4 to
16 bp) the standard deviation between experimental andgbeeldmelting temperatures
was found to be 2%.

Several web-servers for melting temperature calculagan the DINAMelt server [Mar05])
employ the two-state NN-model or more advanced multi-stawelels for calculation of
duplex melting temperatures and further thermodynamiarpaters.

Positional-dependent nearest neighbor model (PDNN)

Zhanget al. [Zha03; Zha07] proposed a positional-dependent nearegtimar model. In
the PDNN model the binding free energyG of the (z+1)mer oligonucleotide duplex is
expressed as the weighted sum ofratiearest neighbor interaction@y, by.y1)-

AG = Zwk £(by, bry1) (2.17)
k=1
The fitted weight-parametets,. (determined from fitting microarray hybridization signal
data to the expected hybridization signal, which is deriveth the model equation 2.17)
indicate that the duplex ends contribute less to duplexigtaihan the center of the duplex,
possibly owing to partial unzipping of the duplex endad fraying.

2.3.3 Zipper-Model of the Oligonucleotide Duplex

According to Wetmur and Davidson [Wet68] duplex formatign.] involves the joining
of short, homologous sites on the two strands followed bysg faversible zippering reac-
tion [...]". Duplex formation comprises the rate limitingicieation step (formation of an
intermediate duplex, two to three base pairs in length - tiedeation rate depends on the
concentrations of the two complementary species) andeifwio strands are complemen-
tary, fast helix growthlfelix propagation by sequential formation of base pairs [Cra71]
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(see Fig. 2.13). The zippering is reversible, so that théedugan denature by sequential
unzipping of the individual base pairs. However the proliigtdor complete strand sepa-
ration is reduced with increasing duplex length.

A B
}‘fﬁ eIEree;gys jk-Nucleation

o
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e
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Figure 2.13: Nucleic acid duplex formation comprises nucleation and rapid helix
propagation. (A) Zipping of the duplex by sequential base pair formation. The
zipping is reversible, however under hybridization conditions base pairing is favorable
over base pair dissociation. (B) Duplex free energy versus duplex length (the sketch
is only for demonstration of the principle, and does not directly refer to experimental
or theoretical data). The nucleation of the first two base pairs is thermodynamically
not favorable (positive free energy) since stacking interactions are stabilizing the base
pairs only towards one side (with only one half NN interaction per base pair). Beyond
the second base pair every additional (Watson-Crick) base pair increases the duplex
stability by adding one full NN-interaction and also due to the cooperative character
of the interactions. Provided the strands are complementary the nucleation is followed
by rapid helix propagation (zippering). The sketch in (B) was adapted from [Por77].

The double-ended zipper model

The statistical mechanics of a simple double-ended zippeletrof the nucleic acid duplex
has been first investigated by Gibbs and DiMarzio [Gib59]%59. Their model (which

has originally been developed to describe the (polypepélida-helix to random coil tran-
sition), like the Zimm-Bragg model, is basically a lineaintg model and is thus not able
to describe a true first order phase transition. Howevershizgpness of the transition is
increasing with the length of the duplex (number of basespand with the number of
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conformations an open link can adopt [Gib59].

In C. Kittels double-ended zipper model [Kit69] the zippgiconsisting of N bonds (cor-
responding to the base pairs) that can only be opened froentie The partition function
is determined by summation over the statistical weightsligbartially unzipped duplex
states. With the partition function the statistical mecgbamf the duplex, e.g. the aver-
age number of open bonds (corresponding to the degree adipduplex denaturation) is
accessible. Kittel showed that the assumed degeneracytallyaunzipped duplex states
(arising from rotational freedom of unpaired nucleotides) DNA this degeneracy may
be on the order of 10- gives rise to a melting transition in the quasi-one-dini@masl
system’ No phase transition can occur in the non-degenerate casn(thle number of
rotational degrees of freedom equals 1).

Zocchiet al. [Zoc03] reported that a zipper-model based on end-domagniog describes
well the temperature dependence of the average number ipfpgizbase pairs determined
in UV absorption experiments. However, they also report thair analysis of transition
parameters indicates that, apart from end-domain opebuiiple formation is also impor-
tant for the denaturation process.

Deutschet al. [Deu04] employed the double-ended zipper model for a sizdismechan-
ics based description of microarray hybridization signals

End-unzipping of the duplex has also been assumed by Amégon and Metzler [Amb05]
for a model to investigate the blinking dynamics of molectl@acons (fluorophore-quen-
cher pair included in a fraying duplex section).

Base pairs at the duplex ends are stabilized by stackingantien with only one neigh-
boring base pair, whereas base pairs in the interior of tipedare stacked between two
neighboring base pairs. The stabilizing stacking intéoastfrom both sides prevent in-
ternal denaturation. Therefore unzipping is (largely}trieted to the duplex endsfd
fraying) as shown in Fig. 2.14A. Structural constraints arisingrftbe double helix struc-
ture may impose further restrictions to internal bubblexfation. The influence of the
helical structure on duplex stability is, however, not weitlerstood.

Denaturation bubbles

The above statements, however, do not apply to the denatuiEtlong duplexes. These
denature via the formation of denaturation bubbles in ttexior of the duplex (see Fig. 2.14B
and C). This is due to several reasons:

e due to an exponential decrease of the base pair dissociatidrability towards the

Cuesta and Sanchez [Cue04] discuss why Van Hove’s theorem (simply interpreted: "No phase transi-
tions occur in 1D particle systems with short-range pair interactions”) doesn’t apply to the melting
transition of nucleic acid duplexes.
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center of the duplex, end-domain opening is restricted fgedsends=- thus, long
duplexes can only denature via the formation of denaturdtidbles.

e occurrence of relatively weakly bound (AT-rich) subseqre=nin a long duplex

¢ increased melting temperatures of long duplexethe increased entropy contribution
(—TAS) results in destabilization of the nearest neighbor imgoas AG v

A

Figure 2.14: Denaturation of short duplexes (A) occurs mainly via end-domain
opening. In long duplexes (B) end-domain opening does’t extend into the middle of
the duplex. Rather, denaturation bubbles, forming at weakly bound sections in the
interior of the duplexes, propagate and (C) merge with the open end-regions. At
increased temperatures denaturation bubble formation leads to dissociation of long
duplexes.

The relevance of internal denaturation bubble formatiopedels on duplex length and,
in particular, on the individual sequences (i.e. on therithgtion of more/less stable
NN pairs). To provide a coarse estimate: for duplexes Withl5 base pairs end-fraying
is expected to be the prevailing mode of nucleic acid deatitur, vice versa, for long
and intermediate size duplexes with- 100 base pairs bubble formation is expected to
be relevant or more important than end-domain opening [Bl&MHowever, Zocchet al.
[Zoc03] reported that denaturation bubbles may be relealantin the denaturation process
of short duplexes.

Blossey et al. [Blo03]: ”On rather short DNA sequences (~ 100 bp’s) the loop entropy contribution
is not very important as loops are rare and short and the DNA denatures mainly through unbind-
ing from the edges. A description based on the 1D Ising model with appropriate experimentally
determined energy parameters is therefore sufficient |[...].”
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2.3.4 Further Models of the DNA Melting Transition

Further well-established models for the DNA melting tréiosi are the Poland-Scheraga
(PS) model [Pol66] and the Peyrard-Bishop-Dauxois (PBDjehfDau93].

The Poland-Scheraga model describes the helix-coil tiansn long polynucleotide du-
plexes. The duplex comprises alternating double-helieghgents and denaturation bub-
bles. The PS model is essentially a one-dimensional Isiagein Consideration of the
various bubble configurations gives rise to an entropic tefimis results in an effective
long range interaction, so that in the PS model a phase ti@msnay occur [Blo03].

The PBD model represents a Hamiltonian approach. In the PBBehtooperativity ef-
fects - arising from anharmonic nearest neighbor stackiteyactions - result in a distinct
melting transition.

An overview on theoretical models of the nucleic acid meltiransition is provided with
reference [ZhoO06].

Further reading on the DN A melting transition:

e thermal denaturation of DNA [War85] and DNA oligomers [Z8¢0
e DNA breathing dynamics [AmbO06]

e zipper models [Kit69; lva04]

e end-denaturation [AmbO05]

e mismatches and bubbles [Zen06]

e thermodynamic properties of DNA sequences [Koe05]

¢ further related publications [VEO6; EveQ7]

2.4 Destabilization of Oligonucleotide Duplexes by
Point Defects

A high discrimination capability between similar sequenisamportant in genotyping ap-
plications, where single nucleotide polymorphisms(SN®aiations of single bases, are
the subject of interest. SNPs largely determine genetigithagality, but also disposition to
genetically caused diseases or response to medicamethieatherefore of great interest
not only for genetic research but also for medical diagesstnd therapy. SNPs can be
detected (using DNA microarrays) by hybridization with dradigonucleotide probes. Al-
ready a single mismatching (MM) base pair (owing to the SN#P) result in a significant
decrease of duplex stability [Nel81; Pat82; Con83]. Thedoimf a MM base pair on
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duplex binding affinity is is determined by the length of thepkkx [Koe05], the type of
mismatch base pair [AlI97], the influence of neighboringdsg#\I197] and by the position
of the defect (with respect to the duplex ends) [Wic06; Po2R8606Db].

In this study we also investigate single base bulges, anotpe of point defect, originat-
ing from single base insertions and deletions. The ingexioa surplus (unpaired) base
into one of the duplex strands results in a small bulge inélgelar duplex structure. Sim-
ilarly a single base deletion creates a bulged base in thesiepstrand. Like single base
mismatches base bulges can significantly reduce duplexigadfinity.

2.4.1 Single Base Mismatches

Figure 2.15: Structure of T-G mismatches in a B-DNA duplex (X-ray diffraction
data 113D.pdb [Hun87]). Green arrows indicate the T-G mismatches.

Structural investigations (NMR and X-ray studies) havevghthat single mismatch base
pairs (see Fig. 2.15) mismatches introduce little ovetalictural distortion on the double
helical duplex structure [Hol91; Cog91; Ske93].

Consideration of single base mismatches in the nearest neighbor model

The nearest neighbor model has been extended beyond Watsdbase pairs to include
single base mismatch (MM) defects [AlI97; San04]. From UMting experiments Allawi
et al. [All97] have established a complete database of MM singkelddM thermody-
namic parameters for DNA/DNA duplexes. The (mostly) defitabg MM propagation
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parameters (a complete table is provided in [San04]) are feseluplex free energy calcu-
lations just like the Watson-Crick propagation parametelsst destabilizing MM nearest-
neighbor pairs are AC/TCXGS,=1.33 kcal/mol), TC/AA AG5,=1.33 kcal/mol), TC/AC
(AG%,=1.05 kcal/mol) and GT/CCAG+%,=0.98 kcal/mol). Least destabilizing are GG/CG
(AGS;=-1.11 kcal/mol) and GT/CGAG%,=-0.59 kcal/mol). An order of DNA/DNA base
pair stabilities (based on [AllI97]) is provided in [San04]:

G-C>AT>G-G>G-T>G-A>T-T>A-A>T-C>A-C>C-C

The study of Allawiet al. [AlI97] also reveals a strong impact of closing base paing (t
base pairs enclosing the MM base pair) - closin@ ®ase pairs are more stabilizing than
A-T base pairs.

The two-state nearest neighbor model doesn’t account ®MM position within the
duplex sequence. According to SantaLucia [San04] "[..thwhe exception of the terminal
and penultimate positions, the thermodynamics of a givesmraich in a given context is
independent of its position in a duplex, contrary to commpini@on”. This, however, is not
in agreement with recent observations of a strong influefckefect position on duplex
binding affinity [Kie99; Dor03; Wic06; Poz06; NaiO6b].

2.4.2 Single Base Bulges

Defects originating from insertion or deletion of a baseilieis bulged duplexeas shown
in Fig. 2.16. Base bulges are a frequent structural motiNWRtructures e.g. in tRNA and
rRNA. It is assumed that bulges may play a role in nucleic-pecatein binding [Wu87].
Single bulged bases can adopt looped out (Fig. 2.16) orelically stacked conforma-
tions [YooO1; Bar06]. According to Woodson and Crothers p88] "[...] evidence from
several laboratories suggests that extrahelical purireegenerally stacked into the helix,
while extrahelical pyrimidines are in equilibrium betwestacked and unstacked states
[...]" (in this context "extrahelical base” has the meanibglged base”).

The thermodynamics of bulged duplex was first investigayeiibk and Crothers [Fin72].
They reported a destabilizing free energy“@pof 2.8 kcal/mol for a single base bulge.
Wartell and coworkers [Ke93; Ke95; Zhu99] investigated tihermodynamics of single
base bulges on a larger number of DNA and RNA sequence mdtifs. relative stabil-
ity of bulged RNA duplexes was investigated in temperatuealignt gel electrophoresis
(TGGE) experiments. For RNA bulges they report an unfaverfibe energy (with respect
to the bulge-free reference dupled)G5, between 2.85 and 4.8 kcal/mol.

Wartell and coworkers observed, that the stability of bdigeplexes is increased if the
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Figure 2.16: Single base bulge (looped out cytosine base, shown in yellow) in a
rRNA helix structure (X-ray diffraction data 1DQF.pdb [Sun00]).

bulged base has at least one identical neighboring basg.cabegorized bulged duplexes -
depending on the identity of the bulged base and the duptgesee - in two groups:

e Group I: the bulged base has no identical neighboring bases

e Group lI: the bulged base has at least one identical neigidpbase

According to [Zhu99] the local average free energy contrdmuof a DNA base bulge can
be expressed as:

AG§7,(XNZ)~(X’—Z’) = 272 kcal/mOl + 0'48AG§77(XZ)~(X’Z’) + 6g (218)
For the free energy of RNA single bulges a similar relatiors warived [Zhu99]:
AG§7,(XNZ)~(X’—Z’) = 311 kcal/mOl + O'4OAG§77(XZ)~(X’Z’) + 6g (219)

Notation: The unpaired base N is enclosed by the base pai'saxd Z-Z'.
AGS; (xz).(x 2 I8 the stacking energy of the base pair douber) - (X'Z’).
The stabilizing contribution for degenerate Group Il bslgeis -0.4 kcal/mol
for DNA and -0.3 kcal/mol for RNA (in both caség=0 kcal/mol for Group |
bulges).
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A

AGGCGTACGCI:A GTTTCCAG
TCCGCATGCAT CAAAGGTCT

oup | base bulge

AGGCGTACG’%A GTTTCCAGAG
TCCGCATGCAT CAAAGGTCTGroup Il base bulge

degenerate conformation

AGGCGTACGT AGTTTCCAGAG
TCCGCATGCA TCAAAGGTCTC

Figure 2.17: Positional degeneracy of base bulges. (A) Group I bulge. The non-
degenerate bulged base (C, shown in grey) has no identical neighbor bases. (B)
Group II bulge. The bulged base A has an identical neighbor, giving rise to positional
degeneracy [Ke95] of the bulge conformation. The increased number of possible bulge
conformations (here two rather than only one in A) represents an increase in entropy,
resulting in a stabilization of the degenerate Goup II bulge with respect to the non-
degenerate Group I bulge.

The experimentally observed free energy difference beteup | and degenerate Group
Il bulges of -0.4 and -0.3 kcal/mol (for DNA and RNA, respgety) is in good agreement
with the simplified entropic estimate for a two-position degracy of -R1In(2)=-0.43
kcal/mol (at 37C) [Zhu99].

Znoskoet al. [Zno02] report an increased stability of pyrimidine singileges with respect
to purine single bulges (0.4 kcal/mol on average). This\sthdsed optical melting exper-
iments (UV absorption) on RNA duplexes, provided differequations (written here in
the notation of [Zhu99]) for the bulge free energies of pydimes (egn. 2.20) and purines
(eqn. 2.21).

AG3: (xnz)(x1—z1y) = 3.9 keal/mol + 0.10AG3; x7). (xzy + 08- (2.20)

Here,dg is 0 and -0.8 kcal/mol for Group | and Group Il bulges, respety. The reported
stabilization of Group Il bulge&g=-0.8 kcal/mol is significantly larger than the previously
reported stabilization from [Zhu99} {=-0.3 to -0.4 kcal/mol), thus raises questions about
the mechanisms underlying Group Il bulge stabilization.

Turner [Tur92] suggested that the stability of a bulged dymlould depend on the prox-
imity of the bulge with respect to the helix end. Znoskal. [Zno02] didn’t find evidence
for an influence of bulge position on duplex stability.
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2.4.3 Influence of the Defect Position

Kierzeket al. [Kie99] investigated the effect of the position of a singlesmatch within
short RNA duplexes (optical melting experiments). Theyertsd that ”[...] moving the
position of the mismatch toward the end of the helix enhatlcesstability for UU and
A-A mismatches by 0.5 kcal/mol per each position closer to the helix end [. Fjr A-A
mismatches the observed trend is less obvious than fdmismatches, & mismatches
were found to be insensitive to the position within the heBince the study was performed
with heptamer duplexes (enabling the comparison of threepdBitions) the data base for
the observed MM positional influence is rather limited.

Dorris et al. [Dor03] observed a similar positional influence for 2-bard 8-base mis-
match probes (with respect to cRNA targets) on CodelthBD gel arrays. They also re-
port a strong correlation (including the positional inflaehbetween solution-phase melt-
ing temperatures and microarray hybridization signalf©ief¥M duplexes.

Recent microarray studies [Wic06; Poz06; NaiO6b; NaiO&ahg extensive sets of probe
sequences have shown a very distinct influence of mismatsitiggoand bulge position
[NaiO6a], respectively. The discrimination between MM & is significantly more dis-
tinct for defects near the center of the duplex than for dsfeear the duplex ends.
Interestingly, from solution phase hybridization studiagart from [Kie99] and [Dor03])
an influence of defect position is not been reported. In trerest neighbor model only
terminal and penultimate MM positions are considered toelss Hestabilizing than MMs
in the interior of the duplex [Pey99; San04]. It is not cledrather the positional influence
has been overlooked in previous solution-based studigsdiiferent experimental condi-
tions are the reason, why a distinct positional influencedmdg been described recently,
typically for microarray-based experiments.

Typical characteristics of studies not reporting an influence of defect po-
sition [Ke95; All197; Pey99; Sug00]:

e mostly solution-phase hybridization

e presynthesized oligonucleotide probes (thus containmeggigible fraction of synthe-
sis defects)

e small probe setsq{ 100 probes) investigated

o the defect is typically restricted to one or few positionsenonly in the center of the
duplex), no systematical variation of the defect position

e in most studies rather short duplexes10 bp (little margin for variation of defect
position) were employed
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e experimental method: measurement of the melting curves Wyahsorbance spec-
troscopy (for an assumed two-state melting transition teasured fraction of dissoci-
ated base pairs is equal to the fraction of dissociated dap)e

e duplex free energies are derived from melting curve anslysi

According to [Pey99] binding affinity contributions of mistches more than three base
pairs from the end are independent of the positigjiey99]: "Consequently, it can be
concluded that the nearest-neighbor model is a good appatixin for both Watson-Crick
pairs and all single mismatches.”

Typical characteristics of studies reporting an influence of defect position
[Ura02; Dor03; Wic06; Poz06; NaiO6b]:

e mostly microarrays studies

e microarrays in [Wic06; Poz06; NaiO6b] are fabricatedgitu synthesis - probes can
therefore contain a considerable amount of synthesis tdefec

e duplex length between 16 and 25 bp

e experimental method (typically): measurement of micraarhybridization signals
(mostly fluorescence intensity)

e measurement of binding affinity variations depending oredefype, defect position
and closing base pairs. The PM/MM hybridization signalaradia direct measure for
the MM discrimination.

e microarray studies are favorable for large scale systenratestigations of MM dis-
crimination (improved statistics - many different seques)c’direct comparison” of
binding affinities obtained in the same experiment)

The positional influence appears to be most pronounced iod8YiPoz06; NaiO6b]. How-
ever, this may be owing to the fact that the experimentalghesf these particular studies
enables a more systematic and extensive investigatioregidkition dependence than the
other studies.

Experimental results in [Kie99] and [Dor03] indicate thaiasitional influence is not lim-
ited to microarray studies but can be observed in solutiwasp hybridization studies as
well.

9 This particular study was performed with a relative small set of 51 relatively short 9-12mer duplexes.
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Modeling of the positional influence

Pozhitkov [P0oz02] considered mismatch positional infleeampirically in an algorithm
for finding specific oligonucleotide probes for species tdmation.

Binder [Bin06] tries to explain the positional influence ki zipper model in which the
mismatch affects the base pairing of Watson-Crick basea pathe duplex section between
the MM and the duplex end. Therefore, the impact of a mismatcduplex stability is
getting smaller as its position is closer to the duplex end.

However, the assumed base pair opening probability (as rshioviFig. 10 in [Bin06])
doesn’t account for the fact thahd frayingunder hybridization conditions is largely con-
fined to the two [And06] or three [Lei92] outermost base pairs

Like Binder we use a zipper based model in our analysis, hewee account for the fact
that theend frayingis largely restricted to the outermost base pairs and tleabdse pair
opening probability is exponentially decreasing towarus ¢enter of the duplex. Partial
denaturation of inner base pairs is considered as a rareastic event.

2.5 Solid-Phase Synthesis of Nucleic Acids

In molecular biosciences synthetic nucleic acid sequeasmployed in many of appli-
cations. For example, as primers for the amplification of Ddé§uences by polymerase
chain reaction (PCR), as target-specific probe moleculd3MA microarrays (or irfluo-
rescent in situ hybridizatiowithin biological specimens), or as double-stranded RNJs f
gene silencing ilRNA interferenceapplications.

Synthetic nucleic acid sequences are commonly producedalidphase syntheseap-
proach.

2.5.1 Principles of Solid-Phase Chemical Synthesis

Solid-phase synthesis has first been employed for the fathicof polypeptide sequendés
[Mer63]. In solid-phase synthesis the polymer-chains tey#hesized are end-tethered
to a solid substrate. This enables efficient separation obwpled building blocks (in
solution) from the surface-tethered synthesis produfits, a synthesis step has been com-
pleted.

Coupling of monomer building blocks (see Fig. 2.18) is parfed via reactive terminal
groups. A removable chemicplotection groupprevents uncontrolled polymerization of

10 For the development of the solid-phase polypeptide synthesis R.B. Merrifield received the Nobel
Prize in chemistry in 1984.
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Figure 2.18: Solid phase synthesis. (A) The first monomer (orange) is coupled
to the substrate via a suitable substrate functionalization. The protection group
(red) prevents further coupling reactions (B) until the a controlled deprotection reac-
tion detaches the protection group (C). In the subsequent coupling reaction another
monomer (blue) can bind to the end of growing polymer strand (D). The newly in-
troduced protection group prevents further, uncontrolled, coupling reactions (E).

building blocks. For controlled coupling the protectivegps are be removed by a chem-
ical (or photochemicaljleprotectiorstep - prior to addition of the building block.

In a combinatorial chemistrapproach various types of building blocks are coupled se-
guentially in an optional order. The combinatorial apptoanables a large number of
possible products (e.g. DNA or polypeptide sequences)ekample, with the four DNA
building blocks4?> ~ 1.1 - 10% different 25mer DNA sequences can be synthesized.

2.5.2 Nucleic Acid Synthesis by the Phosphoramidite Method

Nucleic acid sequences are usually synthesized by the pbhompidite method which has
been developed by Caruthers and coworkers [Bea81] in the E280s. Nowadays com-
monly 5-cyanoethyl phosphoramidites [Sin84] are in use.

A nucleoside phosphoramidite (as shown in Fig. 2.19) costaidiisopropylamino group
on its 3’-phosphate, making it susceptible to nucleoplalitack. It can react with the
nucleophilic hydroxyl-group at the 5’-carbon of the (2-ggjibose ring. Since phospho-
ramidites react with water the coupling has to be carrieduoder anhydrous conditions.
To prevent uncontrolled coupling of phosphoramidite hadgdblocks a cleavablprotec-
tion groupsubstitutes the 5’-hydroxyl moiety. Under appropriaterdéggction conditions
this protection group can be removed exposing the 5'-hygraxhich can then couple

with the 3’-phosphate of another phophoramidite builditark.

For oligonucleotide synthesis commonly dimethoxytritPMT) is used as an acid-labile
protection group (Fig. 2.19A). Traeprotectiorstep is conducted under mildly acidic con-
ditions in 3% trichloroacetic acid.
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Figure 2.19: Phosphoramidite reagents. A chemical protection group substitutes
the 5’-OH moiety of the deoxy-ribose to prevent uncontrolled coupling of the build-
ing blocks. (A) The acid-labile dimethoxytrityl-protection group of the widely used
DMT phosphoramidites is commonly removed with trichloroacetic acid. It can also
be removed for example with an electrochemically generated acid [Mau06] or with
photo-generated acid [Gao0Ol]. (B) The photolabile nitrophenyl-propyloxycarbonyl
protection group (NPPOC) [Has97] is removed by UV irradiation (A ~ 350 — 380

nm).

Spatial control can be achieved by light-directed deptaircof photolabile deprotec-
tion groups. In thdight-directed in situ synthesiprocess [Fod91], under UV irradi-
ation (atA = 365 nm) photoreactive protection groups, e.g. MeNPO& r{jethyl-2-
nitropiperonyl)-oxy]carbonyl) or NPPOC (2-(2-nitroph@apropoxycarbonyl) (see Figs.
2.19B and 4.1), are cleaved to expose the nucleophilic 8rdwyl coupling-group.

Further chemical protection groups (typically benzoyl &ubutyryl) prevent the primary
amines of the nucleobases from being damaged during thbesiatprocess. These base
protection groups, as well as tlvecyanoethyl protection group (at the 3’-phosphate), are
removed in thdinal deprotectiorstep, under mildly alkaline conditions.

Oligonucleotide synthesis is performed in solid-phaseallg on a functionalized glass
surface. Commonly controlled pore glass (CPG) beads am asesubstrate material,
since their large surface provides a higher yield than a fegsgsurface. Substrate func-
tionalization [Bei99; Ben02; LB03] comprises an organitkér/spacer molecule which is
covalently bound to the silanized glass surface. Hydramgleties are required for phos-
phoramidite coupling.

Steps of the oligonucleotide synthesis cycle (Fig. 2.2Q@died in solid phase oligonu-
cleotide synthesis (phosphoramidite method): the syrdis¢srts with the coupling of the
first nucleotide on the hydroxy-functionalized substrafbe 4-step-cycle is repeated for
the addition of each monomer.

e Deprotection (detritylation). Removal of the 5’-DMT grotgexpose the nucleophilic
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5’-hydroxyl is performed under acidic conditions.

e Coupling of the next phosphoramidite building block undamngdrous conditions. Ac-
tivation of the coupling reaction by the weak acid tetrazole

e Capping of unreacted hydroxyl groups by acetylation. Thevents the synthesis of
strands with single base deletions, since the acetyl gréagk® coupling of further
monomers. In the final purification (e.g. by HPLC) the sigmificfraction of truncated
strands can be separated easily.

e Oxidation of the phosphite triester linkage with iodine bemically stabilize the phos-
phate linkage.

DMTO Base 1
0 O0—CPG

1. Acid

O0—CPG deprotection

2. Coupling

DMTO Base 2
—@ DMTO Base 2 0—CPG
o
3 Cappin
o 4. Oxidation b PpINg
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P
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Figure 2.20: The phosphoramidite method: oligonucleotide synthesis on controlled-
pore glass (CGP) - synthesis cycle. 1. Removal of the acid labile DMT protection
group (detritylation) exposes the 5-hydroxy group. 2. Activation of the 3’-phosphate
group with tetrazole enables coupling of the new phosphoramidite building block
at the deprotected 5-OH group of the CPG-bound strand. 3. The synthesis of
oligonucleotide strands with still unreacted 5’-OH (owing to an incomplete coupling
reaction) is blocked by reaction with acetic anhydride. 4. Oxidation of unstable
phosphite linkages with iodine results in a more stable phosphate linkage. Washing
with pure solvent is required between the steps.

A final deprotection step (using concentrated ammoniumadxide) is required to remove
remaining protection groups (base and phosphate) anddweectae oligonucleotides from
the solid support.

Purification with polyacrylamide gel electrophoresis (F®@r high pressure liquid chro-
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matography (HPLC) yields the full length oligonucleotideBhe coupling efficiency is
typically > 98%. The yield of full-length oligonucleotides reduces witle thower of the
length n (number of bases) of the oligonucleotide sequertues, the yield from a 100mer
synthesis (with a coupling efficiency of 98 %) is 0!9813%. The maximum sequence
length for economically reasonable synthesis is about H3@$ Longer sequences (e.g.
for the synthesis of complete genes) can only be producedaiidn of shorter strands.
The cost for oligonucleotide synthesis of.85 umol scale is currently on the order of 20
cents per base addition. Possible modifications of symtladijonucleotides include, for
example, fluorescent dye labels, biotin labels, fluoresegunenchers, spacers and various
linker chemistries.

2.6 DNA Microarrays

DNA microarrays are hybridization-based sensors for reaisparallel analysis of the
composition of complex nucleic acid mixtures (Fig. 2.21).

DNA Microarray
containing probe sequences
which are complementary to

the target sequences

to be detected

&yoOoO
000
Biological sample» Leog » Biological information
(mixture of S55. (hybridization signal)
labeled target nucleic Fooo, abundance/quantity of individual
acid sequences) - target species

Figure 2.21: Microarray principle. A biological sample containing a mixture of
nucleic acid sequences to be analyzed is applied - dissolved in a buffer solution - on the
microarray surface. The labeled target strands hybridize to the complementary probe
sequences to which they have a highly specific binding affinity. The hybridization
signal (typically the fluorescence intensity of the labeled targets), which is related
to the abundance of hybridized targets, is acquired by CCD or confocal microarray
scanners. The microarray analysis is performed with many probe-target species in
parallel. Arranged in a regular array of microarray features, probes can be identified
by their position on the microarray. The hybridization signal of a microarray feature
provides a semi-quantitative measure for the abundance of the corresponding target
species.

The well-knownprobe sequences - which are arranged in a regular array structane -
end-tethered on the planar microarray surface (Fig. 2.2Bgtarget mixture to be ana-
lyzed (identification or quantification of individugdrget species) is applied in solution
onto the microarray surface. Targets can freely diffuséehtybridization buffer solution
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Figure 2.22: Microarray hybridization assay. (A) Microarray with surface tethered
probe sequences (lower images). The individual probe sequences can be identified
by the position of the corresponding feature on the regular microarray grid. (B)
Application of the hybridization solution. (C) Labeled targets can freely diffuse over
the microarray surface until they hybridize with a complementary probe. (D) In the
washing step after the hybridization unbound targets are washed away. Microarray
analysis (E) - quantification of the surface bound targets is performed by measurement
of the fluorescence intensity. By the position of a feature the probe sequence can be
identified. The hybridization signal of a microarray feature depends on the target
abundance, but also on the particular probe-target binding affinity.

until they are captured by a complementprgbesequence.

After the hybridization, which, owing to the slow diffusigmocess, typically requires sev-
eral hours, unbountargetscan be washed off easily, whereas hybriditagetsremain
bound on the the microarray surface. A molecular markergllysa fluorescent dye label,
or an antibody-specific molecule like biotin) is used fomtigcation and quantification of
the hybridizedargetmolecules.

The particulamprobesequence species are restricted to small areas commoldy ted-
tures or spots. The arrangement of these features as arrggdl@array”) enables identi-
fication of the features. By the feature position the hylzation signal can be assigned to
the correspondingrobesequence.

In principle DNA microarrays could be used for measureménndividual target con-
centrations. However, owing to many factors affecting treasurements (e.g. poor pre-
dictability of individual probe-targetaffinities, cross hybridization) microarrays are only
semi-quantitative. This, however, is mainly limiting theneparability between different
probe-targetpairs. For individuaprobesthe hybridization signal difference measured for
two different nucleic acid target samples corresponds éoctiange irtarget concentra-
tions. In gene expression analysis (see below) this sedatdld-changedescribes how
many times the expression signal for a given transcriptaseimsed or decreased with re-
spect to the control.
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2.6.1 Microarray Applications

Gene expression profiling. The experimental design of gene expression assays is usu-
ally based on the comparison of the gene expression levaldiological sample of
interest with that of a reference sample (see Fig. 2.23).

Example: From a batch of yeast cells grown under controldlitions, one sub-

sample is exposed to a heat shock - the condition to be igatet, while another

sub-sample is employed as a reference sample. The compafitbe expression

profiles from both samples highlights the differences inegerpression, and thus
enables identification of genes involved in stress response

Practical applications: functional genomics - invesiigabf gene functions, pathol-
ogy (e.g. for identification of cancer-types), pharmacageics (investigation of the

individual drug response), toxicity tests

Genotyping assays. Single nucleotide polymorphisms (SNPs - see Fig. 2.24) — se-
guence variations in which single nucleotides differ betwthe members of a species
(or even between the two alleles in diploid cells) — haveanstinfluence on the phe-
notype. SNPs are responsible for the majority of geneti@atians within a single
species. SNPs are associated with a predisposition to etyanf diseases. Other
SNPs are associated to individuals’ response to pathogbesjicals, drugs, vac-
cines, and other agents. SNP microarrays employ probe seggispecific to known
SNP sites. SNP arrays make use of the specificity of relgtistebrt 12 to 30mer
oligonucleotide probes to detect single mismatched baseqéginating from SNPs
[Con83]. Genotyping arrays are a valuable tool in genomasgarch, pharmaceuti-
cal research (with a focus on the individual response torpheeutical agents) and
increasingly in medical diagnostics.

Resequencing. Resequencing assays enable identification of genetiaeliftes with
respect to a well-known reference genome. This enablegxiample, discrimina-
tion between closely related virus or bacteria strains dedtification of previously
unknown strains [Won04].

Pathogen detection/identification. Microarrays comprising pathogen-specific probe
sequences enable fast detection and identification ofedrasd bacteria (see above).
Microarrays can be employed for large scale pathogen sagémedical diagnos-
tics, food safety, biodefense applications).
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Figure 2.23: Dual color microarray experiment. In this example the expression
profile of cancer cells is compared to a reference sample of normal cells. Complex
mixtures of messenger RNAs (mRNAs) are isolated from each sample and fluores-
cently labeled via reverse transcription labeling. The targets from the cancer cell
are labeled with a green fluorescent dye, whereas the targets from the reference
sample are labeled with a red fluorescent dye. The targets are combined and hy-
bridized on the same microarray. Analysis and comparison of the two color-channels
enables identification of up- and down-regulated genes. (Adapted from Wikipedia:
http://en.wikipedia.org/wiki/DNA_microarray)

Figure 2.24: Single Nucleotide Polymorphisms (SNPs) are genetic variations
of single base pairs between members of the same species, or even between
the two copies of a chromosome pair. The DNA strand in 1 differs from
the DNA strand in 2 by a single base pair. Genotyping assays enable high-
throughput screening for single nucleotide polymorphisms. (Source: Wikipedia,
http://en.wikipedia.org/wiki/Single_nucleotide_polymorphism)
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2.6.2 The Development of DNA Microarray Technologies

An early method (1975) for the analysis of complex nucleid acixtures is theSouthern
blot [Sou75]. Thereby the mixture of unidentified DNA fragmentrdetg is separated
by gel electrophoresis, transferred and immobilized onyabile nylon membrane. For
identification of thetargetsradioactively or chemically labelggrobes(with well-known
sequences) are incubated with the membrane, thus enalylonglization with the com-
plementarytargetsequences.

The so-calleddot blot is a similar technique, in which the (unseparatedyetsample is
directly applied onto the membrane as "dots”. After fixatiba identification of theéarget
sequences is performed by hybridization with a labgdexbe sequence (or a mixture of
labeledprobesy.

Miniaturization and parallelization have evolved thet blot into the high throughput
macroarraytechnique. With the help of automated methods several gralmillimeter-
sized nucleic acigpotscan be immobilized on a nylon membrane (typically 10 to 20 cm
in size). Here, different from the blotting techniques disex above, the knowprobese-
qguences (e.g. cDNA or synthetic oligonucleotptebeg are immobilized on the solid sub-
strate, whereas thargetsare applied in hybridization solution. Autoradiographmabysis
and the large quantity gfrobe material provide a high sensitivity. However, radioactive
labeling with32 P or 33 P (requiring precautious handling) and the need for largatjties

of probeandtarget material are serious disadvantages ofrtiecroarraytechnique.

By using rigid substrates rather than flexible nylon meméesa@ significant miniaturiza-
tion was achieved, giving rise DNA microarraytechnology. Microarrays are commonly
produced on chemically functionalized glass substratesyuently a microscope slide for-
mat is employed. The use of glass substrates, which, unjfilkenrmembranes, have low
auto-fluorescence, enables highly sensitive detectiomofdscently labelethrgets
Different types of DNA microarrays have been developedwess independent approaches:

e In 1995 Schenat al. [Sch95] reported the first gene expression assay on a printed
microarray. They employed @ontact printing techniquéor deposition of tiny spots
(about 0.1-0.2 mm in diam.) of nucleic acigsobes(cDNA probeg on a chemi-
cally functionalized glass substrate. This now widelyelgechnique is also known
asspotting The spotting solution with the prefabricated nucleic geidbesis de-
posited on the surface by a pin. A capillary gap at the tip efpin releases a small
(and reproducible) amount of the spotting solution whengimeis touching the sub-
strate surface. Chemical functionalization of the sulst(e.g. with amino-, epoxy-
or aldehyde-groups) and tipgobemolecules (e.g. by attachment of an amino group)
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enable fixation (immobilization) of thprobes cDNA microarrays are mainly used in
gene expression assays. Apart from cDNA and PCR produesypthesized oligonu-
cleotide probes can be immobilized on microarrays gligonucleotide microarray
Microarray robotsdrrayers are commonly employed for a fully automated fabrication
process.

e Already several years earlier Foderral. [Fod91] developed a photolithographically
controlled combinatorial chemistry approach for the fedtion ofhigh-density oligonu-
cleotide microarrays!. Owing to the similarity of the photolithographic fabrigat
process with semiconductor fabrication techniques, tin@seoarrays are commonly
calledDNA chips Unlike the spotting approach the light-direciadsitu synthesis ap-
proach doesn’t require prefabricaj@besfor deposition. Thggrobemolecules (DNA
oligonucleotides) are fabricated situ, i.e. nucleotide by nucleotide, on the microar-
ray substrate. The massively parallel synthesis of up tdlemdifferent sequences on
the same chip is directed by UV light exposure. In the contoima synthesis process
chrome masks provide a sequence specific exposure scheatial(gpestricted to the
particular microarray features) to control the sequencgriofeotide couplings for each
probesequence individually.

¢ Ink-jet techniques (based on piezoelectric depositioa)used foiin situ synthesis of
microarrays [Bla96] (by deposition of phosphoramidites) also forspottingof pre-
synthesized DNA [Sch98].

¢ A rather novel technique is the electrochemiicaesitu synthesis of DNA microarrays
[Mau06]. Thereby nucleic acid coupling is controlled bycageneration on a CMOS
addressable electrode array.

Depending on the type of probes employed DNA microarrays$ {mde confused with
other types of microarrays, e.g. protein microarrays) aandiegorized into two groups:

cDNA microarrays
This type of microarray comprises immobilized cDNA probePGR products. Ow-
ing to the availability of cDNA and PCR products from biologi sources, cDNA
arrays (nicroarraysand macroarray$ are frequently prepared by biological labs.
Since the longprobesequences (typically one hundred to several hundred n) long
are not suitable for discrimination between similar segesrie.g. for the identifica-
tion of single base MMs) the application of cDNA microarraysestricted to gene
expression profiling.

1"High density” refers to a high density of microarray features (up to one million per cm~2)
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Oligonucleotide microarrays
Oligonucleotide microarrays comprise synthetically fedstedprobesequences which
are typically between 15 and 100 bases long. Unlike cDNA o@igays, oligonu-
cleotide microarrays enable discrimination of very simg&nes belonging to the
same gene family. Short oligonucleotides 30 nt) owing to their high discrimina-
tion capability are used for genotyping and resequenciptiaions. Long oligonu-
cleotide probes~60 nt) have the advantage of providing a high sensitivitytifer
detection of low abundance transcripts. Oligonucleotideroarrays are fabricated
by immobilization potting of presynthesized oligonucleotides, or inysitu syn-
thesis.

A detailed overview of microarray types and fabrication lneels is provided in [Gao04].

2.6.3 Characteristics of Microarray Hybridization

Literature reports a large discrepancy between hybridimatharacteristics in bulk solu-
tion and on the microarray surface [Hel03; Bin06; Poz0O6]nc8iNN thermodynamic
parameters were determined in solution-phase experimamsler "ideal hybridization
conditions”, the nearest-neighbor model doesn’'t necéggaarform satisfactory for the
prediction microarray binding affinities.

According to Bhanott al. [Bha03], the loss of translational energy and entropy ofrazic
array-bound probes (with respect to hybridization of freargls in bulk solution), and the
constraint that targets can approach the probes only froenhaif-space, is independent
of the sequence. Thus, with respect to bulk-solution, liybation equilibrium constants,
equilibrium constants for microarray hybridization areltimlied by the same sequence-
independent factor. The difference between solution-plaasl surface-phase hybridiza-
tion is of little consequence for specificity and sensiyiwvithen equilibrium is achieved.
However, hybridization kinetics (which is different forréace- and solution-phase hy-
bridization) has a pronounced effect on specificity andigeitg [Bha03].

Levicky and Horgan [Lev05] reviewed physicochemical asp®t DNA microarray hy-
bridization. In particular they discussed differenceshwigspect to solution-phase hy-
bridization.

On DNA microarrays (with respect to solution hybridizafiomelting temperatures [Hel03]
are significantly reduced. Additionally, significantly ladened hybridization isotherms
(deviating from Langmuir-type characteristics) [BinO8¢ abserved. Moreover, on DNA
microarrays a strong influence of the position of single Basts on duplex binding affini-
ties [Wic06; Poz06; NaiO6b] is observed.
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An ”ideal microarray” (in terms of specificity and target quantization)
would require the following characteristics:

e target-specific hybridization: i.g@arobeshybridize only with the complementatgrget
species

¢ there is no intra-strand base pairing leading to formatioprobeor target secondary
structures.
¢ all probe-targetpairs have approximately the same binding affinity

e there is a simple (e.g. linear) relation between the hybpaiilbn signal and the concen-
tration of the correspondin@grgetsequence

Real microarrays deviate from the ”ideal microarray” (above) in several
aspects:

e complextargetmixtures give rise to competitive hybridization proces$&s=06] (un-
specifictarget/targetandprobe/targetcross hybridization)

¢ the use of long relatively lonrgetsequences (typically between 100 and several hun-
dred nt long) results itargetsecondary structure formation and increased potential for

cross hybridizationBoth processes compete with the spegficbe-targethybridiza-
tion. Targetsecondary structure can prevenbbe-targethybridization, thus leading to
false negatives. Unspecific cross-hybridization can tesdiélse positives.

e surface effects (e.g. electrostatic effects and sterigarhnce) can (in conjunction
with the varying length/secondary structure of individtabetg affect the quantita-
tiveness of the measurement (binding affinity is a functibtme amount of hybridized
targets targetlength andargetstructure)

e probesare confined to a small area on the microartaydiffusion-limitation effects)
¢ synthesis defects (originating froim situ synthesis) affect binding affinities

¢ labeling of thetarget sequences (e.g. with large fluorescent dye molecules lil& Cy
attached at random positions) may affect binding affinities

Microarray hybridization - a diffusion driven process

Microarrays are often fabricated on microscope slides ditiiensions of about 75 mm
25 mm. The hybridization solution (ten to several hundpddis inserted into the gap
between the microarray and a cover glass, thus forming ditirirwith a thickness of 20-
100 um. This is better illustrated by the following comparisorwihich the microarray is
assumed to be enlarged to the size of a football field. On daikesthe liquid film corre-
sponds to a puddle between 2 and 10 cm deep. The size of a mégrd@atures may be
visualized by a soccer ball.

Hybridization in such a configuration is a slow process suiffeision is the dominating
transport mechanism for the targets. The hybridization t#rget with the correspond-
ing probeis usually limited by the slow diffusion process [Pap06]. tiihe Einstein-
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Schmoluchowki relation we find that the average distanceggtanolecule (with a molec-
ular diffusion coefficient of 10'! m?/s [Pap06)) is traveling in an overnight hybridization
is approximately 1 mm. In microarray assays, by diffusiamsport alone, the equilibrium
can’'t be reached on a reasonable time scale.

Novel chaotic micromixing techniques, e.g. based on sard@oustic waves (SAW) [Toe03],
can very efficiently generate microagitation in the capjiigap und thus overcome the dif-
fusion limitation.

By scaling down the dimensions of the microarray {ncreased ratio between the diffu-
sion coefficient and the microarray surface) the hybridoraequilibrium can be reached
on a realistic time scale [Dan07].

2.6.4 Further Reading on the Technical and Physical Prin-
ciples of DNA Microarrays

e Sensitivity, specificity, cross hybridizatior+ detection of false positives) [Bha03;
Bin06]

e Point defects (mismatches [Dod77; Wal79; Nel81; All97]sdaulges [Ke95; Zhu99;
Zno02]), influence of defect position [Dor03; Wic06; PozQdiscrimination capability
[Ura03; Lee04]

e Secondary structure gfrobesandtargets(— detection of false negatives) [Lue03;
San04]

e Microarray fabrication (immobilizationn situ synthesis) [Sch99; Sch02; Gao04]

e Quality of theprobesequences - synthesis defects [Gar02; Job02; Ric04; Bin(tdt-
erogeneity of binding affinities

e Target preparation [SchO2gfgetlength, fluorescent labeling, composition of tae-
getmixture, type of nucleic acitarget- DNA or RNA)

o Competitive effects [Bin06]

e Surface density of thprobes[Pet02; Wat00; Lev05] (steric hindrance [Hal05], elec-
trostatic repulsion [Vai02; Bin06])

e Attachment of thgprobegSch02], linker/spacer [Bei99], linear and dendrimendkgrs
[CamO06]

e various hybridization parameters [Sch02] (e.g. ionicreith, temperature, pH, block-
ing reagents) [Koe05]

e Washing characteristics [P0z07]

e Microarray size [Dan07], diffusion-limitetarget transport [Pap06], mixing [Gut05;
ToeO03]
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2.7 DNA Chip Fabrication by Light-Directed In
Situ Synthesis

Light-directedin situ synthesis of DNA microarrays was developed around 1990 bipFo
and coworkers [Fod91]. Short (typically 25mer) oligonucleotid@robe sequences are
synthesized nucleotide by nucleotide on the surface of ticeoarray. Spatially address-
able photo-deprotection enables a massive parallel syistbé arbitrary DNAprobe se-
guences on a single microarray.

Light-directedin situ synthesis is basically a solid-phase synthesis processsgseion
2.5.1), requiring phosphoramidite reagents with pholokéaprotection groups. Spatially
controlled photo-deprotection is achieved with a phadtolgraphic process and the use of
phosphoramidite reagents with photolabile protectiomugsoProbesequence information
and microarray geometry is encoded in the photomasks.

Today, commercial high density oligonucleotide microgsréfabricated with high resolu-
tion photomasks) have up to 6.5 millipnobeswith a feature size of fm). Light-directed
in situ synthesis can also be employed for the synthesis of poligeepeéquences [Fod91]
(— protein microarrays) or other combinatorial chemistries.

2.7.1 Photolithographic Control of the Combinatorial Syn-

thesis Process

For parallel synthesis of differeptrobesequences spatial control of the phosphoramidite
coupling reaction is required. This is achieved by a sdgténtrolled photo-deprotection
of the photolabile 5’-protection group (chemical struetahown in Fig. 2.19). The photo-
cleavage generates a hydroxy-group at the 5’-ends of thesexisequences and thus de-
termines where on the microarray (i.e. at which microarestdres/probe sequences - see
Fig. 2.25 h and k) the next phosphoramidite building blodloymled in the subsequent
coupling step) will elongate the sequence.

The fabrication of a microarray comprising arbitrary N-nsequences requires<qN de-
protection/coupling steps. It is necessary to provide allpting alternatives (X=A, C,

G and T) in each "nucleotide layer”. Thus, the light-direct@ombinatorial synthesis
comprises a series ob&dN photo-deprotectiox, and associated nucleotide coupling
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stepsCx;:

1. Da,/Ca, — D¢, /Cq, — Dq,/Cq, — D1, /Cr,
2. Da,/Ca, — D¢, /Ce, — Dg,/Cq, — D1,/Cr,
= ..

N. Day/Cay = Dey/Cey = Day/Cay — Dry/Cry

Spatially controlled photo-deprotection is shown in moegad in Fig. 2.25 where each
probestrand symbolizes an individually addressable microdeature (whereas in reality
each feature comprises millions of identipabbeg. Assuming a stepwise coupling effi-
ciency f. the yieldY'= f." of probeswhich are free of synthesis defects is decreasing with
the power of thgrobelength N.Probescontaining defects cannot be repaired or removed
as in common solid-phase synthesis (capping, truncatiBhG+eparation). Synthesis de-
fects (i.e. single base mismatches, insertions and defgtwill therefore affect microarray
hybridization [Job02].

The length of the microarragrobesis determined by the application. Shorter 15-25mer
probes provide a high discrimination capability between &M MM and are therefore
suitable for SNP detection and resequencing assays. Lpngeesare less discriminative
but rather more sensitive (increased binding affinity), aredtherefore favorable for detec-
tion of low abundance mRNAs in expression profiling applmas. Typicallyprobeson
high density oligonucleotide microarrays have a lengtkdt5 nt, however, the fabrica-
tion/application of arrays with longer 40-60 priobeshas also been reported.

The synthesis cycle

For light-directedn situsynthesis photolabile phosphoramidite reagemsiethyl-6-nitro-
piperonyloxycarbonyl (MeNPOC) [Pea94; McG97] or [2-(2raphenyl)-propyloxycar-
bonyl]-2’-deoxynucleoside (NPPOC) phosphoramiditesdtig are used.

The MeNPOC-chemistry (employed in the fabrication of Afigtmix GeneChip@) has a
stepwise yield of 92 to 94% [McG97]. Significantly better pbing yields have been re-
ported for NPPOC phosphoramidites [Bei99]. Nuwagsial. [Nuw02] reported stepwise
chemical yields between 96 and 98%.

Use of NPPOC phosphoramidite reagents (chemical strushown in Fig. 4.1) has been
reported in [Has97; Bei99; Nuw02; Bau03; Wol04; Woe06]. NREDLC phosphoramidites
reagents were used in [Pea94; McG97; SG99; Lue02].

12 Stepwise synthesis yields of NPPOC phosphoramidites according to [Nuw02]: NPPOC-A (tac) 96%,
NPPOC-C(ibu) 99%, NPPOC-G(ipac) 97%, NPPOC-T 98%
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Figure 2.25: Light-directed in situ synthesis of DNA microarrays [Fod91]. The
spatially controlled combinatorial chemistry approach enables parallel synthesis of
arbitrary probe sequences. In the (non-optimized) coupling scheme shown here, the
probe sequences are synthesized "layer by layer”: to cover all coupling-alternatives,
in each "nucleotide layer” phosphoramidite-couplings are performed in the order A,
C, G, T. In the above series of images each probe strand symbolizes an individually
addressable microarray feature (whereas in reality each feature contains millions of
probes). Synthesis of the first nucleotide layer (a-f). (a) The substrate is initially
functionalized with photo-labile protection groups (depicted as blue balls). Spatially
controlled UV exposure (use of photomasks) is restricted to those feature areas where
phosphoramidite building blocks are to be attached in the subsequent coupling step.
(b) Photo-cleavage of the protection groups created hydroxyl-moieties, which are the
binding sites for the subsequent adenosine-phosphoramidite coupling step (c). In the
coupling step only one building block can attach to each deprotected strand. Fur-
ther couplings are prevented by new protection groups (imported with the building
blocks). (d) Photo-deprotection of those probes which require cytosine at the first
base position. (e) Coupling of cytosine-phosphoramidite. The first nucleotide layer
is completed after deprotection and coupling of G nucleotides (not shown) and T
nucleotides (f). The second layer is synthesized upon the first layer (g-1). The de-
protection/coupling scheme is continued until the final length of the oligonucleotide
probes is reached (m).
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Owing to the the 5’-attachment of the NPPOC protection gsalygin situ synthesis is
performed in 3=5’ direction. Therefore the probes are typically 3'-tetteat at the mi-
croarray surface. However, 5'-tetherptbbescan be synthesized (in 53’ direction)
with modified phosphoramidite reagents (carrying 3’-NPR@@ection groups) [Alb03].
5'-tethered microarray probes are, unlike 3'-tetheredps) available for enzymatic mod-
ification.

In the following we refer to the 5’-NPPOC phosphoramiditewtistry (Fig. 4.1) which
has been employed in this work.

The synthesis cycle in the light-directed synthesis pro¢Eg). 4.2) is very similar to the
scheme employed for oligonucleotide synthesis on CPGeatgpshown in Fig. 2.20).
Exposure with UV light §=350-380 nm) induces photo-deprotection and enables cou-
pling of the next phosphoramidite building block. A cappstgp (as shown in Fig. 2.20),
resulting in truncated strands rather than in strands cuntasingle base MMs, is of a
rather limited value in microarray synthesis (truncatedrels cannot be removed) and is
therefore omitted. Coupling and oxidation steps are peréarin the same way as in the
oligonucleotide synthesis on CPG-supports.

Photo-deprotection of NPPOC results in short-lived intediate states. According to
[Wal01] anaci-nitro intermediate is in acid-base equilibrium with its@n The unstable
anion can fragment, thus resulting in the desired depriotectaction (complete removal
of the NPPOC group). However, via a competing reaction paghwheaci-nitro inter-
mediate can also form a nitroso product, which is not remdred the phosphoramidite
residue, thus preventing photo-deprotection.

To promote the desired reaction pathway the photo-degroteceeds to be performed in a
solvent providing sufficient proton acceptors. Thereftieliasicity of solvent acetonitrile
Is increased by addition of a mild base (e.g. piperidine 9Bi

2.7.2 Combination of "Maskless” Digital Photolithography

and Combinatorial Chemistry

Light-directedin situ synthesis of DNA microarrays with high resolution photoksalsas
been developed and is employed on an industrial scale by#tsix Inc.. High costs for
chromium masks, considerable technical effort for the nagloment, and the lack of
flexibility (a new set of photomasks is required for each neleroarray design) have so
far prevented lab-scale application of the photomaskb&sd®ication technique.

The use of computer-controlled spatial light modulatorévasual photomasks” can cir-
cumvent the limitations related to the use chromium photk®and thus provide great
flexibility for custom microarray fabrication.
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Cerrina and coworkers (University of Wisconsin) developéthaskless” fabrication tech-
nique based on pattern projection with a digital micromiaoay [SG99]. In their setup
a digital micromirror device(DMD™, Texas Instruments, see Appendix B.1), a spatial
light modulator as commonly used in video projectors, is leygd for "virtual pho-
tomask” projection. Unlike LCD spatial light modulatorsMDs, owing to robust micro-
electromechanically controlled mirrors, are suitabletfa projection of UV light. About
one million individually controlled tiltable micromirrsr(corresponding to the pixels on
conventional display devices) can either reflect incomigpigt towards the projection plane,
or in a different direction into a light trap-¢ Digital Light Processing, DLP*, Texas In-
struments).

The virtual masks are generated by a personal computer splgéd as "black and white”
images on the DMD (basically in the same way as on a computeesy Projection of
the DMD onto the microarray glass substrate is performetl witeflectiveOffner relay
1:1 imaging system. Mask alignment during th&00 exposures with different mask pat-
terns is inherent to the system. However, considerableerdaff due to thermal expansion
of optical components has been reported to occur duringeeral hours lasting synthesis
process [Ric04]. The use of an image-locking system to @untage-drifting consider-
ably improved the quality of the DNA probes synthesized (Ric

Image contrast

Image contrast is crucial for the quality of the DNA sequensgnthesized with light-
directedin situ synthesis: Garlandt al. [Gar02] point out that an assumed contrast ratio
of 400:1 (for spatial light modulator based synthesis pseegives rise to a considerable
amount of synthesis defects (65% of the products of a 20mahsegis due to random
insertions are actually 21mers or longer).

The photo-deprotection reaction needs to be driven closenpleteness to prevent single
base deletions. However, the ratio between exposure andigfht (background) intensity
has to be maximized to prevent unwanted deprotection by Bgtat, which can produce
random base insertions.

Unlike for example photoresist, the photo-deprotecticactien has a linear response to
UV intensity. Even worse, the deprotection of an exposetiifeas only asymptotically
increasing towards completion (Fig. 2.26), whereas samglbusly in unexposed features,
induced by stray light, the fraction of erroneously depctd#d groups increases almost
linearly. Furthermore, in the combinatorial synthesiscess, owing to the alternative
deprotection and coupling steps, the exposure to strayiightimes longer than the actual
photo-deprotection step.
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Figure 2.26: Time course of the photo-deprotection in a microarray feature under
exposure (solid line) in comparison to another microarray feature which is exposed to
stray light (originating, for example, from a neighboring feature under exposure) only
(dashed-line). Under stray light intensity - in this example we assumed a contrast
ratio 1:100 - the deprotection rate is reduced by the corresponding factor. Owing
to the almost linear increase of the fraction of erroneously deprotected groups the
fraction of synthesis errors (random insertions) is distinctly larger than the contrast
ratio (Isiray/lexposure) might suggest: after an exposure of t=800 a.u. the fraction
of deprotected groups has reached about 97%. In the same time approx. 4% of the
protection groups of the unexposed features have been deprotected by stray slight.

In the photolithographically controlled fabrication pess stray light originating from a
feature under UV exposure will affect mainly neighboringttees that are currently not
under exposure. The local contrast [Kim04] between neighbdeatures in particular
matters: It is determined by the microarray design (featwiee and feature spacing),
diffraction of the light at the edges of the features andagptilare (caused by reflections
within the UV optical system).

Considering the large fraction of probes containing sif@ee defects (MMs, insertions
and deletions) it is almost surprising that DNA microarrpysduced by am situsynthesis
process perform well.

Implementations of DMD-based maskless in situ synthesis systems

The maskless array synthesizer (MAS) developed by the Wso@roup has been com-
mercialized by NimbleGen Systems Inc., which is now using MAS technology for
fabrication of customized microarrays.

The similar DMD-based "Digital Optical Chemistry SystenhUe02; Lue03] has been de-
veloped by the Garner Lab (University of Texas Southwestedical Center).
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Another system developed by Xeotron Corp. uses photo-gatkiacid for the depro-
tection of standard acid-labile phosphoramidites [GaoQf]the individual cells of the
microreactor acid is generated by UV exposure which is odiett by a digital light pro-
cessing system.

The Geniorf® system (Febit biotech GmbH, Heidelberg) is marketed astagiated sys-
tem for customized DNA microarray synthesis and analysau[B]. Light-directedh situ
synthesis and microarray analysis are performed in snadliave microfluidics channels.
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Chapter 3

Development of the DNA

Microarray Synthesizer

3.1 Motivation and Overview

Compared with the immobilization of presynthesized prabes'maskless” light-directed
in situ synthesis of DNA microarrays is a highly advanced and flextbthnique. Since
probe sequences don’t need to be synthesized one-by-omegtiig parallelin situ syn-
thesis technique is significantly less labor intensive andencost-efficient than traditional
microarray fabrication methods. Short turnaround timesnfimicroarray design to ap-
plication enable a fast evolution of experiments. So fag turelatively large technical
requirements (and also for intellectual property reastigh}-directedin situ synthesis
has not become a standard technique for lab-scale falomcatiDNA microarrays.
Commercial microarrays usually appear to the user as aKlilax technology”. The rela-
tively high costs still limit the widespread applicationrafcroarray technologies.

Aside from Affymetrix Inc. which uses a chrome-mask basetiméque for industrial-scale
fabrication of DNA Chips, NimbleGen Systems Inc. and Felmtdch GmbH employ the
light-directed synthesis process. NimbleGen uses a DM&athgmaskless) technique for
fabrication of customized chip designs. Febits DMD-basedi@® system is an inte-
grated platform for customized microarray fabrication andlysis.

Academic research on light directedsitu synthesis is performed in the groups of F. Cer-
rina (University of Wisconsin, Madison) and H.R. Garner§Bovestern Medical Center,
University of Texas, Dallas).

Our demand for customized (though still affordable) DNA roarrays required the devel-
opment of a DMD-basedicroarray synthesizesystem, similar as described by Singh-
Gassoret al. [SG99].
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The synthesis apparatus (Fig. 3.1) was constructed frorfollogving components:

e DLP™ video projector A+K AstroBeam 540 (Anders+Kern), SXGA resion
(1024x 768 pixels)

¢ Inverted microscope Axiovert 135 (Zeiss)
e DNA Synthesizer ABI 381A (Applied Biosystems)
e Personal Computer (Pentium 1, 1.4 GHz, 512 MB RAM, duahtigraphics card)
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Figure 3.1: Schematic of the DNA Chip synthesizer system. (1) The maskless
microscope projection lithography system comprises the DLP video projector (2)
with the Digital Micromirror Device (DMD) (3). It also includes the microscope
optics (4) for UV pattern projection onto the substrate surface inside the synthesis
cell (5). Mask projection is controlled by the synthesis control software running on a
personal computer (6). The software simultaneously controls the fluidics system via
the solenoid valve driver (7). The valve block (8) of an ABI 381 DNA synthesizer is
employed for reagent delivery.

UV (370nm)_

The video projector and the microscope have been integnatedhe "Maskless Micro-

projection Photolithography System” [NaiO6b]. The valledi of the DNA synthesizer

constitutes the main component of the fluidics system. Agaiscomputer (running

the Java-based DNA synthesizer control softwaMASyn- see section B.7) is used for
synchronized fluidics control and "virtual photomask” mciion, thus enabling a fully
automated synthesis.
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3.2 The Maskless Microprojection Photolithogra-
phy System (MPLS)

The basic idea of MPLS is to use a spatial light modulator fepldying computer gener-
ated "virtual photomasks” in the focal plane of a microscoper that purpose we make
use of a DMD spatial light modulator and its driver electasiboth obtained from a sec-
ondhand commercial video projector (Anders+Kern AstraBé&0 - which is similar in
construction with the DAVIS DL X10). The optics of a Zeiss Axert 135 inverted micro-
scope is employed in a reverse optical path for image piojgctUsing a 5< (0.25 NA)
Fluar microscope objective (Zeiss), the image of the DMD talhis located in the inter-
mediate image plane - is scaled down to 3.5 ®r#2r6 mm. As a light source for visible and
near UV wavelengths we employ a 250 W Ultra High Pressure (UH&cury arc lamp
also from a video projector (Optoma EP758). The hardwarerdes] in the following
sections is illustrated in Fig. 3.2. Components shortaferito annotations on Fig. 3.2(b).

3.2.1 The UV Light Source

Ultra High Pressure (UHP) mercury arc lamps [Der05] arerojaied for use in video pro-
jection systems.

In our lithography setup the use of a UHP lamp has severaldagas over a conventional
mercury arc lamp. Compared to the latter, the UHP lamp hasallesnand brighter arc
region (with an arc gap of typically 1-1.5 mm), resulting miacreased light throughput.
A short arc length is very important for loatendué projection systems with a small dis-
play size (like the DMD) [Der05]. Only a fraction of the lightnitted from the lamp can
be transmitted through the optical system. For a high effayighe luminancecd /m?) of
the arc should be as high as possible.

Further advantages of the UHP lamp are a high arc stabildysarery long life time of up
to several thousand hours.

The operation pressure of up to 300 bar causes considemablerbadening - resulting in
an almost continuous spectrum. This is advantageous feowulisplay applications, but
has to be considered (e.g. in the band with of interferenieedilchromatic abberation) in
photolithographic applications.

Initially we used the 120 W UHP lamp of the AstroBeam projeciim increase the light
intensity (in order to reduce exposure times) we replacedlamp by a more powerful

The etendue - also called optical invariant - describes the capability of an optical system to conduct
light.
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Figure 3.2: (a) Photograph of the maskless microscope projection photolithography
system (top view). Along the optical path (dotted white line): UHP lamp housing, UV
cold mirrors, shutter, band pass filters (green and UV), DMD and driver electronics,
tube lens, microscope (Zeiss Axiovert 135) and the reaction cell, which is mounted
onto the sample holder.

(b) Drawing of the lithography system: Ultra High Pressure lamp (UHP) powered by
video projector (VP2), plano-concave silica lens (L1), plano-convex lens (L2), UV cold
mirror F1, light trap (LT), plano-convex lens (L3), UV cold mirror (F2), shutter (S),
bandpass filters for UV (F3) and green (F4) illumination, plano-convex lens (L4), fold
mirrors (M1 and M2), DMD and driver electronics of the AstroBeam projector (VP1),
tube lens (L5), infinity corrected microscope (ICM), mirror/beamsplitter-assembly
(M3), 5x (0.25 NA) Fluar microscope objective (FO), substrate to be patterned (PS).
Technical details are provided in Appendix B.3.
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250 W UHP lamp of another video projector (Optoma EP 758)c&IoHP lamps require
specialized power supplies (integrated in the video ptojgthe Optoma projector is now
employed as a lamp power supply.

Due to the requirement for high UV transmission we couldeé the highly optimized op-
tics? of the video projector. For the photolithography systemwa b illumination optics
had to be designed: the lamp module for the Optoma EP758gboojeas built into an
air cooled housing and connected via an extension cabletiathp driver of the Optoma
projector (VP2). The arc of the 250 W UHP lamp is located atitimer focal point of
the elliptical lamp reflector. To efficiently collimate theangly divergent beam, a plano-
concave diffraction lens (L1) (f=50 mm, 25.4 mm diam., fusddta) is placed between
the lamp window and the outer focal point of the reflector.

Efficient filtering of the near UV wavelength band required foe photo-deprotection
reaction proved to be difficult owing to the high thermal loadltering is therefore per-
formed in several steps: A dichroic filter from the Optoma pamodule (F1) (originally
designed as a UV protection filter) is employed as a UV coldanito cut down the vis-
ible light intensity to about 10 percent. UV light below 406 s efficiently reflected.
Infrared radiation is filtered using another UV cold mirr@riel) (F2). Finally a band
pass interference filter (F3) (bk-370-35-B, Interfereridoplektronik GmbH) is used for
selecting the wavelength band in the mercury i-line regidr=(365 nm) required for the
photo-deprotection reaction. Taking into account thatrttecury i-line is considerably
broadened due the high operation pressure of the lamp, wé¢ohask a relatively wide
band pass filter (peak transmissiop.J = 60% at 370 nm, FWHM: 33 nm) to achieve
a sufficiently high UV transmission. Use of a broadband fiftalor glass UG-5, Schott,
transmission between 230 and 430 nm and above 650 pm,=F 90% at 350 nm ) would
result in severe chromatic aberration.

3.2.2 Digital Mask Projection Using a Digital Micromirror

Device

The DMD is a spatial light modulator commonly used for imageegyation in DLP video
projection systems (for technical details on DMD technglsge section B.1). In our setup
we use a DMD with XGA resolution containing 102468=786432 square mirrors (L6n

in size with a pitch of 14tm) that can be tilted by an angle of6° or -10 relative to the

Optimized for high light throughput and uniformity of illumination.

The transmission spectrum of the dichroic filter shows a distinct cutoff at 415 nm - from 420 to
700 nm the transmission is > 90%. The reflectivity in the i-line range couldn’t be measured with
the spectrophotometer available. However, a simple experiment with a 100 mW UV-LED (Nichia
NCCUO033) shows that the UV reflectivity is (coarsely estimated) between 60 and 80%.
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normal axis of the chip. The two positions are referred torasamd off-state: Mirrors in
the on-state reflect the incident light perpendicular toDMD surface into the projection
optical system, whereas mirrors in the off-state refleditlgt an angle ofl0° relative to
the DMD normal axis into a light trap (Figure 3.3).

I P |
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+10° o
40 /10°
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Figure 3.3: Spatial light modulation with a Digital Micromirror Device. Mirrors
in the on-state (blue) reflect the incident light (I) in a direction normal to the DMD
surface into the projection optics (P). Mirrors in the off-state (green) reflect the light
under an angle of 40° with respect to the normal axis into a light trap (T).

The DMD is oriented perpendicular to the optical axis of thejgction system. The mi-
cromirrors tilt around their diagonal axis. We have rotateel DMD by 45° around the
optical axis, so that the incident beam and the reflected bieaboth in the horizontal
plane of the setup (Figure 3.4).

Technical details on the modification of the DLP video prapeare provided in Appendix
B.2. For better accessibility of the micromirror array th®1D board had to be removed
from the projector chassis and reconnected to the drivardboa a 148 pin extension ca-
ble. Because the driver electronics of the projector remmanchanged, all sorts of video
signals can be used to control the image display. Connetdi@nPC with a dual-head
graphics card proved to be useful, as one screen can be ussahfool purposes (e.g. for
running the DNA synthesis control program which automates@ordinates photolitho-
graphic pattern display and the fluidics system) while theobne is reserved for pattern
display.

3.2.3 The Image Projection Optics

To reduce the microarray size to a few fwwe opted for a microscope projection approach.
Reduced dimensions of the microarray are beneficial foraaitay hybridization due to
reduced diffusion times [Dan07] and reduced material regquéents (synthesis reagents
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Figure 3.4: Rotated DMD arrangement in the maskless microscope projection
lithography setup. The DMD is rotated by 45° around the optical axis, so that the
tilting axis of the mirrors is vertical. The incident beam and the reflected beam lie
both in the horizontal plane of the setup.(Left image) From the mirrors in on-position
(arranged as a "X”) the incoming light (I) is reflected towards the projection optics
(P). Mirrors in the off-position reflect the light into a light trap (T). (Center image)
View of the DMD from the projection optics. (Right image) View of the DMD from
the light trap.

and nucleic acid sample size). By reducing the image areaillttmination intensity is
increased by a similar factor: a 250 W UHP lamp does sufficederao keep the time re-
quired for optical deprotection in a reasonable relatign&hthe total turnover time of the
chip synthesis. Use of the microscope also provides supasitdrol of the image focusing
and mechanical stability. Image drift occurring from thaimxpansion of the optical parts
has previously been described as serious problem in thedigécted synthesis process,
requiring active control of focusing, e.g. by means of angexéocking technique [Ric04].
An important aspect in the design of the lithography systenmiage contrast. In light-
directed microarray synthesis stray light is much morecaithan for example with pho-
toresist. Photoresist, having a strong nonlinear expostaeacteristics, doesn't respond
to small stray light intensities below a threshold valuemiicroarray synthesis there is no
threshold and stray light induced errors can accumulateroa@y exposure steps. Within
the total exposure time of about two hours, stray light caliese insertion errors, affect-
ing most of the synthesized DNA strands.

The whole synthesis process involves about 80 exposurbsiifierent mask patterns, it
extends over about 6.5 hours. Mask alignment requires thleand mechanical stabil-
ity. To make use of the maximum pixel resolution of the setwpi¢h is 3.5um with a
5x microscope objective) no movements caused by vibratiensjdn release, or thermal
expansion larger than aboutdn (in the front focal plane of the objective) can be tolerated
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Figure 3.5: The projection optics system. Incident light (I) (filtered - either near
UV for the exposure or green for focusing); light trap (T); tube lens (TL); beam
splitter (BL); microscope objective (MO); synthesis cell (S).

The micromirror array (DMD) is placed in the image plane ét@d outside the microscope
frame) of the inverted microscope. With infinity correctectrascope objectives, a tube
lens (TL) is necessary to project the image of the DMD to itfiniThe adjustment of
the distance between DMD and tube lens, which does not gxagtial the nominal focal
length of 164.5 mm (as specified by the manufacturer), isiarfar the calibration of the
setup, as explained later (in Sec. 3.2.5).

A movable half mirror/half beamsplitter optical elemen8)Blocated at the position of the
microscope’s fluorescence filter block, is used to reflectlitite into the objective back
aperture. Using the beamsplitter part, the light reflectedhfthe surface of the microarray
substrate can be coupled into the microscope. This is eragléyr exact focusing and
direct observation of the projected image through the egpi For photopatterning, the
mirror part is used (exchange is achieved by sliding theedigt hand). In principle for
this purpose a dichroic beamsplitter (reflection of UV lightd reduced reflection of visi-
ble light) could be used. However, the use of a beamsplitéte for photo-deprotection)
turned out to be problematic since even a small amount ottafleat the backside of the
plate can produce ghostimages, and thus significantlytdfiedmage contrast.

Among several objectives (MO) tested, we found the Zeisaf3u (0.25 NA) as most suit-
able for DNA chip fabrication, particularly for its superioV transmittance and its large
back aperture allowing for efficient light collection. Owemworking distance of 12.5 mm
the image of the DMD is projected onto the DNA synthesis gabst a chemically func-
tionalized glass surface - inside the synthesis cell (S).

A 10x(0.30 NA) Plan Neofluar and a 2q0.5 NA) Plan Neofluar objective (Zeiss) were
successfully used to further reduce the image size. Difm@uisontrast makes these ob-
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jectives less suitable for light directed microarray fahtion. However, patterning of pho-
toresist - having lower requirements on contrast - shoulsiiogle with these higher mag-
nification objectives.

At a wavelength of 365 nm the diffraction limit of thex%0.25 NA) Fluar objective is
R = \/(2-NA) = 0.73 um. However, a significantly larger distance between adjacent
features is necessary to achieve a sufficient local corfyratite light-directed fabrication
process.

Reflective objectives have the advantage of a high UV trassion and are not subject
to chromatic aberrations. We therefore tested image piojeevith a 15<(0.28 NA)
Schwarzschild type reflective objective (Ealing). Howewesatisfactory image contrast
over the whole field couldn’t be achieved. Also, in the givetical system, owing to a
narrow back aperture, the light throughput through the ctfle objective is very limited.

3.2.4 Fabrication and Application of UV-Sensitive Photo-

chromic Films

For evaluation of the imaging quality a fast and simple mdtfar generating patterns
upon UV exposure is required. Photographic films and pheisiréurned out to be not
very useful due to difficult handling and processing effofitkerefore we have developed
a UV-sensitive film based on the photochromic dye spiropy@piropyran undergoes a
structural change when exposed to UV-light. This resulta istrongly increased light
absorption in the visible range.

Preparation of photochromic films:

We dissolved 10 mg of spiropyran dye (1’,3’-dihydro-1'3trimethyl-6-nitrospiro
[2H-1-benzopyran-2,2’-(2H)-indole], Aldrich, Cat.: 361-9) in 1 ml of PMMA
photoresist (E-beam resist PMMA 200 k; AR-P 641.04, AlsestmbH, Straus-
berg, Germany) and spincoated a thin film (thickness about)lonto a microscope
slide. Other resists - we also tried with MicroChem PMMA anccidChem SU-8
50 - work equally well. The photoresist is used as a carrieterra only. After
spincoating, and brief heating on a hot plate (1 minute at@pthe slides are ready
for use.

We found these photochromic films to be a well-suited imagivagerial. Unlike with
photoresist or photographic material no developing ormpnecessing is required. Under
UV exposure the film changes from transparent to an almosuepaurple. With the
intensities we usually apply (50-100 mW/énthis happens within seconds. The process
can be reversed by heating or by illumination with brighttigat visible wavelengths).
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Unless the spiropyran has been bleached with high irradiaibses, the films can be reused
several times.

For a small exposure dose the optical density increasessalmearly with the dose of UV
light. For larger doses D the optical density OD approachagation.

OD=0Dg,(1—exp (—const. - D)) (3.1)

Upon very high exposure, photodegradation of the photaulordye (bleaching) results in
reduced OD values. Since the linear exposure charactsrddtthe spiropyran dye are very
similar to that of NPPOC phosphoramidite reagents, spnapfilms are a very useful tool
for testing and evaluation of the UV optical system.

3.2.5 Chromatic Correction of the Projection Optical Sys-

tem

Since the depth of focus DORANAZ is only about Gum for the 5<(0.25 NA) Fluar objec-
tive (atA =365 nm), it is necessary to perform proper focusing each aimew patterning
substrate is mounted on the sample holder. The focus raog&lprg optimum contrast is
even smaller than the depth of focus, thus perfect focudinigeopattern onto the surface
is crucial. It can be achieved by observing the back reflaatidhe projected image (from
the patterning surface) through the microscope eyepidus.ig easy to perform with vis-
ible light, but rather difficult with UV light.

If the back-reflected image of the pattern is perfectly feeasin visible (green) light, this
usually is not true for UV at the same time. This is owing toachatic aberration. Lon-
gitudinal chromatic aberration causes an axial focus gkiftally resulting in a completely
blurred image in UV. In the following we describe a methodtfoe correction of this lon-
gitudinal chromatic aberration, so that focusing of theriéd image can be performed by
observation (through the eyepiece) and focus adjustmelt@rigreen light illumination.
Using photochromic films as a control for the quality of thejpcted UV pattern, we found
that the chromatic aberrations can be compensated by finstaxént of the distancébe-
tween the DMD and the tube lens (see Fig. 3.2). The distdrisgoughly the nominal
focal length of the tube lens of 164.5 mm. After focusing wgtieen light, the film is ex-
posed with a control pattern in UV and subsequently insjgeatea light microscope. The
distancel now can be adjusted iteratively until the patterns imagetherspiropyran slide
indicate perfect focusing. Just a small deviation of a felimeters from the nominal fo-
cal length of the tube lens is necessary for chromatic cborecThe tolerance of, within
which a good correction is achieved, is only a few tenths ofilimeter wide. Once the
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chromatic correction procedure has been accomplishedsiiog can always be performed
under illumination with green light.

Caution! The above optical adjustment depends on the eg¢lrgyth of the experimenter
who performed the adjustment. In daily use of the microassaythesizer, when focusing
on the microarray substrate is performed, deviating eyalleagths (near/far sightedness)
of other personnel using the equipment do matter and neesldodounted for.

3.2.6 UV Light Intensity and Uniformity of Illumination

For measuring the intensity at the image plane we used a peseer sensor (PS10Q,
Coherent Inc.). The thermopile sensor was placed in thd fdeae of the microscope
objective. To measure the mean intensity, a completelyenhiage was displayed on the
DMD. With the measured total power of 7.8 mW we determinedrhensity in the image
plane as 87 mW/cf

To study the uniformity of the illumination we projected thmage onto a screen. The
intensity was measured at different regions of the progesteage. An asymmetric large
scale deviation with a peak intensity of about 140% of themmetensity is observed. This
is due to the configuration of the illumination system: TheRJldmp’s arc gap is oriented
parallel to the optical axis, providing a very inhomogeredumination profile. For this
reason in a video projection system an integrator elemantaa integrator rod (which is a
light guide with a rectangular cross section) or a fly-eye l@may is employed to generate
a very uniform illumination. Using the integrator rod of tAstroBeam projector turned
out to be not feasible as the glass rod absorbs most of thedh¥ li

We decided to flatten the illumination profile by using onlynaadl homogeneous section
of the light cone for illuminating the DMD. This way we saat#i about 80% of the light.
Nevertheless, the remaining 20% of light allow photo-dé&ution to be performed in a
reasonable time. Alternatively, if such parts were avddlah quartz integrator rod or an
integrator plate (fly-eye lens array [Sun05]) could be usedchieve significantly higher
light intensities.

To attain a more uniform illumination we employ the DMD fotensity leveling, similar
as described by Huebschmetral. [Hue04]. For this purpose we have created an "intensity
leveling mask”. The black and white images (to be used as toptasks) can easily be
leveled to reduce intensity variations to abetit0% by pixelwise multiplication with this
mask. To generate the intensity leveling mask, a fully ilinated image (all mirrors in the
on-state) is projected on the screen (as described abdvejtitout using the microscope
objective) and photographed with a Nikon Coolpix 4500 digdtamera. Deskewing the
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raw image using standard image processing software reswtd024x 768 pixel image,
which finally has to be inverted and adjusted in brightnesiscamtrast. The leveling mask
is then projected onto the screen and a photometer is useéasure uniformity of illumi-
nation. In an iterative way image brightness and contrasadjusted to achieve a uniform
intensity within most of the image area. Contour plots of ligat intensity before and
after intensity leveling are shown in Fig. 3.6. Only in theéewmost corners of the image
(comprising about 10% of the total image area) the intensitgduced to about 50% of
the mean intensity. This is due to vignetting: Light refleicteom the corners of the DMD,
which are located close to the edge of the entrance pupirisafly blocked by the aper-
tures of the tube lens respectively the microscope obgcthpplying intensity leveling
we achieved a mean light intensity of 76 mW/im
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Figure 3.6: Uniformity of illumination. (a) Intensity contour map before intensity
leveling. (b) After intensity leveling. Using the tube lens, the image of the DMD was
projected onto a screen, without the microscope objective in place, and photographed
with a digital camera. Vignetting from the microscope objective is neglected here but
this effect is small compared to vignetting of the tube lens.

The intensity values mentioned above were achieved usirigtarference filter with a
FWHM of 33 nm and a maximum transmission of 60% at a center \agth of 370 nm.
Using a narrow i-line filter (FWHM 12 nm at a center wavelengtt365 nm; 35% maxi-
mum transmission) provided significantly lower intensitj@bout one ninth of the intensity
achieved with the broad filter). The demand for a wide filter lsa explained by the strong
line broadening due to the high operation pressure of the bidRury arc lamp.
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3.2.7 Optical System Performance Testing with UV-Sensitive

Photochromic Films

Light-directed synthesis of DNA microarrays requires tthegt image is projected onto a
substrate inside an inert reaction chamber, so that remctian take place under a mois-
ture free argon atmosphere. The synthesis substrate, enntAickness microscope cover
glass, is forming the window of the reaction cell. Hence thage has to be projected onto
the inner face of the window. For image focusing (see Sec5Bwe use the small frac-
tion of green light which is reflected back from the imagingface into the microscope.
Applying a similar approach for contrast measurement ipnatticable because the outer
face of the cover glass contributes to back-reflection as Wwalltiple reflections in the
microscope system (e.g. from a beamsplitter) may degradierthge contrast further.
Contrast ratios of 1:3000 (as can be found in product spatifics of video projection
systems) usually refer to the full-on/full-off contrasttaimed by comparing the intensi-
ties of completely black respectively white images. On aitug (placing a photometer
into the focal plane of the microscope objective) we meabartill-on/full-off contrast of
about 3400:1. This means that the DMD chip with the mirrorghmoff-position reflects
only about 0.03% of the exposure intensity onto the imagirgssate. This means that
the amount of light scattered by the DMD housing and by thearsrin the off-position is
negligible.

Much more relevant for DNA microarray synthesis is the lamaitrast [Kim04] between
neighboring features. The local contrast is diminishedidlytiscattering and diffraction
from mirrors in the on-state, but also by optical aberratjonhich cause distortions to
the point spread function. It also depends on the featurengay (i.e. feature size and
feature spacing). Reflections within the imaging opticssediare. This could possibly be
improved by using UV anti-reflection coated optical suria@@MD window, tube lens).
The patterns used for microarray synthesis typically havareay structure with a pitch of
17 um or less. To obtain an estimate of the stray light inducear eate we have measured
the image contrast at high spatial frequencies.

We found that the UV-sensitive films we already used for adjesit of the UV optics (see
section 3.2.5) are very well suited for testing the perfarogeof the photolithography sys-
tem. For visual inspection of the patterns we used an opticaoscope (Olympus 1X81)
equipped with an automated X-Y translational stage and avitlgh resolution CCD cam-
era (C9100 EM-CCD, Hamamatsu Photonics).

Patterns of regularly spaced line pairs (a pair comprisdackland a white bar of equal
width), were imaged onto photochromic film (Fig. 3.7). Thatsd frequency of the pat-
tern was varied between 14 and 70 line pairs per millimegmin). Using an exposure
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25 um
I

Figure 3.7: Line patterns on photochromic film produced with a 20x (0.5 NA)
Plan Neofluar objective. (a) Linewidth 1.7 um (corresponding to a double row of mi-
cromirrors) (b) Linewidth 0.85 pm (corresponding to one single line of micromirrors).

time scalebar (like in Fig. 3.9, optical density versus expe timé) allowed us to quantify

the stray light intensity in the unexposed lines. To obtamrelative stray light intensity
(in percent of the exposure intensity - see Table 3.1) thiealpdensity was compared to
the exposure scale. The ratio between the exposure timehanequivalent (stray light)

exposure time is a measure for the contrast between exposednaxposed lines.The

spatial frequency relative stray light
(line pairs/mm) intensity (percent)

70 10
35 9.5
28 3.2
21 2.2
14 0.5

Table 3.1: Relative stray light intensities versus the spatial frequency of the line
pattern. Stray light intensities were measured at the center of the unexposed lines.

4 For a direct comparison the scalebar was imaged onto the substrate - next to the line patterns.

® Tmaging contrast is best described by the modulation m = (Lnaz — Imin)/(Imaz + Imin). However,
here we cannot determine the modulation since the saturation of the optical density doesn’t allow a
measurement of the equivalent exposure time of the exposed lines (corresponding to Ip,qz), which,
due to loss of light into unexposed lines, is smaller than the actual exposure time.

74



The Maskless Microprojection Photolithography System (MPLS)

stray light intensity increases towards higher spatiajdencies, and is therefore setting an
upper limit for the feature density in the light-directedcnoiarray synthesis.

Figure 3.8: Stray light due to curvature of field. (a) A test pattern of 4x4 pixel
squares (pitch 20 pixels) covering the whole DMD area imaged onto photochromic
film. The montage of several micrographs covering an area of about 3.5x2.6 mm,
doesn’t show a macroscopic image distortion. (b) Close-up view of the center region.
The response of the photochromic material is asymptotically saturating in the center
of the features. Stray light produces a halo around the features. (c) Close-up of the
upper right corner of the imaging field. The square features are radially distorted.

To demonstrate the effects of optical aberrations on thajingaperformance, a pattern
comprising of 44 pixel features (with a pitch of 20 pixels) was imaged ontotpbhromic
material. A radial distortion of the square features is geipable in Fig. 3.8(c), which
was taken at the upper right corner of the imaging field (Fig(&8). As non-corrected
curvature of field is supposed to be responsible for the distg we tried to improve im-
age quality using a plan-corrected microscope objectités, s well as using a narrower
band pass filter to reduce chromatic aberrations didn'tifsogmtly improve imaging qual-
ity. The increased number of lens elements in the plancected objective (with respect
to the Fluar objective) significantly reduced the UV intéysAnother possible source for
contrast impairment is the illumination system, which hasrbdesigned for a high light
throughput. It may be possible to improve the optical akiema, if this constraint is re-
laxed.

We found that using higher magnification objectives is gassiUsing a 26& (0.5 NA)
Plan NeoFluar (Zeiss), the total image size is reduced t6>@0%5 mnt. As shown in
Fig. 3.7, spatial frequencies of 588 Ip/mm (line width 0,8%) can clearly be resolved
on the photochromic film. Due to reduced depth of focus, andawrected field curva-
ture, this resolution can only be achieved in the center®frtiaging area. At high spatial
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frequencies the measured contrast is additionally reddoedto the modulation transfer
function of the inspection microscope optics. Therefoeedbntrast observed in Fig. 3.7
represents a lower limit.

Fig. 3.9 shows an exposure scalex4pixel feature$ were illuminated with exposures
ranging from 1 to 63 s. The optical density of the stray lightoharound the features
is compared with the exposure scale to determine the logdfast ratio. In an approx.

2 pixel wide region around the exposed features the locdtasiis significantly impaired

(Fig. 3.9 B). Near the outer edge of this region the straytligtensity is estimated to be
around 2 %.
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Figure 3.9: The magnitude of the local stray light intensity can be estimated from
this pattern of 4x4 pixel features (size 14pum) from an exposure on spiropyran pho-
tochromic film. (A) The exposure was varied between 1 and 63 seconds. (B) Enlarged
view of two features corresponding to exposures of 2 s (top) and 63 s (bottom). The
stray light is concentrated in an asymmetric halo around the features. The dashed
boxes show the directly exposed feature area (inner box) and the surrounding area
(outer box) that is affect by stray light.

To determine the stray light as it occurs during typical DN&roarray fabrication, a syn-
thesis mask pattern is projected onto the photochromic #ig. (3.10) with a fill factor
(fraction of illuminated features) of about 25%. We meadureat (on average) the stray
light intensity reaching the center of unexposed featusesni the order of 0.5% of the
exposure intensity. For unexposed features completefgsnded by exposed features we
have measured a stray light intensity of 1.5%. These valees measured in the center of

6 ”"Pixel” corresponds to pixel in the "virtual photolithography mask” image. Upon projection with
the DMD each pixel of the mask image corresponds to an individual micromirror.
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the unexposed features - at the edges of the features thdightintensity can be signifi-
cantly higher.

Figure 3.10: A synthesis mask pattern (4x4 pixel features, 1 pixel separation
gap), as used in light-directed synthesis of microarrays, is imaged onto photochromic
film. The stray light affecting unexposed features is determined by the density of
exposed features nearby. Fig. 3.11 shows a similar pattern (same dimensions) which
was imaged onto photoresist.

The photolithography-related parameters of the MPLS DNw#tlsgsis apparatus are sum-
marized in Table 3.2.

Imaging optics 5x0.25NA Fluar objective (Zeiss)

Exposure wavelength 370£17 nm

Exposure intensity 76 mW /cm?

Pixel resolution 1024x 768 (XGA)

Pixel size 3.5 um

Size of field 3.5 mmx2.6 mm

Drift stability <1 pm over 6 hours

Time required for synthesis of a 25mer chip ca. 6.5 hours

max. number of microarray features 25000 (4x4 pixel per feature and 1 pixel space)
Useful area for DNA synthesis ca. 80 percent of the DMD imaging field

Reagent consumption for a 25mer synthesis  30-40 mg of each NPPOC-phosphoramidite

Table 3.2: Technical parameters of the MPLS photolithography setup
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3.2.8 Outlook - Further Possible Applications for the Mask-
less Microprojection Lithography System

Photoresist Patterning

To demonstrate the application of MPLS as a highly flexibletphthography system, we
have produced microstructures in SU-8 photoresist (Miweot Corp.). The SU-8 50 neg-
ative resist was spincoated on microscope slides at 3000rgsulting in a film thickness
of 40 um. For the experiment a pattern of tightly spaced squareenfes 14um in size,
separated by 3.5m gaps was used. Processing was accomplished according podh
cessing guidelines of the manufacturer.

The photoresist, which is sensitive between 350 and 400 shé&an exposed to UV light
for different times, ranging from 5 s to 25 s. After postbakand developing the resulting
microstructures were imaged using a research microscogesasibed above. We found
15 s to be an appropriate exposure time. Fig. 3.11 illusriite high quality of the re-
sulting microstructures. As one can see in Fig. 3.11(bYufes as small as 34om (the
line width of the number "7”) have been reproduced very wdlhe aspect ratio of the
structures, as can be seen in Fig. 3.11, is about 1:10.
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Figure 3.11: MPLS-generated pattern in SU-8 photoresist - film thickness: 40 pym.
(a) Each block corresponds to 4x4 Pixels, the separation gap is one pixel wide. Some
of the letters are lying sideways on the surface, demonstrating that an aspect ratio
of 1:10 is achievable with MPLS (scalebar 100 um). (b) Micrograph of the same
pattern as in (a). Even small features like the number “seven” with a line width of
only 3.5 pum (corresponding to a single micromirror, the pixelation is clearly visible)
are reproduced in the photoresist (scalebar 50 um). (c¢) Electron micrograph of the
photoresist structures. Due to relatively poor surface adhesion of the photoresist the
structures have partly detached from the glass surface (scalebar 10 pum).
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Optoelectronic Tweezers

Chiou et al. [Chi05] described a DMD based microprojection setup for shasdy par-
allel manipulation of single cells and microparticles. Timeage of a DMD spatial light
modulator is projected on a photoconductive layer to crisgité-patterned electrodes. Di-
electrophoretic forces resulting from the interactionmefuced dipoles in the particles with
the nonuniform electric field can be employed for particlenipalation. By variation of
the mask geometry (dynamic masks) particles can be moved aldh the "virtual elec-
trodes”. Parallel manipulation of up to 15,000 (largelyepdndent) particle traps has been
demonstrated.

Projection Micro-Stereolithography

Sunet al. [Sun05] report a DMD-based method for the fabrication of 3@rostruc-
tures. In the fabrication process the image of the DMD isquigd onto the surface of a
UV curable resin. Three-dimensional objects (with a snsalleature size of 0.am) are
constructed layer by layer.

Possible applications of this technique are the fabriaatigohotonic crystals [Che07] and
microstructured 3D scaffolds employed as substratesdsué engineering [Lu06].
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3.3 The Fluidics System

The modified valve block of a commercial DNA synthesizer (Agxb Biosystems ABI
381A) constitutes the main component of the fluidics systéim (3.12). A microcontroller-
operated solenoid valve driver (technical details descriln Appendix B.8) enables con-
trol of the fluidics system via the RS232-interface of thetoarPC.

To ensure water- and oxygen-free conditions the microayayhesis is performed in an
air tight flow cell (Fig. 3.13) under an inert argon atmoshekrgon gas pressure is em-
ployed to drive the reagent transport. A detailed schenodtice fluidics system is shown
in Fig. 3.12.

3.3.1 The Synthesis Cell

Technical requirements

e resistance to the aggressive solvents MeCN, THF and pgridin

use of chemically inert materials (not affecting DNA syrdisg

e tight sealing (no seeping of reagents below the gasket)dsssary to enable com-
plete exchange of reagents (e.g. to avoid contaminatiamwaiter left over from the
previous reaction step)

¢ negligible dead volume (required for fast and complete arge of reagents)
e the 0.17 mm microarray substrate must constitute a windaweo€ell
e prevention of gas bubble sticking at the edges of the cellmel

¢ light reflection and scattering must be avoided

Implementation

The cell volume is formed by a streamlined cutout (shown f@neple in Fig. 3.15) in an
approx. 1 mm thick sheet of polydimethylsiloxane (PDMSicsihe rubber. PDMS is used
for its chemical inertness and sealing capabiliffhe fragile microarray substrate (diam.
22 mm round cover glass) can be reliably sealed with littledo thus without the risk
of fracture. The DNA chip substrate is employed as an optigatiow (Fig. 3.14). Pho-
tomasks are projected with a microscope objective ontortherisurface of the substrate,
where the DNA probes are synthesized.

Even though PDMS appears to be chemically inert, we observed (reversible) solvent swelling of the
PDMS gasket upon exposure to tetrahydrofurane and pyridine. To prevent excessive deformation
of the synthesis volume, oxidation and capping steps should not be longer than necessary. An
alternative THF- (and water-) free oxidizer solution (enabling phosphoramidite synthesis on PDMS
surfaces) has been described in [Moo05].
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Figure 3.12: Schematic of the fluidics system. The valve block has been adopted
from a commercial oligonucleotide synthesizer. The synthesis cell has replaced the
synthesis column employed in standard oligonucleotide synthesis. Valve numbers cor-
respond to those used in the synthesis control software. (A) Valve block. (B) Reagent
storage bottles. Argon gas pressure (via valves 1, 15, 18-21, 23-24) is employed to
drive the reagent transport.
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Inlet ﬁ Outlet
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Figure 3.13: Schematic of the synthesis cell. Syringe needles form the in- and
outlet of the flow cell. A PDMS gasket with a streamlined cutout forms the synthesis
cell volume which is sandwiched between the chip substrate and a glass plate. The
assembly is placed on an inverted microscope. UV light from the objective is entering
the cell through the chip substrate. Mask patterns are projected onto the inner face
of the substrate, where the in situ synthesis takes place.

Figure 3.14: The synthesis cell on the microscope. The assembly is mounted on
a precision-adjustable aluminium support. The microarray substrate (round cover
glass) is located above the microscope objective. Use of transparent materials (poly-
carbonate, PDMS and glass) simplifies handling and enables visual control.
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To prevent the attachment of gas bubbles (argon gas employkive the fluidics system
tends to form bubbles upon pressure relief) at the edge®d?EiMS cell, we put effort in
making a cell with very smooth edges. This is achieved usistggap-edged punching tool
(see appendix B.4) fabricated (electrical discharge nmaat) by the mechanics workshop
of the university. Smooth surfaces also improve the reagestiange between consecutive
synthesis steps. For the purpose of chemical inertnessptber gide of the synthesis cell
consists of a glass microscopy slide which is glued onto a &0thick block of UV ab-
sorbing Makrolof® plastics. Back-reflection (and back-scattering) of UV tifflom the
interfaces is reduced (by index matching) with a thin layfg?DMS employed as glue.

In- and outlet are formed by syringe needles which are cdedeo the valveblock via
PTFE tubing (Fig. 3.14). More detailed information on th@stouction of the synthesis
cell is provided in appendix B.4.

The design of the cell is optimized for DNif situ synthesis with light-directed photo-
deprotection. It enables a very small reagent consumpfiea.o40 mg of each NPPOC-
phosphoramidite for a 25mer synthesis [NaiO6b].

3.3.2 Argon Bubble Trapping

The occasional formation of argon bubbles, owing to presselief during the reagent
transport towards the synthesis cell (the solvent MeCNtigated with argon) represented
a serious problem for the microarray synthesis. Bubbleskhave become trapped in the
synthesis volume (Fig. 3.15A) do locally increase the shigiyt intensity during the UV
exposure or affect synthesis reactions (coupling etc.gesthe substrate surface beneath
the bubble is not covered by the reagents.

The "argon bubble problem” has been resolved with a clewi#iyised technique:

e Large bubbles are captured by a T-piece bubble trap (FiggQ3.Wvhich is integrated
in the inlet line.

e Small bubbles {2 mm diam.), owing to the increased channel width in the s3gith
area, have the tendency to get stuck in the synthesis volkigne3. 15A). By employing
a short suction pulse the small bubbles are pushed into kter@gion of the synthesis
cell (Fig. 3.15B), where they get reliably trapped.

This method of bubble catching is highly reliable. In theical steps of the synthesis
process the occurrence of bubbles within the synthesisapeavented almost completely.
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Figure 3.15: Bubble trapping techniques. Top views of the synthesis cell volume
(A) and (B) — in- and outlet holes are shown at the right and the left end of the
streamlined cell volume. During reagent supply small argon bubbles can get into the
synthesis cell (A). They can be removed from the synthesis area (dashed box) by a
applying a short suction pulse. Bubbles are moved into the narrow inlet region of the
chamber (B), where they are trapped due to a more favorable surface energy. (C)
Larger bubbles (too large to get trapped in the inlet region) are captured in a "T-piece
bubble trap” before they reach the synthesis cell. Venting of the accumulated gas is
achieved by occasionally opening the valve to the venting line.

3.4 Automated Microarray Synthesis - Controller-
Hard- and Software

The original ABI 381A DNA synthesizer control hardware hagb substituted by a per-
sonal computer based controller. Fully automated lighealedin situ synthesis is per-
formed with the synthesizer control softwaPNASyn which is described in detail in
appendix B.7.DNASynintegrates fluidics control (via an external microcongolased
solenoid valve driver - technical details are provided ipeqpix B.8) with the "virtual
photolithography mask” projection.

3.5 Performance of the Microarray Synthesizer

An affordable microarray synthesizer system for lab-stabdeication of DNA microarrays
has been developed from the following widely available congnts:

¢ Oligonucleotide synthesizer (second-hand)
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DLP video projector (second-hand)

Inverted research microscope (second-hand)

Personal computer

Microcontroller-based solenoid valve driver (home-Quilt
Optical components: Optical table, filters, lenses, mgror

The highly flexible microarray synthesis system enablessively parallelin situ synthe-
sis of almost arbitrary probe sequences. New microarraigdgesan be developed within
hours and automatically synthesized overnight. The swihef a 25mer microarray re-
quires about 6.5 hours (plus 1.5 hours for the final depratestep outside the synthesis
apparatus). With our microscope-projection-lithograpbtup the size of the microarrays
has been reduced to a total area<ofl0 mn?. Owing to the miniaturization, the costs
for synthesis reagents (NPPOC-phosphoramidites, MeCQiVagar, oxidizer, ethanol) are
about 50 Euros per microarray synthesis. Moreover, thelsared of the microarray en-
ables hybridization with a very small amount of target solu{in principle less than 10l
are required). The high stability of our microscope-prog@clithography setup (with re-
spect to image drifting originating from thermal expansetn) is beneficial for the quality
of the synthesized DNA probes.

In principle each micromirror-pixel (in total 102468) could be used to synthesize a mi-
croarray feature. However, the need for a high local conénag expected difficulties with
the image analysis of the small densely-packed featuresg@ndistortions etc.) require
the use of composite features consisting B5DMD pixels (4x4 pixel feature area plus
1 pixel separation gap). In the corners of the synthesis(@aeeahe imaging field defined
by the DMD chip) DNA probe quality is suffering from vignetg (—reduced exposure
intensity) and uncorrected curvature of fieldeduced local contrast). For quantitative
investigations oprobe-targetbinding affinities, a maximum number of about 25000 mi-
croarray features is currently achievable.
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Chapter 4

Light-directed in situ Synthesis of
DNA Microarrays

4.1 Light-Directed in situ Synthesis of DNA Mi-

croarrays

Reagents

RayDite’™ 3’-phosphoramidites NPPOC-dA(tac), NPPOC-dC(ib), NPR{ipac) and
NPPOC-dT (see Fig. 4.1) carrying photolabile 5’-nitropyipropyloxycarbonyl protec-
tive groups were purchased from Sigma-Proligo (Hamburgm@ay).

Acetonitrile (ROTISOLVWR for DNA synthesis, watet10 ppm, Carl Roth GmbH, Ger-
many); Activator42M, 0.25 M (Prolig@R)); iodine based oxidizer (part no. 401732, Ap-
plied Biosystems); Trap-P&k molecular sieve bags (Applied Biosystems); water-free ar-
gon (< 0.5 ppm HO)

Photo-deprotection is carried out in a mildly basic (degctibn) solution of 25 mM piperi-
dine (99%, Aldrich) in waterfree acetonitrile. Alternatly, the use of dimethylsulfoxide
(DMSO) has been reported [Woe06].

Final base deprotection is performed (at room temperaturaldout 90 minutes) ina 1:1
mixture of etylenediamine (analytical grade, Fluka) artthabl (analytical grade, VWR,
Germany).

UV glue (Norland optical adhesive 60, Edmund optics) is usdik the chip onto a stain-
less steel support.
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Figure 4.1: 5-[2-(2-Nitrophenyl)-propyloxycarbonyl]-2’-deoxynucleoside phospho-
ramidites. Similar as nucleosides, nucleoside phosphoramidites comprise nucleobases
and deoxyribose sugar. Additionally, phosphoramidites contain a phosphorus group,
which, when chemically activated, can react with the hydroxy group of a growing (de-
protected) oligonucleotide strand, This coupling reaction creates the phosphate group
in the sugar-phosphate backbone. Various protection groups enable a controlled syn-
thesis of oligonucleotide chains without the risk of unwanted side reactions. The
photolabile NPPOC group (blue) substitutes the 5-hydroxyl of the pentose ring. Its
removal (deprotection) enables coupling of another building block. The phosphorus
group is protected by a diisopropylamino group (red) (— phosphoramidite) and a
2-cyanoethyl protection group (green). Further protection groups (ib,tac, ipac) are
necessary to prevent side reactions of the exocyclic amine groups of the nucleobases
during the in situ synthesis process. All protection groups are removed at the end of
the synthesis.

Preparation of the Microarray Synthesis

Light-directedin situ synthesis was performed with NPPOC-phosphoramiditesgHas
Bei99; Nuw02; Nai06b] which differ from the commonly useddatabile DMT-protected
phosphoramidites by the photo-cleavable 5’-nitrophemggploxycarbonyl protection group
(NPPOC).

Phosphoramidite reagents are highly sensitive to watemifémize contamination with
water, NPPOC-phosphoramidite solutions - 40 mM in watee-fMeCN - are prepared
only immediately before the start of the synthesis. Deptaia solution, oxidizer and
activator are more stable and can remain on the synthesizprdlonged times. Contami-
nation with water is particularly critical for the phospharidite/MeCN solution contained
in the storage bottles. Once degradation due to a small anobwvater has started, the
phosphoramidites undergo autocatalytic degradationQ&}oro minimize water contami-
nation in critical reaction steps, molecular sieve bagaiPak") are added to the MeCN
storage bottle and to the activator storage bottle. Futtires on phosphoramidite han-

I The oxidizer solution itself contains a considerable amount of water (several percent)
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dling procedures are provided in appendix B.5.1.

The preparation of the automated synthesis should be peetbwith the synthesis script
PrepSyn.prgwhich is executed by the controller softwdd&IASyn The PrepSynscript
includes the preparation of the phosphoramidite solutipriming of the reagent supply
lines and checklist functionality (installation of the $iyesis cell, optics, argon pressure,
valve function, reagent availability).

The automated synthesis cycle

An initial photoreactive monolayer is created by coupliig\®POC-dT-phosphoramidite
to the hydroxyl-groups of the dendrimer functionalizedstdte. The synthesis cycle, to be
repeated 4 25=100 times for the synthesis of a microarray with 25mebpgg comprises
phosphoramidite coupling, phosphite triester bond oxaaand photo-deprotection.

e Phosphoramidite coupling is carried out for one minute \aitltl mixture of 40 mM
NPPOC-amidite solution in water-free MeCN and activatduson (Activator4Z™,
0.25M)

¢ A iodine based oxidizer solution (ABI) is employed for abd@ s (after every fifth
coupling step) to oxidize unstable phosphite triester Botitlis to form stable phos-
photriester linkages

e The photo-deprotection step (exposure dose 7 Zam\=370 nm) is performed in
a 25 mM solution of piperidine (Sigma-Aldrich) in MeCN. Pijméne [Bei99] pro-
vides the mildly basic conditions necessary for photo@gawf the NPPOC protection

group [Wol04].

Between the individual reaction steps extensive washirgetalve block and of the syn-
thesis cell/supply line is performed. It is, for examplesalotely necessary to remove
trace amount of water (from previous oxidation steps) framftuidics system prior to the
next coupling reaction. Alternating rinsing with pure Me@Nd flushing with argon gas
is very efficient to remove remaining reagents from the esireaction step. However, it
is important that solid residues are not allowed to dry orstifestrate surface.

The final coupling step is followed by complete photo-degectbn of the whole microar-
ray, to remove all remaining NPPOC protection groups, and fiyal oxidation step.
Capping of unreacted binding sites by acetylation is comyemployed in oligonu-
cleotide synthesis to prevent the synthesis of strandsagong point defects. Because
of the rather limited benefits of a capping in light-directetroarray fabrication (see sec-
tion 2.7.1) we do not apply capping in our DNA Chip synthesisesne.

2 In practice, owing to mask optimization, only about 80 cycles are required.
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Figure 4.2: NPPOC synthesis cycle. 1. Activation and coupling of a phospho-
ramidite building block. 2. Oxidation of unstable phosphite bonds with iodine based
oxidizer. In our synthesis scheme oxidation is performed after every fifth coupling step.
3. Photo-deprotection under UV-irradiation results in detachment of the NPPOC
group, exposing a hydroxy group at the 5-C.

Oxidation of unstable phosphite triester bonds into maablstphosphotriester linkages is
necessary to prevent strand breakage during the synthesisgs. However, it is not nec-
essary to perform oxidation after every coupling step. Taeberate the synthesis process
and also to reduce the of import of water (a main ingredierihefthe oxidizer solution)
into the synthesis cell, the oxidation step is performedradtery fifth coupling step only.
After finishing the synthesis cycle the microarray substratremoved from the synthesis
cell. In the final deprotection step (performed in a closegghbeaker) the base protection
groups are removed in a 1:1 mixture of ethylenediamine amahet (for about 90 minutes
at ambient temperature) [Nuw02]. Subsequently the substiare washed with ethanol
(analytical grade) and water, and dried under a streammaigeh. Storage in 50 ml Falcon
tubes helps to prevent scratches on the microarray surface.

The fabrication of a 25mer DNA chip, involving about 80 caunpglsteps, requires about 8
hours (including 90 minutes for the final base deprotection)

To provide mechanical stability the microarray (on the 20 diam. cover glass) is fixed
on a stainless steel support (microcopy slide format pléteZbx2 mm). To avoid depo-
sition of adhesive fumes (caution: don’t use cyanoacngageerglue) a UV curable glue
(Norland optical adhesive 60) is used to glue the microaataywe the 10 mm diam. win-
dow in the center of the plate. Use of an i-line (365 nm) UV lasmpecommended.
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Microarrays can be safely stored (for several months)@th 50 ml Falcon tubes.

4.2 Preparation of Phosphorus Dendrimer Func-

tionalized Microarray Substrates

Reagents

All reagents are used as purchased without further puiibicatUnless specified otherwise
aqueous solutions are prepared with Milli-Q water (18.2dvh).

Diam. 20 mm round cover glasses (Menzel-Glaser, Braunsighwermany); Deconex 11
UNIVERSAL (Borer Chemie AG, Zuchwil, Switzerland); (3-anagipropyl)-triethoxysilane
(APTES) (Sigma-Aldrich); ethanol analytical grade (VWRer@any); 1,2-dichloroethane
(Cat. No. 6837.1, Carl Roth GmbH, Germany); phosphorousld@ers with aldehyde
moieties cyclotriphosphazene-PMMH-96 (Cat. No. 55209dyiéh); potassium hydrox-
ide (Carl Roth GmbH); sodium borohydride (99.99 %, Sigmdrish).

Surface functionalization

Microscope optics, employed for projection lithographyamthe synthesis substrate, re-
quires 0.17 mm thin cover glasses to be used as synthesisaabs Improved image
quality, reduced UV absorption, and also reduced autoftoemce of the glass substrate,
later at the analysis stage, are beneficial compared to thenooly used 1 mm thick mi-
croscope slide format.

Dendrimer-functionalized substrates on the basis of pghmgs dendrimers (PD) - (chem-
ical name: cyclotriphosphazene-phenoxymethyl(methdidagono) dendrimers) were pre-
pared according to LeBermt al. [LBO3]. To adapt the substrate chemistry to the needs
of thein situ synthesis process the aldehyde groups are reduced to lyydroxips in the
final step.

The chemical functionalization (adapted from [LB03])

20 mm round cover glasses are used as substrates as thegbhdradvantage of being
mechanically more robust (in respect to loads applied fatisg the synthesis cham-
ber) than squared or rectangular ones. The cover glassessesicated for 30 minutes
in detergent solution (5% Deconex) and rinsed with MilliQefied water. After drying
under a stream of nitrogen, a laboratory plasma cleanepl@ma) is used for 10 min-
utes to remove organic decontaminants and to activate thecsuor subsequent silaniza-
tion. Immediately after plasma treatment the slides arngied with a 10% (v/v) so-
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Figure 4.3: Phosphorus dendrimer (cyclotriphosphazene-phenoxymethyl(methyl-
hydrazono) dendrimer) - generation 1.5 - with aldehyde functionalization. Sub-
strate preparation is performed with generation 4.5 dendrimers carrying 96 aldehyde-
moieties.

lution of 3-aminopropyltriethoxysilane (APTES) in 95:5ahol/water. The silanization
is performed at room temperature under gentle agitatiori2ohours. Subsequently the
slides are rinsed two times with analytical grade ethandl amce with water (MilliQ).
After drying under a stream of nitrogen the slides are bake®fhours at 120C. Prior
to dendrimer coupling the slides are activated in an aqusoligion of KOH (8%) for
5 minutes. The activation is followed by rinsing with Millifitered water (3 times)
and drying under a stream of nitrogen. Aldehyde-functimeal phosphorus dendrimers
(cyclotriphosphazene-PMMH-96) are dissolved in dichédhane (0.1% wi/v). At room
temperature, under gentle agitation dendrimer moleculesahowed to couple to the
aminosilane surface for 7 hours. Aldehyde-amine condemsegsults in the formation of
imine bonds. The dendrimer solution can be stored and reseseztal times. Dendrimer-
functionalized surfaces are rinsed with dichloroethan ethanol (two times) and dried
with nitrogen.

For use in then situ synthesis process (coupling of phosphoramidites) thehgttkemoi-
eties of the dendrimers are reduced to hydroxyl groups. &eduis performed in an
agueous solution of sodium borohydride (0.35%) for 3 hoatsqom temperature, under
gentle agitation). Reduction with sodium borohydride alstuces the unstable imine to
more stabile amine. After rinsing with MilliQ-water the ddis are ready for use. Long
term storage over one year &Cl(under air atmosphere) doesn't affect the substrates.
Additional information on substrate preparation is preddn appendix B.6.

92



Preparation of Phosphorus Dendrimer Substrates

A glass,
SiOH-moieties

silanization
B  with APTES,
NH2 -moieties

C phosphorus E % %
) e ;-;-, " ‘9 p
B T

DR e

dendrimers,
aldehyde-moieties

D reduction with NaBH,
hydroxyl-moieties

E oligonucleotide
in situ synthesis

Figure 4.4: Dendrimer substrate preparation. (A) Cleaning and plasma-
activation exposes silanol groups at the glass surface. (B) Silanization with 3-
aminopropyltriethoxysilane (APTES) comprises hydrolysis of the alkoxy groups, con-
densation (due to hydrogen bonding of the silanol groups) and curing at 120 °C to
establish a covalent linkage. (C) The aldehyde moieties (blue) of the phosphorus
dendrimers react with the NHy groups (red) of the aminosilane to form imine bonds.
(D) Sodium borohydride is used as a reducing agent to convert unstable imine bonds
to stable amine bonds. Along with these the remaining aldehyde groups at the upper
side of the dendrimers are reduced to hydroxyl groups (green) - the coupling sites for
phosphoramidite oligonucleotide synthesis (E).

Experiments with other surface functionalizations

Several substrate functionalizations have been testéutiadrly development stage of the
microarray synthesis process. Hydroxy-functionaltzedlyamidoamine (PAMAM) den-
drimers [Ben02] and polyethylene glycol brushes (PEG orxggitane - GPTS) [Pie00]
didn’t provide satisfactory results (strong backgrounarscence and low stability, re-
spectively).

3 Protocol according to [Ben02]. Hydroxyl moieties were created by linkage of aminopentanol.
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More satisfactory results have been achieved with a morrolxgdane functionalization
[Gao01; Ric04]. To increase the distance between the proth¢re glass surface Singh-
Gassoret al. [SG99] inserted additionally a hexaethylene glycol-linke

Preparation of monohydroxysilane slides (adapted from [Gao01]):
Cover glasses were sonicated 20 minutes in 5% Deconex@ohnid washed several
times with water. Activation of the surface in a plasma cera@ir plasma) for 10
minutes. Silanization with N-(3-triethoxysilylpropy#}-hydroxybutyramide (ABCR
GmbH) 1% (v/v) in 95:5 (v/v) ethanol/water at room temperatwvernight. Wash-
ing with ethanol. Curing for 1 h at 12@.

Unter identical hybridization conditions microarrays guoced on PAMAM substrates
provided the largest hybridization signals.

Ipamanm > Ipp > Inonohyd.

However, unlike phosphorus dendrimer (PD) and monohydsitesye, PAMAM substrates
showed a strong background fluorescence and were highactie for deposition fluo-
rescent particulates contained in the hybridization smut

The hybridization signal on phosphorus dendrimer slidgsasghly estimated - no sys-
tematic experiments performed) two to three times highan tn monohydroxysilane
slides. Also, the phosphorus dendrimer chips are moreestabh the monohydroxysilane
slides (repeated washing and hybridization steps) andheaefore be reused more often.
Compared to other substrates tested, the phosphorus aemdrnicroarray surfaces look
very homogeneous and unspecific adsorption of nucleic awdparticulates is negligi-
ble. These observations are in accordance with the [LBO8}.e@periments demonstrate
that phosphorus dendrimer functionalized surfaces are@dhle substrate not only for
immobilization techniques, but also for tiresitu synthesis of DNA microarrays.

4.3 Noteworthy Characteristics of the Microarrays

4.3.1 Autofluorescence of the Chip Surface

The microarrays fabricated in the situ synthesis process show an autofluorescence under
blue excitation with the Olympus U-MNB2 narrow blue exdibat(470-490 nm) filter sét
(Fig. 4.5). The green fluorescence emission is largelyiotstt to the areas between the

With the U-MWG2 (510-550 nm excitation) mirror unit, which is used for imaging the Cy3 hy-
bridization signal, the autofluorescence is barely noticeable, and doesn’t affect microarray analysis.
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microarray features. Within the feature areas (contaiff probes) the autofluores-
cence of the chip is significantly smaller. Increasing prigmgth correlates with reduced
autofluorescence intensity. This may indicate that thefluat@scence originates from the

Figure 4.5: The fluorescence micrograph of the feature block demonstrates that
the DNA probes (mostly 20mers) quench the substrate autofluorescence. In the two
rightmost feature columns the probe length is incrementally increased from 1 to 20
nucleotides.The image demonstrates that the fluorescence quenching depends on the
amount of DNA material covering the surface.

phosphorus dendrimer substrate and is quenched by the/ioepBINA probes. However,
the pure dendrimer substrate itself initially doesn’t stimwrescence. The fluorescence is
restricted to the area of the substrate that has been inatavith synthesis reagents inside
the reaction chamber.

Incomplete final deprotection (i.e. base protection graapsib andipac are not com-
pletely removed) results in strong fluorescence of the marcay features (with intensities
inverse to those shown in Fig. 4.5).

4.3.2 Hydrophilicity of DNA Microarray Features

Oligonucleotide probes render the microarray surfacedpfiific. This can be employed
to make the microarray visible (for alignment etc.). As showFig. 4.6 water vapor con-
denses on the cold microarray surface. Tiny droplets fornikyraze on the hydrophobic
substrate. The hydrophilic area covered by DNA is compjetadtted with a water film
(see Fig. 4.6) and therefore appears clear.
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Figure 4.6: Wetting characteristics of the microarray surface (microscope image).
Hydrophilic features (size about 20 wm) are covered by a closed thin film of water.
Regions between feature blocks are covered with tiny droplets.

4.3.3 Hybridization without Detergent - Unspecific Adsorp-

tion

Omittance of the surfactant (TweenI®0or SDS) resulted in very strong surface absorp-
tion on the entire microarray surface - also in the regiongr@mo probes have been
synthesized. Subsequent addition of 0.01% Tween-20 oretie snicroarray resulted in
probe-specific hybridization. Hybridization in this pattiar experiment was performed
with MES hybridization buffer at room temperature.

4.3.4 Irreversible Target Adsorption

In MES hybridization buffer at temperatures5°C targets tend to bind irreversibly to the
substrate surface, making a reuse of the microarrays iripes$he fluorescence intensity
is particulary high between the features (see Fig. 4.7)s 3ggests that targets which have
dissociated from the probes are captured by reactive gutipe substrate surface adjacent
to the features. The problem seems to be related to the use BES hybridization buffer
at high temperatures>( 55°C) . Using 5<SSPE buffer instead, we do not observe this
characteristics. However, we found that often (even at béghperatures of 7€) the
hybridization signals can not be completely removed. Thabjem, which has also been
reported by Huet al. [HuO05], could be owing to stable duplexes which do not corgbye
dissociate at the temperatures applied. It is also pos8iatehybridized targets have an
increased probability for bonding to unblocked reactitessat the microarray surface. In
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Figure 4.7: Fluorescence micrograph of irreversible adsorption. The feature blocks
in the center of the image have undergone dissociation in pure MES hybridization
buffer. At temperatures of about 60°C rather than to detach from the surface the
fluorescently labeled targets have irreversibly bound to the microarray surface. The
brightest signal is visible in the gaps between the features. At the left edge of the
image another feature block (with another sequence motif) is shown, which has been
hybridized after dissociation conditions have been applied (thus demonstrating that
the other probes on the microarray maintained their hybridization capability).

either case the targets can be removed completely if RNAtaaye used rather than DNA
targets. An alkaline stripping procedure (sodium hydrexidill selectively degrade RNA
targets (into nucleotides), whereas DNA probes remainfeciafd [Hu05].

4.3.5 Robustness of the Phosphorus Dendrimer Surface Coat-
ing

Fig. 4.8 demonstrates that the phosphorus dendrimer @madization (section 4.2) forms
a stable network on the glass surface. Parts of the denddoaing (autofluorescence
under blue excitation) have come off the surface after haesttiment with an unsuitable
stripping buffer. The robust closed-film structure showirig. 4.8 is rather unexpected
since the chemistry of the surface-functionalization wicakher suggest a monomolecular
layer of unconnected dendrimer molecules. However, deretd bound to the aminosilane

layer possibly form a densely interwoven network. It islfiert possible, that the function-
alization with the aminosilane APTES results in the formatbf a stable multi-layer film.
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Figure 4.8: Fluorescence micrograph of the phosphorus dendrimer substrate. Use of
an unsuitable stripping buffer (10 minutes in boiling 0.1 M NagsCOj3 solution) revealed
the stable network structure of the surface coating. It appears that the phosphorus
dendrimer network remained intact, even though the coating is completely detached
from the glass surface.
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Chapter 5

DNA Microarray Analysis

5.1 Hybridization Signal Acquisition - Experimen-
tal Setup

Microarray hybridization assays were performed in a teafoee-controlled hybridization
chamber. The design of the flow-through type chamber is amhil that of the synthesis
cell (see section 3.3.1). Installation on an epifluoreseeanicroscope setup enables real
time monitoring of the hybridization signal. A sensitiveeiron multiplying CCD-camera
(EMCCD) is used for image acquisition.

Figure 5.1: Microarray analysis setup. (A) Motorized fluorescence microscope with
EMCCD-camera (bottom left). (B) Hybridization chamber on the XY-stage of the
microscope.
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5.1.1 The Hybridization Chamber

Design considerations:

e realtime monitoring (requires a window into the sealed dbanand low background
fluorescence)

e reagent exchange (e.g. to replace the hybridization bbffer washing solution)

¢ high mechanical stability to minimize defocusing and xiftoirg of the image upon
thermal expansion

e temperature control

Figure 5.2: Hybridization chamber assembly (A). Inlet/outlet tubes enter from the
top. The microarray is located at the bottom. Part (B) shows the microarray on its
stainless steel support (lying in the front) and the stainless steel top plate (leaning
against the brace) with the PDMS gasket. The microarray slide is pressed against
the aluminium brace with two fastening screws.

The hybridization chamber is made from a 1.5 mm thick PDM&%e@as he chamber vol-
ume (about 12@l) is formed by a 10 mm diam. hole (cut from a sheet of PDMS with a
punching tool). Circular cut-offs at the inlet and outleeamgs (see Fig. 5.2B) prevent
sticking of air bubbles inside the chamber volume.

The microarray with its stainless steel support consstthie bottom side of the hybridiza-
tion volume. This configuration, using the chip substratevelow, enables observation
of the hybridization signal with an inverted microscope. taiisless steel plate forms the
upper side of the hybridization volume. Stainless steelssdubecause it is resistant to
the hybridization buffer (no salt corrosion). Also impartasince the steel plate is in the
background of the microscope field of view: the steel platé #uorescent and doesn’t
adsorb nucleic acid targets.

A flexible ThermofoifM heater (Minco) (with a 15 mm diam. opening in the center - for
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inlet/outlet tubes) is glued onto the upper side of the qikE. Temperature is measured
with a platinum resistor (Pt-100) which is fixed with thernaalhesive at the edge of the
steel plate. In- and outlet tubes (located at opposing ehtie chamber volume) penetrate
the steel plate from the top side (see Fig. 5.2A). To avoididetume and corrosion and to

achieve reliable sealing, the PFA tubes are directly camaeto the plate by press-fittirlg.

Temperature Control

Resistance ->Voltage
Converter

analog
Remote D/A out A/D in
Control

I—J PT100 i

g

Toellner
TOE 8951
Power Supply

\4 \/

Meilhaus
RedLab
USB Measurement Module

USB 2.0

Y

PC
ProfiLabExpert 3.0
PID-Temperature-Controller

Pt100 Minco
Temperature Thermofoil
Sensor heater

Hybridization Chamber

Figure 5.3: Control of the hybridization temperature. Heating of the hybridization
chamber is performed with a Minco Thermofoil ™ heater which is in thermal contact
with the hybridization solution via a corrosion resistant stainless steel plate. The
temperature is measured with a Pt-100 sensor (in thermal contact with the stainless
steel plate). The resistance is converted into a voltage signal that is proportional to
the temperature. The voltage is read by an A/D input channel of the RedLab USB
measurement module. A software based PID-temperature controller (run as a PC
application generated with ProfiLabExpert 3.0 - see Fig. B.16) by comparing the
actual temperature and the set temperate, determines the control voltage (output via
the RedLab D/A output) that is used to operate the remote controlled heater power

supply.

Temperature is measured with a Pt-100 resistor and conlviettea temperature-proportional
voltage signal. A USB measurement module (ME-Redlab, Nei#) is employed for sig-
nal acquisition with a personal computer. A software-ba3ktcontroller (see appendix
Fig. B.16) designed with ProfiLab-Expert 3.0 (ABACOM Elexntics-Software) enables
user-defined temperature profiles and temperature-regprdihe heating power for the
foil heater is provided by a remote-controlled power sup@IiQE 8951, Toellner Elec-
tronic Instrumente GmbH) which is controlled via the D/Atout of the USB-module.

A test with a calibrated Pt-100 resistor - brought in therpmaitact with the outside of the
microarray substrate - showed that the temperature at tbanray surface is controlled

The tubes - outer diam. 1.2 mm int. 0.8 mm were drawn through the 1 mm diam. inlet/outlet
mounting holes in the steel plate (— stable press-fit-connection).
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with an accuracy of approximatety1°C. The temperature can be held constant within a
variation of< 0.2°C.

5.1.2 Epifluorescence Microscope

The microarray hybridization signal is acquired by epifegmrence microscopy (principle
shown in Fig. 5.4). Realtime monitoring of the hybridizatisignal is performed with an

C

Figure 5.4: Epifluorescence microscopy. The light of a bright mercury arc lamp (A)
is filtered by the excitation filter (E) and reflected by the dichroic mirror (D) through
the microscope objective (M) onto the fluorescently labeled sample (F). Fluorescent
dye molecules absorb the excitation light, and enter an excited electronic state. Due
to the Stokes shift the emitted light has a longer wavelength than the excitation
light. The Cyanine 3 (Cy3) dye used throughout this study has a peak absorption
at 550 nm (green) and shows yellow to orange fluorescence emission (with a peak at
570 nm). A fraction of the fluorescence signal (emitted in all directions) is collected
by the microscope objective M and transmitted through the dichroic mirror (D). The
barrier filter (B) passes only the fluorescence light to the camera (C).

Olympus IX81 inverted research microscope (Fig.5.1). Therfscence of Cy3 labeled
targets is imaged using an UPlanApoxi@40 NA microscope objective (Olympus) and
the U-MWG 2 filter set (Olympus).
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5.1.3 Image Acquisition with an EM-CCD Camera

High resolution image acquisition was performed with a geesHamamatsu EM-CCD
C9100-02 electron multiplying camera.

Camera specifications:

e Peltier cooling: -50C
Gain factor: 800

Read-out noisex1 electron r.m.s. at high gain mode

Dynamic range: 14 bit
Full resolution: 10061000 pixels

Camera and microscope (shutter, filter, exposure, focusstdye etc. ) were controlled
by the SimplePCI (Compix Inc.) image acquisition software.

Shading correction

Uneven fluorescence excitation and fluorescence colleatwing to vignetting (larger
blockage of off-axis light rays) yield fluorescence micrgghs that are brighter at the cen-
ter and darker at the edges. Intensity gradients due torsthadn be a significant source
of error for quantitative analysis of hybridization signal

Shading correction (using the SimplePCI settit@ftio shade corrections therefore per-
formed by dividing the specimen image (microarray) throadgluorescence reference im-
age, which is acquired by imaging a uniformly fluorescentasg. As described by Model
et al. [Mod01] spatially uniform fluorescence is obtained from e tlayer of fluorescent
dye (e.g. 20ul hybridization solution with 100 nM of Cy3 labeled targesgndwiched
between a microscopy slide and a cover glass.

5.2 Quantitative Analysis of Microarray Hybridiza-

tion Signals

Fluorescence micrographs of the hybridization signal aved as 16-bit grayscale TIFF
images. Shading correction is performed during image adopn.

Quantization of feature intensities is carried out with fla@a progranScanRA(techni-
cal details in appendix B.10). The software (which was dgvedl as part of this thesis)
enables automatic analysis of microarray feature intexssiTo define feature positions a
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Figure 5.5: Raw hybridization signals as imaged with the Hamamatsu EM-CCD
camera (original resolution of the image 1000x 1000 pixel - size reduced to 500x500).
For the image acquisition the 16mer-microarray remained in the hybridization solution
(1 nM Cy3-end-labeled RNA oligonucleotide target). The hybridization temperature
was 30°C.

readout grid(Fig. 5.6C) is placed on the microarray image. Then the giogntegrates
pixel intensity values over thiategration boxesocated at the grid points in center of the
features. The size of the integration boxes should be chimsprevent integration over
feature boundaries (Fig. 5.6D). The exact placement oféhdaut grid requires rotation
of the image, so that the microarray grid is approx. alignét ¥he screen axis. Consid-
ering small image distortions an orthogonal grid of eveplgced points is not suitable to
determine features positions (Fig. 5.6A). Rather, a qietdral grid (defined by the four
corner points) is suitable to account for first order distmi$ of the microarray image.
Microarray hybridization signals (16-bit intensity vaf)eare averaged over the integra-
tion boxes to provide a 16-bit mean intensity value. Theddath deviation of the pixel
intensity values provides information about the homoggradithe individual microarray
feature intensities. Large standard deviations can itelidafects (e.g. fluorescent parti-
cles or scratches on the microarray surface) or bad alighai¢he readout grid. Average
brightness, standard deviation of the feature brightnedsf@e position of the individual
features are saved in comma-separated value (CSV) format.
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Figure 5.6: Microarray analysis with ScanRA. Readout of the hybridization signal
intensities of a feature block. (A) Rotation of the image. (B) An orthogonal readout
grid doesn’t match all feature positions exactly if the array is slightly distorted. (C)
A quadrilateral readout grid defined by the four corner points is a good first order
approximation for small image distortions. (D) Integration boxes (blue) are located

at the grid points in the center of the features.

Time series of fluorescence micrographs can be analyzedch beode — the readout grid
needs to be defined only once. To account for drifting of thagenowing to thermal ex-
pansion of the hybridization chamber (if the temperatuselieeen varied significantly), the
position of the first (upper left) corner point has to be pded manually for about five
images. The drift offsets of the other images are deterniaydahear interpolation.

5.3 Real-time Monitoring of Microarray Hybridi-
zation

Microarray hybridization is usually followed by one or seslewashing steps to remove
unhybridized targets (see Fig. 2.22). Washing is necedeaiye detection of small hy-
bridization signals since these are otherwise not visililkiwthe fluorescent background
of the hybridization solution. This is typically the case éxpression profiling experiments
where thousands of different nucleic acid targets comphisdaybridization solution.
However, in most of the experiments performed this study angingle target species is
contained in the hybridization solution. At a target cortcation of 1 nM the concentrated
fluorescence of the hybridized targets (surface-boundamtfcroscope focal plane) can
be well-distinguished from the background fluorescencaéetiybridization solution.
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This enables real-time acquisition of the hybridizatiognsil in the hybridization buffer
solution.

5.3.1 Hybridization Buffer

A minimalist hybridization buffer comprises salt (commpiNacCl - 0.2 to 1 M dissolved
in water) to reduce electrostatic repulsion between neglgtcharged nucleic acid strands,
a buffer reagent to maintain a pH between 6 and 8, and a samtattt prevent unspecific
adsorption of targets on the microarray surface.

The following hybridization buffer - based onxsSPE (saline sodium phosphate - EDTA)
- has been used in most experiments.

5xSSPE based hybridization buffer:

e 5x SSPE (nuclease-free water, 0.75 M NaCl, 50 mM hag,, 5 mM
EDTA)

e add 0.01% (v/v) Tween-20
e adjust to pH 7.4 with NaOH

Addition of the surfactant Tween-29 (polyoxyethylene (20) sorbitan monolaurate) is es-
sential to prevent a strong unspecific adsorption of targethe microarray surface. Use
of 0.1 % sodium dodecyl sulfate (SDS), rather than Tweemi#®ed out to be less suit-
able, since SDS tends to precipitate as fluorescent crystatsnperatures below 30.
The chelating agent ethylenediaminetetraacetic acid D8 added to inhibit nuclease
activity.

The widely-used MES (2-(N-morpholino)ethanesulfonidabiybridization buffer [Nuw02]
works equally well, however, at temperatures abov&68trong irreversible adsorption
(Fig. 4.3.4) of the fluorescent targets is observedréuse of the microarray not possible).

MES hybridization buffer:

e 50 MM MES, 0.5 M NaCl, 10 mM EDTA
e add 0.01% (v/v) Tween-20

5.3.2 Microarray Washing Procedures

Using standard microarray washing procedures salt residaehe small microarray fea-
tures can be a serious problem. For prevention of salt resithe microarray washing can
be finalized with the following procedure (performed at rommperature):
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e Washing in ethanol/water (50:50) for 1 minute. Salts digsah the water. The ethanol
content prevents dissociation of the duplexes.

e Washing in 95% ethanol for 1 minute
e Drying under a stream of nitrogen
Alternatively, washing can be performed within the hybration chamber. The hybridiza-

tion solution and weakly-bound targets are flushed away tshimg buffers. Microarray

analysis in solution (in a low stringency buffer) circumt&the problems related to salt
residues on the dry microarray surface.
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Chapter 6

Influence of Single Base Defects on
Oligonucleotide Duplex Binding
Affinities - Microarray

Experiments

6.1 Motivation

Oligonucleotide microarrays are increasingly used foroggping and resequencing appli-
cations. Thediscriminationcapability of short 30 nt) oligonucleotide probes is used
for the detection o$ingle nucleotide polymorphisfhéSNPs) and gene mutations.

SNPs can be detected by hybridization with short oligoratale probes (typically 12 to
30 nucleotides long). Already a single mismatched baseqaairresult in a significant
decrease of duplex binding affinity [Wal79].

According to [Sug86; Sug00; San04] the Gibbs free energytHerformation of mis-
matched duplexes can be established on the basis afigamest neighbor modgkee
section 2.3.2). Appropriate nearest neighbor parametgrsdmbined hydrogen bond-
ing and stacking interactions between the MM base pair aighhering base pairs have
been determined by Allavét al. [AlI97]. However, the current thermodynamic models of
oligonucleotide duplex stability, based on these parara&te not describe the dominant
influence of defect position that has been observed in rigcpablished DNA microarray

The ability to discriminate between a perfect match (PM) and mismatch duplex (MM) can be used,
for instance, to discriminate between the wild-type and a mutant gene.

Variation of a single base pair (point mutation) in the genome, occurring in at least 1% of a
population. SNPs largely determine genetic individuality, but also the individual susceptibility to
gene-related diseases, and are therefore of great interest not only for genetic research but also for
medical diagnostics.
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studies [P0z06; Wic06; NaiO6b]. Oligonucleotide hybratinn is by far not yet under-
stood. This is particularly true for surface-bound hylzadion on DNA microarrays and
for the hybridization of mismatched duplexe®fetailed knowledge about the underlying
physical process is still lacking.

The development of the microarray synthesizer motivatadaestigation of the impact of
the point defects originating from the situ synthesis process. Our initially technically
motivated interest led us to a comprehensive investigatidime impact of point defects on
oligonucleotide binding affinities on DNA microarrays.

Previous related studies on the impact of single base MMctiefeere based on relatively
complex target mixtures of biological origin, i.e. fluorestly labeled PCR-products (up
to 600 bp long) [Wic06] and RNA targets amplified viavitro transcription from PCR-
products (originating from ribosomal RNA) [Poz06], resipesy.

The hybridization affinity of individual probe-target pairs affected by many factors.
Therefore, in this study, complications originating froanget secondary structure, steric
hindrance, labeling effects, cross hybridization, contipet effects, and influences re-
lated to target preparation (e.g. bias in nucleic acid dimption) have largely been
avoided by using rather short (20-37mer) syntheticallyitated oligonucleotide targets
(see Tab. 6.1). DNA and RNA oligos were end-labeled with @ya3 (Cy3™) fluores-
cent markers. To minimize competitive hybridization andssrhybridization effects the
hybridization assays were performed with only one targetigs at a time.

In previous studies [Wic06; Poz06] defect positional infice has been investigated sta-
tistically (as an average characteristics of many differarsmatched duplexes). Here,
however, we have focused on the position-dependent impaaigle-base defects in indi-
vidual sequence motifs.

Tautz and coworkers in [Poz06]: "We also examined the effects of single-base pair mismatch (MM)
(all possible types and positions) on signal intensities of duplexes. We found that the MM effects
differ from those that were predicted from solution-based hybridizations. These results recommend
against the application of probe design software tools that use thermodynamic parameters to assess
probe quality for species identification. Our results imply that the thermodynamic properties of
oligonucleotide hybridization are by far not yet understood.”

Zhang et al. [Zha07]: "DNA/DNA duplex formation is the basic mechanism that is used in genome
tiling arrays and SNP arrays manufactured by Affymetrix. However, detailed knowledge of the
physical process is still lacking.”
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6.2 Conception of the Microarray Hybridization

Experiments

The impact of single base defects on oligonucleotide bipdiffinities was systematically
investigated with DNA microarrays comprising large setsdefiberately point-mutated
probe sequences. Within each probe set the individual medpegences were derived from a
commonprobe sequence motify substitution, insertion or deletion of single nucleetdt

a systematically varied position (see Fig. 6.1). Hybridmawas performed with fluores-
cently labeled target oligonucleotides, which were cormgetary (thus perfectly match-
ing) to the corresponding probe sequence motif. The DNA add Bligonucleotide target
sequences (Tab. 6.1) were chosen (using the UNAFold sati@anucleic acid structure
prediction) to avoid stable secondary structures intergewith the hybridization to the
microarray-tethered probes.

Sets of probe sequences containing single base variatiasge Gubstitutions, insertions
and deletions) with respect to a common sequence motif wemergted with a MatLab
code. Upon hybridization with the target sequence thesati@ns of the probe sequences
give rise to destabilizing point defects in the duplex sue (i.e. single base mismatches,
insertions and deletions).

In each probe set the defect position is shifted (in incrasehone base position) from the
3’-end to the 5’-end of the probe sequence motif (see Fig. 6dr each defect position the
probe set comprises 3 MM probes (the perfect matching basgbtituted by one of the
3 remaining bases, thus resulting a mismatched base pdi) BM probe, which is used
for quality control (e.g. to identify gradients). Additialty, four single base insertions and
a single base deletion probe were generated by insertiorsoffdus base, or by deletion
of a base, respectively.

The high flexibility gained from DNA microarrain situ synthesis and the excellent spot
homogeneity - in comparison to spotted microarrays - sifiegla comprehensive compar-
ative analysis and provides the capability to detect sulitfierences of the probe affinities.
As will be shown below the wealth of data contained in dedect profileghybridization
signal as a function of defect type and defect position) lierindividual sequence motifs
provides new insight into the molecular mechanisms detengioligonucleotide duplex
binding affinity on DNA microarrays.

6.3 DNA Microarray Design

The individual experiments performed with different mianay designs focus on the
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5'-AACTCGCTATAATGACCTGGACTG-Cy3-3'Target oligonucleotide

3-TATTACTGGACCTGAC-5’

Probe sequence motif
(complementary to a
section of the target)

Set of point-mutated probe sequences,
derived from common probe sequence motif

Defect position 1

Defect position 2

3'- ATTACTGGACCTGAC-5
3'- ATTACTGGACCTGAC-%
3'- AFTACTGGACCTGAC-5
3'- ATTACTGGACCTGAC-5
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Defect profile

Figure 6.1: Design of the experiment: a comprehensive set of point-mutated probes
is derived from a common probe sequence motif which is complementary to the target
sequence (probe sequences are shown for the first two defect positions only). For each
defect position these include 3 single base mismatches (MMs - shown in red), 4 single
base insertions (green), one single base deletion (red) and one perfectly matching
(PM) control probe (blue). To enhance quantitative analysis, probe sets are arranged
on the microarray as a compact feature block. Hybridization signal intensities from
hybridization with the target sequence are plotted versus defect position. The defect
profile shows relative binding affinities (i.e. the discrimination between the defect
hybridization signal and the corresponding PM hybridization signal) as a function of
defect type and defect position.
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e extraction of the defect positional dependence,
e comparison of the binding affinities of different defectégpand on the

¢ identification of further influential parameters.

The individual chip designs employed differ in selectiord apatial arrangement of the
probe sequences.

6.3.1 Microarray Design Considerations for Quantitative Ana-

lysis of Hybridization Affinities

Several factors affect quantitative analysis of microamgbridization signals: Spatial
variations of the photo-deprotection intensity and optatzerrations affecting the imag-
ing contrast can result in gradients of the probe DNA qudhty indicated in Fig. 6.2B).
Depending on their position on the microarray, probes é¢ortaarying degree of random
synthesis errors. The corners of the rectangular synthesssare most affected, since here
the UV exposure dose, due to vignetting, is significantly llen#han in the center of the
synthesis area.

Gradients on the fluorescence intensity also arise froncalptignetting in the fluores-
cence microscope. This is largely compensated by shadmgation (see section 5.1.3).
To minimize impairments by gradients, probes for which Igization signals are to be
compared directly were arranged in closely spafeadure blockgas shown in Figs. 6.1
and 6.2).

Local target depletion during hybridization (see sectid¥) 8an likewise result in position-
dependent gradients of the hybridization signal intendityfeature blocks with identical
(or very similar) probe sequences, owing to the competiifdhe probes for the same pool
of targets, features in the center of the block (surroungegi tompeting features) - under
unfavorable hybridization conditions [Pap06] - can havaléen hybridization signals than
equivalent features at the edges of the feature block.

Control features (comprising perfect matching probes)cWiare evenly distributed over
the feature block, are employed to indicate hybridizatignal gradients: the variation of
the PM signals (e.g. in Fig. 6.4A) shows the magnitude oliieaposition dependent bias.
Usually the impairment of the hybridization signal by suchdients is relatively small,
resulting in variation of the control-probe intensitiesighis typically smaller than 5-10%
of the PM hybridization signal intensity. However, if thelmdization kinetics is very fast

- thus incoming targets are preferentially captured by tlobgs at the edge of the feature
block - spatial variations of the hybridization signal of tgp50% of the PM intensity can
occur [Pap06]. Unfavorable conditions affecting quatitiemeasurement are avoided by
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using relatively short probes (rather 16mers than 25mes#)g sequences with moderate
binding affinities, and by application of sufficiently stgent hybridization conditions.

6.3.2 Single Base Defect Experiments
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Figure 6.2: Microarray feature arrangement (A) for the single base mismatch
experiment (compare with Fig. 6.3) and (B) for the direct comparison of various
defect types. In A the feature block comprises 16 MM positions. The substitution
base is either A, C, G or T. Depending on the probe sequence motif the substitutions
will result in one PM and three MM probes. The design in B includes one PM, three
MM, four single base insertion and one single base deletion probe four each of the
16 defect positions. The 9 probes belonging to each position are randomly arranged
in a 3x3 matrix (depicted by dashed boxes for defect positions 1 and 16). In this
arrangement, as shown in (B), the gradient-related variation within the closely spaced
3x3 feature group (belonging to a particular defect position) is significantly smaller
than the variation between features (belonging to different defect positions) which
are located further apart.

Single base mismatches

To investigate the positional dependence of single basmatches and the impact of the
mismatch type, we designed microarrays containing congm&iie sets of MM probes
derived from a series of twenty-five 16mer probe sequencé&sndis described above,
position and type of the mismatch base pair were systenfigticaied, allowing us later
to distinguish between the dominating positional depeademd other influential factors.
The features are arranged in groups of four, correspondititgtfour possible substituent
bases (A, C, G and T) at a particular base position. A grouppcises three mismatch
probes plus one perfect match probe used for control. Six¢ée¢hese feature groups
(one for each base position) are arranged in a square fdatale comprising in total 64
features (Figs. 6.3 and 6.2A).
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Single base bulges

Probes containing single base insertions and deletionagdw an unpaired unpaired nu-
cleotide form bulged duplexes (see Fig. 2.16) with reducetilty. A comprehensive
study on the impact of single base insertions was perforriée. experiment comprised
about 1000 single base insertion probes (insertion basedypd position systematically
varied) derived from twelve 20 to 25mer probe sequence mdfifie feature arrangement
is similar to that in Fig. 6.2A.

Direct comparison of single base MMs and single base bulges

Probe sets were derived from 16mer probe sequence motifglementary to the targets

in Table 6.1. For each of the 16 possible defect positiondaetof 9 probes (comprising

four single base insertions, one base deletion, three MMsoswre PM probe) has been

created. To prevent that regular arrangement of the defpestcan create a systematic
bias on measurement (e.g. due to increased target depletEmmthe PM probes), the

subsets of 9 probes were randomly arrangedx &atrices as shown in Fig. 6.2B.

6.4 Hybridization Assays and Image Analysis

6.4.1 Oligonucleotide Targets

DNA and RNA target oligonucleotides (Tab. 6.1) were synitexs by MWG Biotech AG
(Ebersberg, Germany) and by IBA Nucleic Acids Synthesist{i@den, Germany). 5’-Cy3
markers were attached in the final coupling step of the oligteotide synthesis via cou-
pling of Cy3-phosphoramidite. The 3'-Cy3 modifications weroduced postsynthetically
by linkage of amino-reactive NHS-esters.

Gibbs free energieA G5, and melting temperatures,lof the PM-duplexes (predicted with
the DINAMelt server - two-state hybridization) are prowide Tab. 6.2. Target secondary
structure could not be avoided completely - in particulartf@ longer sequences and for
the more stable RNA sequences. Possible target oligortigddesecondary structure (loop
and hairpin formation) was investigated with the DINAMedir&er [Mar05] (see Tab. 6.2).

6.5 Dominant Influence of the Defect Position

The "defect profile” plots (plots of the normalized hybridiion signal vs. defect position
- e.g. in Figs. 6.4 and 6.15) show that the dominant paramdetermining oligonucleotide
probe-target-affinity - on the microarray surface - is thsifion of the defect.
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Table 6.1: Fluorescently labeled DNA and RNA target oligonucleotides

Name Target sequence (5'—3") Label  Length (nt)

URA DNA ACTACAAACTTAGAGTGCAG. .. 5-Cy3 38
.. .CAGAGGGGAGTGGAATTC

NIE DNA ACTCGCAAGCACCACCCTATCA 3’-Cy3 22

LBE DNA GTGATGCTTGTATGGAGGAA. .. 3’-Cy3 30
.. .TACTGCGATT

PET DNA ACATCAGTGCCTGTGTACTAGGAC 3’-Cy3 24

BEI DNA ACGGAACTGAAAGCAAAGAC 3’-Cy3 20

COM DNA AACTCGCTATAATGACCTGGACTG 5-Cy3 24

NCO DNA TAGTGGGAGTTGTTAGTGATGTGA 3’-Cy3 24

PET RNA ACAUCAGUGCCUGUGUACUAGGACA 5-Cy3 25

LBE RNA GUGAUGCUUGUAUGGAGGAA 5-Cy3 34
.. .UACUGCGAUUCGAU

COM RNA AACUCGCUAUAAUGACCUGGACUG 5-Cy3 24

Table 6.2: Gibbs free energies and melting temperatures of PM duplexes and target
secondary structures (DINAMelt server [Mar05]), T=37°C, [Nat]= M, strand con-
centration 1 nM. The targets COM (DNA) and NCO don’t form relevant secondary
structures. For RNA/DNA duplexes no data on duplex stability is available (NDA).

PM duplex Target secondary structure

Target Duplex AG3; in T, AGS; in T
name type kcal/mol in °C kcal /mol in °C
URA DNA/DNA  -48.1 7.5 -0.1 40.1
NIE DNA/DNA  -29.2 67.1 0.5 27.6
LBE DNA/DNA  -36.6 70.7 -1.16 45.3
LBE RNA/DNA NDA  NDA -7.1 63.0
PET  DNA/DNA  -29.6 66.1 -1.23 54.5
PET RNA/DNA  NDA  NDA -1.23 54.5
BEI DNA/DNA  -24.2 59.6 0.08 35.1
COM DNA/DNA  -28.7 64.5 - -
COM RNA/DNA  NDA  NDA -0.1 37.4

NCO DNA/DNA  -287  65.1 - -
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Figure 6.3: Fluorescence micrograph of two neighboring feature blocks in the 16mer
mismatch experiment. The shading-corrected image shows two feature blocks corre-
sponding to two different 16mer probe sequence motifs (3’-TTGAGCGATATTACTG-
5 to the left, and 3-TATTACTGGACCTGAC-5 to the right) both hybridiz-
ing with the fluorescently labeled target sequence COM (5-Cy3-AACTCGCTATA-
ATGACCTGGACTG-3’). The different hybridization signal intensities of the two
feature blocks are owing to different binding affinities of the two probe sequence
motifs. The feature size is 21 um. Each feature block comprises all single base mis-
matches that can occur in the corresponding probe sequence motif. Groups of four
features (as indicated by the marked groups 1 and 2) correspond to each one of the
16 possible mismatch base positions. As indicated by the letters between the feature
blocks the uppermost row of features in each group corresponds to an A base at the
corresponding base position, followed by probes with C, G and T (see also Fig. 6.2).
The brightest feature within each group corresponds to the perfect matching probe.
Nonhybridized targets in the hybridization solution contribute to the background in-
tensity between the features. The “mismatch defect profile” for the probe sequence
motif 3-TATTACTGGACCTGAC-5’ is shown in Fig. 6.4.

Defects near the duplex ends are distinctly less destadglihan defects in the center of the
duplex. As shown in Fig. 6.4 the hybridization signals of itndividual mismatch probes
are lined-up along the trough-like "mean profile” curgel{d black ling. A parabolic fit
can provide a reasonable approximation for the averagé@odgiependence obtained from
a large number of different sequence motifs (as shown in(8/i®0z06]). The discrimi-
nation between PM and MM hybridization signals is largeshd defect is located in the
middle of the duplex. For 16mer duplexes (as shown in Fig) & gingle base mismatch
(MM) in the center typically yields 0-40% of the perfect ma(®M) hybridization signal,
whereas at the duplex ends defects have significantly lgsaanon the hybridization sig-
nal.

The discrimination between PM and point-mutated probegwlép on the stability of the
particular probe sequence motif: The more stable 25mergsr¢ghown in Fig. 6.15) are
less discriminative than the shorter 16mer probes (FigdA @nd 6.19). Reduced dis-
crimination is also observed (see Fig. 6.5) for sequenceshndre stabilized by a high
CG-content .

117



Single Base Defects - Microarray Experiments

L O
A 04 v ov * o _ * 4
Vi V., ¥ + o Vv +
0.351 *
* *
0.3r
S~
2 5 0.25F
s
Sw 02
E c
>3 0.15}
0.1r
0.05+
B 0
€5
2 & 0.05¢ i 4+
g % 07 + Al g * .
8 2005 @ O ¥ ¥ 5 ¥ *
3o N
QE L L + L
0 5 10 15
Mismatch base position
C higher O 0O 0 * O
lower *% * ¥ * O
TATTACTGGACCTGAC
0 5 10 15

Mismatch base position

Figure 6.4: The mismatch defect profile (A) (hybridization signal versus defect
base position) was obtained from the analysis of the hybridization signals of the
feature block shown in the right part of Figure 6.3. The probe sequence motif 3’-
TATTACTGGACCTGAC-5 is complementary to the target oligonucleotide COM.
The different types of base substitutions are highlighted by different markers (A red
crosses; C green circles; G blue stars; T cyan triangles). The black line indicates
the mean profile (moving average of all mismatch hybridization signals over positions
p—2to p+2). PM probes (grey symbols) are used as a control to detect systematic
bias (gradient effects) on the hybridization signal. The variation of the PM probe
intensities also provides an estimate for the error of the measurement. Bias-related
deviations between distant features, owing to gradient effects, are expected to be
larger than the errors between the compactly arranged features corresponding to
the same defect position. (B) Deviation profile. The strong position dependent
component of the hybridization signal was eliminated by subtraction of the mean
profile. In the following the hybridization signal deviation from the mean profile
is referred to as dI,,,. (C) Comparison of mean mismatch hybridization signals
(average of the three mismatch hybridization signals at a particular defect position)
at the sites of C-G base pairs to mean MM hybridization signals at the site of adjacent
A-T base pairs. A marker (red star: A-T; blue circle C-G) is set in the upper row if
the hybridization signals of the mismatches at the corresponding site is higher than
that at the adjacent site; otherwise a marker is set in the lower row. We noticed that
mismatched base pairs substituting a C-G base pair usually have systematically lower
hybridization signals than mismatches substituting a neighboring A-T base pair.
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Dominant Influence of the Defect Position

The positional influence observed in the mean profiles i€lgrdetermined by the defect-
to-end distance, but is superimposed by a sequence depauthenbution. The variation
of the shapes of the mean insertion profiles in Fig. 6.5 indgthat the impact of a defect
is affected by the stability of the local sequence environtinfee. not only by the next
nearest neighbor base pairs). We discovered that singke llhdge defects, originating
from single base insertions (Fig. 6.15) and deletions (f6id.9) - within the individual
defect profiles - display the same positional dependencmgle $ase mismatch defects.
An attempt to explain the origin of defect positional inflaens made in section 7.

To investigate other factors influencing oligonucleotideléx binding affinity (e.g. defect
type and defect neighborhood) the dominating positiorfalémce needs to be eliminated.
Design (selection and arrangement of probes) and analfysig @xperiments enable sep-
aration of the different influential factors.
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Figure 6.5: The impact of defects is affected by the local sequence environment.
Normalized single base insertion profiles (hybridization signal plotted versus the in-
sertion base position) of four 25mer probe sequence motifs complementary to the
same target sequence (URA - shown below). The probe motifs 1 to 4 hybridize to dif-
ferent sections of the target oligonucleotide. Mean profiles (bold lines) were obtained
from the moving average of the particular insertion profiles (individual hybridization
signals are shown as faint grey symbols - profile 4 is shown in detail in Figure 6.15A).
The mean profiles 1 to 3 have a distinct minimum between base positions 15 to 20.
The stabilizing CG-rich region between base positions 15 and 33 is the reason for the
reduced MM discrimination in profile 4.

Discussion

We observe a dominating influence of the defect position gredubinding affinity. De-
fects located in the center of the oligonucleotide dupleressignificantly more destabi-
lizing than defects at the ends.
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Strong influence of MM position has been reported previoasynly by other microarray
based studies, but also from hybridization experimentsiut®n.

e From optical melting studies (on 7mer RNA/RNA duplexes ifuson) Kierzeket
al. [Kie99] report a 0.5 kcal/mol stabilization increment pack base position that
the defect is closer to the helix end. A positional influenes wbserved for W and
A-A, whereas the @& mismatch stability was largely unaffected by the position

e Dorriset al. [Dor03] found a similar positional influence for 2-base MVda®+base
MM probes on CodeLink 3D gel arrays. They also report a strmorgelation (in-
cluding the positional influence) between solution-phaséting temperatures and
microarray hybridization signals of the MM duplexes.

e More recently Wicket al. [Wic06] and Pozhitkowet al. [Poz06] reported a strong
influence of the defect position on the binding affinity ofgdenbase MM duplexes
on DNA microarrays.

In accordance with [Poz06] we have identified MM positiordtiee to the duplex ends)
as the strongest influential factor on the hybridizatiomalgwhen compared to MM-type
(determined by the mismatch base p&ir V') and nearest neighbots.

To our knowledge only two studies ([Kie99] and [Dor03]) refp® defect positional influ-
ence for hybridization in solution. This may partly be dudfe unavailability of a large
number of of appropriate probes for a systematic study. Sthé&strong positional influ-
ence, mostly observed in microarray experiments, is uaaxgd.

The observation of a strong position dependence is in comfltb the two-state nearest-
neighbor model of DNA duplex thermal stability, where therthodynamics of internal
mismatches is treated as independent of the MM positionJ&arAlso, oligonucleotide
duplex stability prediction software (based on a multtestaodel) underestimates the MM
positional influence when compared to microarray hybritiireassays [Wic06].

For single base bulge defects we observed a very similatiposiependence as for single
base mismatches. Also, the magnitudes of the impacts of thie &hd base bulges on
the hybridization signal are very similar (apart from th&atige high binding affinity of
Group Il bulges). This consistency suggests a common ooifjihe positional influence,
expected to be independent of the defect type.

Sterical crowding at the surface as discussed by Petatsah [Pet02] could possibly
introduce a positional dependence on the hybridizationadgyof defect probes. Reduced
accessibility of the probes surface-bound 3’-ends caniimcyple decrease the impact of

According to the nearest-neighbor model the flanking base pairs towards both sides of the mismatched
base pair X -Y — just like the mismatched base pair itself — determine the base stacking interactions.
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defects located near the 3’-end, and thus result in incdelagbridization signals of the
corresponding probes. This, however, runs contrary todrgely symmetrical intensity
profiles observed (Fig. 6.4) and therefore does not provisigtiafactory explanation for
the influence of defect position.

Focusing on individual probe sequence motifs, we obsehat,the positional influence
is not simply a function of the defect-to-end distance: thea has a sequence-dependent
contribution. This indicates that the mismatch discrintimacould be affected by the sta-
bility of the nearest neighbor pairs between the defect hagtoximate duplex end.

The observed influence of the duplex sequence and the sygnafdtre defect positional
influence with respect to both duplex ends suggest that enthih opening (i.e. sequential
unzipping of the double-helix from the duplex ends) is the tkeechanism for understand-
ing the influence of defect position on duplex stability.

6.6 Mismatch Discrimination in DNA/DNA Du-

plexes

6.6.1 Experimental Results

For statistical analysis of MM type and nearest-neighbfiuémces the superimposed po-
sitional influence needs to be eliminated. This is achiewedubtraction of the (moving
average) mean profile. In the following the hybridizatiogreil deviation from the mean
profile is referred to as1,,,. The resulting position-independent defect profile (fon-si
plicity we keep using the expression "defect profile”) comimy defect-type and flanking
base pair influences only, is shown in Fig. 6.4B.

In the following we use the notation of the mismatch base }afrconsisting of the mis-
matched base&X in the probe sequence and the basén the target sequence. In our
experiments the systematic variation was restricted tb#sesX in the microarray probe
sequences. Since we had only a limited set of fluorescenldd target oligonucleotides
available (see Tab. 6.1) - the target sequences with the bassmained unchanged.

To investigate how the particular MM-typ&sY affect duplex stability we measured probe-
target-affinities for 25 different probe sequence motifst(buted over three different mi-
croarrays). The PM hybridization signals of the 16mer preéguence motifs display a
strong variation (up to a factor of 20). The absolute hylzation signals from different
probe sets are therefore not directly comparable. Howewace the relative intensities
(of the various MM probes) within the probe sets are largelgfiected by this variation,
we can normalize the "position-independent defect prdfibgsdivision by their standard
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deviation. The resulting database comprises normalizéxdidigation signals (with the
positional influence eliminated) from about 1000 differsittgle MM probe sequences.
The large database enables categorization of the hyhbtimiizaignals according to the
mismatch-type.
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GTt F-4 X F-=-4+ 0+ A
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Figure 6.6: Mismatch-type dependent impact of single base MMs on the binding
affinities of DNA/DNA oligonucleotide duplexes. Box-whisker plot representation of
the hybridization signal distributions for the individual mismatch types, arranged
according to the median values (depicted by the vertical line at the notch). More
exactly, rather than hybridization signal intensities the plot shows the normalized
hybridization signal deviations from the mean profile §1,,, - see Fig. 6.4B. Boxes
indicate the interquartile range (from the 25th to 75th percentile) containing 50% of
the data. Whiskers extend to a maximum value of 1.5 times the interquartile range
from the boxes ends. Values beyond are classified as outliers. If the notches of two
boxes do not overlap the medians values differ significantly with a 95 percent confi-
dence. Histograms of the hybridization signal distributions are shown in Fig. A.11.
The largest discrimination between PM and MM hybridization signals is observed
for those mismatches where C-G base pairs are affected by the mispaired base (i.e.
T-G, C-C, T-C, A-C, G-G). An exception is A-G. The positive tails of this and other
distributions seem to originate from stabilizing C-G base pairs next to the defect.

The boxplot representation of this data in Fig. 6.6 demaies$rthat MM-types affecting
C-G base pairs (i.e. £, CC, T-C and AG, GG, T-G) have consistently lower median
hybridization signal values than those MM-types affecting base pairs (AA, C-A, G-A
and CT, G-T, T-T). In other words, the MM discrimination is systematicaligreased for
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MM defects affecting @S base pairs.
This explains the obvious differences between the didiobs for the MMs AC/CA,
A-G/GA, T-C/CT and TG/G T that have also been observed by [Poz06]. Although the
mismatch typeX-Y andY-X could be thought to be equivalent (because the bases irvolve
are the same), they result in different PM/MM hybridizatgignal ratios, depending on
the type of PM-base pair (A or C.G) affected by the mismatch. For example, the impact
of the MM A.C affecting an AT base pair is (on average) smaller than the impact of the
MM C-A affecting a CG base pair. Therefore, the ratio of PM to MM hybridizatiogral
intensities (i.e. the mismatch discrimination) is larger the mismatch @\ than for the
mismatch AC :

Int/Inc < Icc/lca

This can also be seen in the individual MM defect profiles: &dixed sequence motif
we compared the impact of MMs affecting aGCbase pair (average hybridization signal
value calculated from the 3 MM probes - shown in Fig. 6.4B -haf torresponding defect
position) to the impact of MMs affecting a directly adjacén® base pair. The analysis
shown in Fig. 6.4C demonstrates that mismatches whichisuest G base pairs are sig-
nificantly more discriminating (MM hybridization signal aist 5 to 10% with respect to
the PM hybridization signal) than mismatches affecting igimgoring AT base pair. The
above results on DNA/DNA mismatches are in good agreemeht[Wic06].

Fig. 6.7 demonstrates that the defect-type related dewisdi/,,,, from the mean MM pro-
files are correlated with the predicted Gibbs free enerdigminces) AGs, between the
MM and the PM duplexés The hybridization signal intensity is (with several exeep
tions) gradually decreasing with increasidG5,. Thus, the experimentally observed
MM discrimination on DNA microarrays is correlated with tfree energy difference be-
tween MM and PM duplexes (calculated from nearest-neiglite@ energy parameters
[San98; All97]). A similar result has been reported in [VW6¢0

The large discriminations for A, T-G and in particular G5 mismatches (as shown in
Fig. 6.7) are not in agreement with the above establishedioal In agreement with
our results Wicket al[Wic06] found A-A mismatches to be more destabilizing than ’pre-
dicted’ by 0AGS,. Pozhitkovet al. [P0z06], in agreement with our study, reportedsG
mismatches to be among the least stable MM defects.

OAGS; = AGS; i — AGS7 pyy Was determined from MM nearest neighbor thermodynamic param-
eters [All97] for a temperature of 37°C

However, in [Poz06] hybridization was performed with RNA targets (rather than DNA targets).
Differences between RNA/DNA and DNA/DNA hybridization are discussed in section 6.8.
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Figure 6.7: Correlation between MM-type-related impact on the hybridization signal
intensity (mean values of the experimentally determined distributions of hybridization
signal deviations 61,,, from Fig. 6.6) and predicted Gibbs free energy increments
0AG3; between MM and corresponding PM duplexes. dAGS3; was calculated from
mismatch NN-parameters [All97]. Error bars account for flanking base pair related
variation of 0AGS, (see Fig. 6.10). The experimentally measured MM discrimination
for G-G, A-A and T-G is larger than predicted by the nearest-neighbor parameters.
The influence of flanking base pairs (on both sides of the MM base pair) is considered

in Fig. 6.11B.
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6.6.2 Discussion

We observed that single-base MMs introduced at the site ofGaliase pair result in a
larger decrease of the hybridization signal (with respedhe PM hybridization signal)
than MM defects affecting A' base pairs. The same applies for single base deletions (see
Figs. 6.19 and 6.20). These experimental results, in aaoocawith nearest-neighbor ther-
modynamic parameters for Watson-Crick base pairs [Sam@dijly reflect the increased
base stacking and hydrogen bonding interactions-&f kkase pairs. The effect largely de-
termines the impact (i.e. the discrimination) of the difier MM typesX-Y with respect

to the perfect match hybridization signal of DNA/DNA dupésx Our results for MMs
in DNA/DNA duplexes (with the exception of the MM base paiG; which is the most
destabilizing MM in our study) are in good agreement with k\&t al. [Wic06].

Differences between mismatch typed andY-X (a similar observation has been reported
by [Poz06] for RNA/DNA hybrid duplexes) originate from th@mmalization with the
corresponding PM hybridization signals. Again, the reasothat defects substituting
the more stable G base pairs are more discriminating than defects affedifigbase
pairs. Remarkably, this increased discrimination has meenbobserved for RNA/DNA
[Sug00; Poz06] and RNA/RNA [Sch06] hybridization (disaossbelow).

Comparison of our experimental results to previous work

This section discusses our experimental results in theegbwtf previous work. Main
differences between the various studies discussed in togfog are:

¢ hybridization on the microarray surface or in solution-pda
e hybridization of DNA/DNA, RNA/DNA or RNA/RNA duplexes
¢ lengths of the probe and target sequences (e.g. oligorntid#spPCR products)

We emphasize the very good agreement between our MM syabitiier (Fig. 6.8e) and
that of Wicket al. [Wic06] (see Fig. 6.8d). The only major difference is seartifie MM-
pair GG, which is the least stable in our study. In contrast Wick 8adimoto [Sug00]
found GG to be relatively stable. Interestingly, Pozhitkeval. [P0z06] in accordance
with our results report & to be among the least stable MMs.

Wick et al. investigated the impact of single base MMs on the hybrithrasignal of
DNA/DNA duplexes (Wick -Fig. 5a log,(PM/MM) values). The microarrays with 18-
20mer probes were fabricat@usitu by Xeotron (Houston, TX). Targets (PCR-products)
were internally labeled with aminoallyl-dUTP. The hybgadtion was performed with a
buffer consisting of & SSPE, 25% formamide.

Tautz and coworkers [Poz06] performed a similar microastaygly with 20mer oligonu-
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a) Solution hybridization DNA/RNA (Sugimotet al. 2000)
TIG>>GU=GIG>GA=AG=CA>AA=TU=CU>A Q=T

b) Microarray hybridization DNA/RNA (Pozhitkost al. 2006)
TIG=TW=TIC>GU=AC=CIC=CU=AIA=AIG>CB>GIG=GIA

c) Gene silencing RNA/RNA (Schwaet al.  2006)
Silencing efficiency depends on the single base mismatch between
the mRNA and siRNA sequences

CIA>UG=CU>UU>AC=GU~CIG2UG>GIA=GIG2AIA>AG

d) Microarray hybridization DNA/DNA (Wiclet al. 2006)
GO=GIA>TO>GG>TB2AG=COT=AB>CB=A[C=CA=TA

e) Microarray hybridization DNA/DNA (this study)
GA>STO=GIM>AG=CT=CIA>AA=TG=CIG=TIG>AG>GG

Figure 6.8: Stability orders of MM-types X-Y for hybridization in solution (a)
and on microarrays (b,d,e). In the microarray experiments (b,d and e¢) MM binding
affinities have been normalized with the corresponding PM binding affinity, whereas
the orders a) and c) reflect the absolute impact of the MM pairs on duplex binding
affinity. Here (in series b,d and e) the probe base X is on the left and the target base
Y is on the right. The efficiency of mRNA silencing (RNAi) (¢) is determined by
the stability of A-form RNA/RNA duplexes between the RISC-bound guide strand
and the complementary mRNA [Sch06]. The left base X is part of the guide strand
(position 10) and the right base Y is part of the mRNA. Apart from the base pair
X-Y the mRNA and siRNA sequences remained fixed. In (a) to (¢) purine bases are
highlighted in blue. In (d) and (e) mismatches with respect to a perfect matching
C-G base pair are highlighted in red. The MM stability order in (d) was extracted
from the plot of loga(PM/MM) hybridization signal values in Fig. 5a in [Wic06].
Further details on the individual stability orders are provided in the text.

cleotide microarrays fabricated by light-direct@dsitu synthesis with the Geniom Ofie
instrument (Febit GmbH, Heidelberg). Similar as in our gttltey analyzed normalized
hybridization signal intensities. The order of mismatabgtties in [Poz06] (see Fig. 6.8b)
indicates that purine-purine MMs (i.e.-@, G-A and GG) result in larger duplex destabi-
lization than pyrimidine-pyrimidine pairs. According tB¢z06] the steric clash between
the large double-ringed purine bases may cause an unfaealistortion of the helix ge-
ometry, and thus result in increased duplex destabilimatio

An important difference between the experiments desciibb@@oz06] and our hybridiza-
tion experiments is the use of RNA targets. Therefore thalt®sn [Poz06] refer to
RNA/DNA hybridization rather than to DNA/DNA hybridizatio

Remarkably, we found no significant correlation betweenNté stability orders ob-
tained from our DNA/DNA hybridization experiments (see Fi§.8e) and that reported
for RNA/DNA hybridization in [Poz06]. An interesting quési is whether the differences
originate from different duplex structures - the B-formikeh our DNA/DNA study and
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the A-form helix for the RNA/DNA duplexes in [Poz06].

Further differences withespectto our study: The cRNA transcripts originating from ribo-
somal RNA are significantly longer than the oligonucleotalgets employed in our study.
In [P0z06] targets were labeled internally with Alexa Fhatd TP - different from the Cy3
fluorescent end-labels used in our experiments. Hybridizatas performed in §SSC
buffer. After hybridization the microarrays were washedamove unbound target strands,
whereas in our study the hybridization signal was acquirbidlethe microarray was still
immersed in the hybridization buffer.

A further study on the impact of MM stabilities in RNA/DNA dlgxes, in solution rather
than on a microarray surface, has been published by Sugirioab. [Sug00]. Pozhitkov
et al. point out significant differences between their results #redresults of Sugimoto
et al (Fig. 6.8a): In particular the destabilizing effect of jmetpurine MMs described in
[Poz06] is not observed by Sugimatbal..

The reported discrepancies between stability orders fragingoto (Fig. 6.8a) and Tautz
[Poz06] could be interpreted that there are significanediffices between hybridization
in solution and on the microarray surface. However, theilhabrder in [Sug00] refers
to AGj3; values of mismatched trinucleotide duplexes (i.e. to aliedgdtability param-
eters) whereas [P0z06; Wic06] and our study employ for eadlvidual MM type the
corresponding PM binding affinity as a reference level. €f@e the comparability of the
RNA/DNA stability order in [Sug00] with the other studiesdussed (our study, [Wic06]
and [Poz06]) is somewhat limited.

Recent work on the impact of single base MMs in RNA-intemeebased gene silencing
experiments [Sch06] is very interesting in the context afgiudy, since here the sequence
recognition is based on base-pairing betweergthide stranda single RNA strand which
is bound to thRISCcomplex) and a complementary mRNA.

Like nucleic acid hybridization RNA-interference (RNAB highly specific and can dis-
criminate single base mutations. This is particularlyiesting since several genetic dis-
orders have been identified in which a point mutation affectly one allele of a gene,
whereas the other (wild-type) allele is fully functionalisBase is caused by toxic prop-
erties of mutated protein products. Allele-specific gemensing of the mutated gene is
currently being investigated as a promising approach foegeerapy of dominantly inher-
ited diseases (e.g. forms of Alzheimer’s disease, Parkiashsease, amyotrophic lateral
sclerosis and Huntington’s disease [RLOG6]).

For an application as a potential gene therapy it is impottaonderstand how the guide
strand has to be selected so that the mutant allele is sdendereas the wild-type allele
of the gene remains functional. Schwatzal. (see table 5bin [Sch06]) have shown that
among all MM-types incorporated at position 10 of the guitlarel (except for the point-
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mutations the sequence of the guide strand was preservedefuurine MMs resulted
in the least silencing of gene activity, wherea$sUJUC U and UU mismatches resulted in
a very efficient gene silencing (see Fig. 6.8c)A favored model is that purine-purine
mismatches disrupt RISC activity by preventing the formatdf a conventional A-form
helix between the guide strand and the target mRNA, a stralatequirement for RISC-
mediated cleavage” [RLO6]. Interestingly, the reportedued stability of purine-purine
mismatches is in good agreement with the findings of Pozhigtal. However, the in-
ferred RNA/RNA MM stability order in Fig. 6.8c, like that imi{Sug00], is not normalized
with respect to the corresponding PM stabilities, but nate#lects the absolute impact of
the MM base pairs in a given duplex sequence.

Differences between MM discrimination in DNA/DNA hybrididon and RNA/DNA hy-
bridization are not surprising since DNA/DNA duplexes (anthe experimental condi-
tions employed) occur as B-form helices, whereas RNA/DNA BINA/RNA duplexes
commonly occur as A-form helices (see Fig. 2.5).

The apparent discrepancy between the stability ordersaistiidies discussed above (see
Fig. 6.8) motivated a systematic comparison of single bagkdidcrimination in DNA/DNA
and RNA/DNA duplexes (see section 6.8).

6.7 Influence of Flanking Base Pairs on Single Base
Mismatch Binding Affinities in DNA /DNA Mi-

croarray Hybridization

Due to stacking interactions the destabilizing impact oismatch defect not only depends
on the MM base paiX -Y, but also on the flanking Watson-Crick base paird andB-B
on both sides of the defect. [Alk82; Sug86].

5 —-AYB -3
33 -—AXB-5

For a systematic study of the next-nearest-neighbor inflei¢ine mismatch hybridization
signal data was categorized not only according to the thenatish type (as discussed in
section 6.6), but also according to the flanking base paiett sides of the mismatched
base pair.

[Sch06]:  "Mismatches to be well accommodated in an A-form RNA/RNA helix (pyrimi-
dine:pyrimidine, pyrimidine:purine, or purine:pyrimidine) displayed intermediate levels of discrimi-
nation, whereas purine:purine mismatches, expected either to destabilize the helix or to promote a
stable, but nonhelical, conformation, silenced the reporter least.”
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There are 16 neighborhood classes (combinations-of and B - B) for each of the 12
mismatch types-Y'.
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Figure 6.9: Distribution of the median hybridization signal values (deviation from
the moving average profiles) of the various MM neighborhoods classes (see legend) as
shown in Figs. A.12 - A.22. Red symbols denote C-G neighbors only, blue symbols
denote A-T neighbors only. Green symbols correspond to mixed neighbors. The max-
imum value of about 1.3 a.u. for A-G MMs (green up-pointing triangle) is probably
an outlier (only a single measurement was available for that particular MM class),
whereas the value of 0.74 (red star) is based on 10 measurements. The significance
of individual data points (which can be affected by lack of experimental data) can be
evaluated from the corresponding histograms in Figs. A.12 - A.22.

Splitting of the experimental data into 192 subsets (ses.F412 - A.22) results in a
relatively small statistical base for the individual MM stes {large statistical errors and
sequence dependent bias). The significance of individualmtants can be evaluated from
the corresponding histograms in Figs. A.12 - A.22.

The median values of the neighborhood-dependent MM hyaiitin signal distributions
are shown in Fig. 6.9. To investigate if the experimentalhgerved influence of flank-

9 normalized hybridization signals, positional influence eliminated
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Figure 6.10: Influence of flanking base pairs on MM duplex stability. (A) Gibbs free
energies AGS, of mismatched and perfect-matching DNA /DNA trinucleotide duplexes
were calculated from MM nearest-neighbor parameters [All97]. C-G flanking base
pairs (red markers) are consistently stabilizing, whereas A-T flanking base pairs (blue
markers) have a destabilizing influence. (B) Gibbs free energy increments JAGS,
between MM and corresponding PM duplexes. In the two-state nearest-neighbor
model the discrimination between single base MM and PM duplexes only depends on
the identity of the affected trinucleotide sequence (MM base pair and flanking base
pairs). 0AGS; does not depend on the rest of the duplex sequence or on the position
of the defect (unless the defect is located at a terminal position).

130



Influence of Flanking Base Pairs

: i 5-AYA-3'

A Flanking v Shas
Base Pairs  s-avcs
3-TXG-5'

5-AYG-3'

3.TXC-5'

1F o SAYTE
3-TXA-5'

5'-CYA-3'

* 3-GXT-5'
x 5-CYC-3'
3-GXG-5'
5-CYG-3'
o A 3-GXC-5'
5-CYT-3'
& o 3'-GXA-5'
5-GYA-3'
3-CXT-5'
X0 4 « O 5-GYC-3'

o
3
T

X
S

<O
& oo
*
*

Hybridization signal (a.u.)
o
*
g
*

1t Mismatch AA
Base Pair CA

. ’ ¢+ GA
S ¢ AC

* CC
TC
+ AG
. e o F * * GG
* % * A TG

o
&)
T
-~

Hybridization signal (a.u.)
o
n
-
n
n
b
+
*

oA A s CT
4 *
‘+ : p + ‘vi *4 * n GT
¥
05+ e ° 4 . ¢ 0 . TT

3 4
4] AG37 (kcal/mol)

Figure 6.11: Comparison of MM hybridization signals (normalized with respect to PM hy-
bridization signals - thus representing a measure for MM discrimination) with predicted Gibbs
free energy increments 0AGS,. Hybridization signals (as shown in Fig. 6.9) are categorized
according to MM base pair type and according to flanking base pairs. Each data point repre-
sents the median value of a distribution of hybridization signals (in detail shown in Figs. A.12
to A.22). We observe a significant correlation between the MM hybridization signal and the
predicted Gibbs free energy increment 6AGS,. Part (A) highlights the influence of flanking
base pairs on MM discrimination. Flanking A-T base pairs on both sides of the defect (blue
symbols) result (on average) in smaller hybridization signals than C-G-only (red symbols) or
mixed flanking base pairs (green symbols). However, the influence of flanking base pairs is
little consistent compared with the influence of the MM base pair type, which is highlighted
in (B): The discrimination of G-G, A-A and T-G mismatches is larger than predicted by MM
nearest-neighbor parameters from [Al197] and larger than in a similar experiment in [Wic06].
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ing base pairs on binding affinities is in agreement with MMrnest-neighbor parameters
[All97], we compared our experimental data (Fig. 6.9) todiceed free energy increments
between MM and PM duplexes (Fig. 6.10): The MM nearest-risglparameters from
[AlI97] predict a stabilizing influence of G flanking base pairs. Fig. 6.10A shows a
consistently increased stability of those duplexes wité @ext nearest neighbors only,
whereas a systematically decreased stability is seen fdexes with AT nearest neigh-
bors only. For the predicted differenéAGs, between PM and MM free energies - which
is expected to be reflected in the experimentally determiifiglddiscrimination - this con-
sistency is somewhat reduced (see Fig. 6.10B). The conmpaoBi AGS, with experi-
mentally determined hybridization signals in Fig. 6.11Aftons a significant influence
of flanking base pairs. On average, flanking Adase pairs result in smaller hybridization
signals than & or mixed flanking base pairs. However, the influence of the-bHde
pairsX - Y on the MM binding affinity (see Fig. 6.11B) is distinctly marensistent than
the influence of flanking base pair types. A larger scale tnyason of flanking base pair
influence (based on a much larger set of oligonucleotidestagguences/probe sequence
motifs) would be necessary to increase the statisticalfsignce of the above results.

6.8 Mismatch Discrimination in DNA/DNA and
RNA /DNA Duplexes - a Direct Comparison

To investigate if the above results from DNA/DNA hybridimat also apply to hybridiza-
tion of RNA/DNA duplexes we performed a direct comparisotwsen DNA/DNA hy-
bridization and RNA/DNA hybridization (employing DNA tagts and equivalent RNA
target sequences - see Tab. 6.1 ) on the same microarray.

6.8.1 Outline of the Experiment

The experiment is basically identical with the experimedgscribed in section 6.6. Hy-
bridization assays are conducted with fluorescently l@bBA targets and corresponding
RNA target sequences (Table 6.1). To avoid fabricatioateel variation of the hybridiza-
tion signals the DNA and RNA hybridization assays were penfx on the same chip, first
with RNA target oligonucleotides and - after regeneratibthe microarray with NaOH
(selective degradation of RNA targets) - with the corresjpog DNA targets.

Three different microarrays were fabricated, each onedsiog on one particular target
sequence@OM, PET andLBE). The individual microarrays comprise single base MM
and insertion probes£single base bulges) for 6 different probe sequence motitb(pg
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different 16 to 20mer subsequences of the target sequence).

Two replicates of each feature block provide a test for thpraducibility of the mea-
surement. The subsets of data obtained from the individueloarrays were analyzed
independently to check the consistency of the observedtseapart from small sequence-
related biases the three microarrays provided basicalgdéime results. Hybridization was
performed with 1 nM target solutions inSSPE (0.01% Tween-2¥). Hybridization
temperatures were 30 for PET andLBE and 40C for COM (for the target sequence
COM the temperature had to be increased ta(4@ince local depletion led to inhomoge-
neous hybridization - see section 8.5).

6.8.2 Results

The influence of the defect position is very similar for the ARNA and the RNA/DNA
binding affinities (see Fig. A.1). However, there are smialbugh reproducible differ-
ences, as the comparison between replicate feature bleekd-(gs. A.2 - A.7) shows. For
single base bulges no defect type specific differences leetR&A/DNA and DNA/DNA
hybridization were found.

We observed that under equivalent hybridization cond#ithre hybridization signal from
RNA targets is on average about 1.3 times brighter than thtteocorresponding DNA
targets. This is anticipated: RNA targets have a slightigda binding affinity than DNA
targets since stacking interactions are stronger in A-fBNA/RNA and RNA/DNA du-
plexes than in B-DNA duplexés.

Differences between MM stabilities in DNA/DNA and RNA/DNA du-

plexes

The MM discrimination in RNA/DNA duplexes (Fig. 6.12B) is njesimilar to that in
DNA/DNA duplexes (Fig. 6.12A). However, a closer look relgesystematic differences
between DNA/DNA and RNA/DNA hybridization. A statisticahalysis (Figs. 6.12 and
6.14) revealed that purine-purine MMs are less stable in RN duplexes (Fig. 6.14c)
than in DNA/DNA duplexes (Fig. 6.14b). Three independemeziments (performed on
different microarrays and with different probe/targetssuces) provided the same trends.
The decrease of purine-purine MM stabilities becomes alsvio the ranking order of
differences between RNA/DNA and DNA/DNA MM stabilities @i 6.14d). The largest
differences between RNA/DNA and DNA/DNA MMs are observedtfee MM-types GA
and AG (which are more stable in DNA/DNA duplexes) and, with reeel sign, for the
MM-type T-G, which is significantly more stable in RNA/DNA duplexes.

10Binding affinities: RNA/RNA > RNA/DNA > DNA/DNA
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Figure 6.12: Comparison of DNA/DNA and RNA/DNA mismatch hybridization
signals - statistical analysis. (A) MM-type related influence in DNA/DNA oligonu-
cleotide duplexes. The positional influence was eliminated by subtraction of the
moving average MM profile. Subsequent normalization was performed by division
through the mean hybridization signal of the particular MM profile. (B) MM-type
related influence in RNA /DNA oligonucleotide duplexes.
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Differences between MM hybridzation signals
of RNA/DNA and DNA/DNA duplexes
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Figure 6.13: Differences between RNA/DNA and DNA/DNA MM binding affinities.
Largest differences between RNA/DNA and DNA /DNA have been found for the MM-
types T-G, G-A and A-G.

6.8.3 Discussion

Our investigation on the impact of MM-types in DNA/DNA oligacleotide duplexes re-
vealed that single base mismatches substituti@liase pairs are more destabilizing than
mismatches substituting-A base pairs.

However, this seemingly plausible result (shown in Fig.) @séhot in general agreement
with previous work [Sug00; Wic06; Poz06; Sch06] on the infices of the MM type on
binding affinities.

Our direct comparison ("direct” in the sense of using the sgrobe sequences on the
same microarray) between DNA/DNA and RNA/DNA hybridization microarrays re-
veals - for RNA/DNA duplexes - an increased destabilizatibpurine-purine mismatches,
with respect to other MM types. However, we did not obsenehsa distinct impact of
purine-purine MMs as reported in [Poz06] and [Sch06]. Reattine MM stability order was
very similar to that for DNA/DNA hybridization.

From MM stability orders in Figs. 6.14c and 6.14b (and Fi@ef we infer that the stability
of MMs in RNA/DNA duplexes is determined by two factors:

¢ In RNA/DNA duplexes purine-purine MMs tend to be more detiitahg (with respect
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a) DNA/DNA hybridization (large data set)
GA>TO=2CO>AGXTNLAAATGCLXOCTCAOCHG

b) DNA/DNA hybridization (small data set for direct
comparison with RNA/DNA hybridization)

GASTO>AGLCTHLCTAAXCAACTIGI AL A BG

¢) RNA/DNA hybridization (small data set - equivalent
to the DNA/DNA dataset in b)

TUWGASTGGUCUCA=COARAACAG I CSG

d) Difference between RNA/DNA and DNA/RNA
hybridization signals. Uracil is treated as thymine.
(TG to GT positive; AC to GA negative)

TIG>CIACIC2TO>CO=GI>AC=TIC2AA=GIG>A[G SA

Figure 6.14: Ranking orders of DNA/DNA MM stabilities in comparison with that
of RNA/DNA MMs. (a) For comparison the DNA/DNA MM stability order from
an independent experiment (Fig. 6.8) is shown here again. (b) As anticipated the
ranking order for DNA/DNA MMs obtained from the smaller data set which is used
for the direct comparison between DNA/DNA and RNA/DNA hybridization (Fig.
6.12A) is very similar. The ranking order for RNA/DNA mismatch stabilities (c)
(extracted from Fig. 6.12B) reveals significant differences with respect to (b). In part
(d) MM-types are ordered according to the hybridization signal differences between
RNA/DNA and DNA/DNA MMs (extracted from Fig. 6.12 A and B). Purine bases
are highlighted in blue.

to other MM-types) than purine-purine MMs in DNA/DNA dupkex

e The influence of the "affected base pair” - the base pair whahbeen substituted by
the MM base pair - is the other factor that determines the anplthe MM type. In the
experiments the PM hybridization signal is used as a reéergalue for the reduction
of the hybridization signal due the MM defect. In agreemeiti {Wic06] we observed
that MMs affecting GG base pairs are more discriminating than MMs affectin@ A
base pairs.

In the order of RNA/DNA mismatch stabilities (Fig. 6.14ckthatter effect is superim-
posed by the destabilizing effect of purine-purine MMs, vdas in DNA/DNA duplexes
(Fig. 6.14b - our results - in agreement with [Wic06] - see. Bi@d) an increased destabi-
lization of purine-purine MMs is not observed.

An explanation for the observed differences between DNAACGNd RNA/DNA binding
affinities is, that purine-purine MMs cause larger steriecdnance in the A-form hybrid
duplexes than in the B-form DNA/DNA duplexes.

In this study, like in [P0z02], a destabilizing impact of pua-purine MMs was observed
in RNA/DNA hybridization. However, we found only a slightigcreased destabilization
with respect to the corresponding purine-purine MMs in DRNA duplexes, whereas
[P0z02] and [Sch06] reported that purine-purine MMs - incdibie terms - are the most
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discriminating MMs with respect to other MM-typés.Further studies will be necessary
to resolve the remaining discrepancy.

A more detailed future investigation of MM stabilities shaalso focus on the influence of
the flanking base pairs. This, however, will require a sigaiiily larger database of MM

hybridization signals.

6.9 Single Base Bulge Defects

Single base insertions and deletions, owing to a surplusitggh base in one of the two
strands, result in bulged duplexes, which like MM duplexagha reduced binding affinity.
In duplexes with single base insertion probes the bulgeéd makcated on the surface-
bound probe strand, whereas in duplexes with single baséi@eprobes the bulged base
is located on the target strand.

The positional dependence of the insertion intensity @efFigure 6.15A) is very similar
to the mismatch intensity profile in Figure 6.4, though traividual insertion profiles (for
example the profile of C-insertions - green circles in FighrEs) show large deviations
from the (moving average) mean profile.

Hybridization signals can be significantly increased owar br more consecutive defect
positions. In particular, base insertions next to idehtigses Group 1l bulges[Zhu99])
result in systematically increased binding affinities - a@mparison to insertions of non-
identical basesGroup | bulge$. In the notation of Zhet al. [Zhu99] bulged bases without
an identical neighboring base (Fig. 2.17A) are defineGemip | bulgeswhereas bulges
with at least one identical neighboring base (Fig. 2.17B)raferred to a&roup Il bulges
Increased stability of duplexes witBroup II bulgesin solution-phase experiments has
been described by Ket al. [Ke95]. Fig. 6.15C demonstrates the systematically irezda
binding affinity of Group Il bulgesn DNA microarray hybridization.

6.9.1 Statistical Analysis

The observed stabilization @roup Il bulgeqin comparison t@roup | bulge$in our mi-
croarray experiments is surprisingly large (see discadsaéow): Group Il bulgedocated
near the center of 16mer probes often show hybridizatiomedsgwith a similar intensity
as the corresponding PM probe, wher€asup | bulgesat the same defect position have a
significantly smaller binding affinity, with a similar levak single base MMs at the corre-

1 These studies, however, investigated only DNA /RNA hybridization and RNA/RNA hybrids (RNAi:
A-form helix between the guide strand and the target mRNA), respectively. No comparison with
DNA/DNA hybridization was made.
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Figure 6.15: (A) Single base insertion defect profile (hybridization sig-

nal plotted versus the insertion base position) of the probe sequence motif 3’-
CACGTCGTCTCCCCTCACCTTAAG-5" (complementary to the target URA).
Symbols correspond to insertion bases (A red crosses; C green circles; G blue stars;
T cyan triangles). The mean profile (black line), obtained from the moving average
(including all 4 insertion types) over positions p — 2 to p+ 2 describes the defect posi-
tional influence. (B) and (C) Positional influence is eliminated by subtraction of the
mean profile. Elevated intensities are observed for Group II bulges - see text - (e.g.
C insertions at positions 11 to 15, 6 to 7 and 18 to 20 or G insertions at positions 4
to 5 and 7 to 8). A very distinct increase of the hybridization signal is observed for C
insertions into the C-rich subsequence TCCCCT. Group II bulges (red markers) have
significantly higher intensities compared to Group I bulges (blue markers). Further
examples are shown in Figs. A.8 - A.10.

sponding defect position (see Fig. 6.19).

A statistical analysis with a dataset (Fig. 6.16) compgdigbridization signal data from
1000 different 20-25mer probes proves the general valioitthe above observations:
Group Il hybridization signals are significantly increased withpess to Group | hy-
bridization signals. The median normalized hybridizatsagnals ofGroup | insertions
do not significantly vary with the type of the bulged base. Tdrgest difference@l;,,;,.
betweerGroup | andGroup Il hybridization signals is observed for G-insertiof,,; . is
smallest for T-insertions.

A similar experiment performed with 16mer probes (resuitbe statistical analysis shown
in Fig. 6.20) shows some differences with respect to Fig6:6ld the 16mer experiment
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Figure 6.16: Box-whisker plots show the hybridization signal deviations (from the
mean profile) for the different insertion base types, which are differentiated according
to affiliation to bulge Group I/II. The statistical analysis includes about 1000 nor-
malized hybridization signals from 12 different 20 to 25mer probe sequence motifs.

(Fig. 6.20) hybridization signals dbroup | adenine-insertions are significantly reduced
compared to otheBroup | insertion types. The largest differenég,,;,. betweerGroup |
andGroup Il hybridization signals is observed for A- and G-insertiong,f,. up to 35%

of the PM hybridization signal), whereas a significantly 8eva /.. is observed for C-
insertions {1, ~ 8% of the PM value) and T-insertionsl{,,;,. ~ 3% of the PM value).
The larger variation between different insertion typesim B.20 may be explained by the
larger relative impact of the defect (owing to the shortguldu lengths).

Group Il bulgesoriginating from single base deletions in the microarrayber sequences
display increased binding affinities as well (Fig. 6.19,ng@a dashed line). However, the
0Iyu4e for Group Il bulgesoriginating from single base deletions - unexpectedly -iss d
tinctly smaller than for single base insertions. Dedetion defect profilesre largely within
the hybridization signal range spanned by the single basmaich defects.
Systematically increased hybridization signals (withpeeg to the averaged hybridization
signal level from other defect types at the same positiong ladso been observed for cer-
tain Group | bulges For guanine-insertions next to thymine bases (e.g. in@&itP at base
position 15) we found significantly increased hybridizatgignals. It seems that the inser-
tion of G next to a T, similar like the insertion of a T next tooéimer T Group Il bulge,
results in an increased binding affinity in comparison teeotBroup | bulges.

We further investigated the degree of correlation of bigdiffinities between probes with
different insertion basex andY (Fig. 6.17). A distinct correlation appears between the
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hybridization signals of probes with T- and G-insertions] also, though less distinct, be-
tween A- and C-insertions. In contrast to that, our resthitsssan anti-correlation between
G- and A-insertions.
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Figure 6.17: Histograms of hybridization signal differences IX-IY (X and Y denote
the different insertion bases in otherwise identical probe sequences) reveal correlations
between the hybridization signals of different insertion types. To exclude the impact
of systematically increased intensities of Group II insertions only Group I insertions
are regarded here. Between T- and G-insertions (and between C- and A-insertions) a
correlation, as indicated by a narrow distribution with a pronounced peak near zero,
is observed. The broad distribution of hybridization signals differences between G
and A insertions doesn’t show a distinct peak, indicating that there is no correlation
but rather an anti-correlation for insertions of A and G.

6.9.2 Discussion

We observe significantly increased hybridization signéksmgle-base insertion defects in
which the insertion base is placed next to a like-base. Ttreased stability oGroup 1l
bulges in comparison witGroup | bulges has been investigated previously, however, in so-
lution rather than on microarrays, by [Ke95; Zhu99; ZnoGjcording to Ke and Wartell

140



Single Base Bulge Defects

[Ke95] the increased stability @roup Il bulges originates from positional degeneracy of
the extra unpaired base. Additional conformational freedentailing higher entropy, re-
sults in lowered duplex free energy. According to Atwal. [Zhu99] position degeneracy
accounts for an average stabilization-e®.3 to —0.4 kcal/mol (in agreement with the
theoretical estimate [Zhu99] 6fR- T In 2=— 0.43 kcal/mol at 37C) for a two position
degeneracy.

Znoskoet al. [Zno02] reportedsroup Il duplexes to be on averagAG*” = —0.8 kcal/mol
more stable thaGroup | duplexes. The latter value matches our observation of fsigni
cantly increased binding affinities of Group Il bulges betsence theGroup Il hybridiza-
tion signals observed were often close to the perfect matbhdization signal.

Our investigation shows that (on the microarray) the déffee betweerGroup | and
Group Il binding affinitiesd ;. (inferred from the hybridization signd]) is distinctly
larger than the defect-type related variation of bindifgafesd/,,,, (see Fig. 6.20).
However, free energy increments betw&mwoup | andGroup Il bulgespreviously reported
(OAGH,,.=—0.3 10 —0.4 kcal/mol [Zhu99];0AG}T, . = — 0.8 kcal/mol [Zno02]) are sig-
nificantly smaller than the variation of the nearest neigtthuplex free energies within the
mismatch defect profiles investigated in our experimentse MM duplex free energies
in a MM defect profile (calculated with MM nearest neighborgraeters of Allawiet al.
[All97]) vary within a range of -0AG37,, ~ 4 kcal/mol. The standard deviation - with
respect to the mean MM free energy - is about 1 kcal/mol.

Thus, there is a discrepancy between our experimentaksesuDNA microarrays (where
8 lpuige > 01prar) @nd the previous estimates@hG}Y, , sincedAG;!, < JAG37,,. One

bulge? bulge

would rather expedfAG},, > 0AGY],,. Therefore, in the context of our experimental

results, a value ofAG}, . ~ -0.4 kcal/mol appears to be too small. This indicates thet th
model ofGroup Il bulgestabilization by entropy increase due to positional entopy be
incomplete.

For explanation of the surprisingly large binding affinityroup Il duplexes we postu-
late the following mechanism (illustrated in Fig. 6.18) &®n a molecular zipper model
[Gib59; Kit69] of the oligonucleotide duplex:

The surplus (bulged) base acts as a kinetic barrier, irgéng the rapid zipping (consec-
utive base pairing) of the duplex. The frameshift betweendbmplementary sequences,
owing to the unpaired nucleotide prevents hybridizatiopdnel the defect and results in
a partially zipped, and correspondingly weakly-bound,lexip Duplex closure can only
progress if the interfering surplus base is giving way (e€opts a favorable looped-out
or stacked conformation), thus allowing the subsequerd ttaform a Watson-Crick base
pair with the corresponding complementary base in the tastgand. From this point

on, the zipping can progress rapidly. Compared to Watsack@earest-neighbor pairs, a
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A Group | base bulge B Group Il base bulge

GCATCTGGACAAGTCAGGTC GCATCTGGACAAGTCAGGTC
CGTAGACCTG o= zZipping CGTAGACCTGTTT—> zipping

ACA u (&)

CCA G @ CGA IS
GCATCTGGACAAGTCAGGTC GCATCTGGACAAGTCAGGTC
CGTAGACCTGTT. CGTAGACCTGTT

ACAGTC “egey,
frameshift Qe frameshift CC"ZJG
= zipping blocked * zipping blocked

GCATCTGGACAAGTCAGGTC GCATCTGGACAAGTCAGGTC

CGTAGACCTGTQT part|a] . CGTAGACCTGTTCAGTCCAG
CAGTunzmplng T
@ CCAG Any of the degenerate T's in

bulged conformation
= rapid zipping of the duplex

GCATCTGGACAAGTCAGGTC

CGTAGACCTGTTCAGTCCAG

A

A'in bulged conformation
== rapid zipping of the duplex

Figure 6.18: Proposed mechanism for the increased binding affinity of Group II base
bulges: A) Destabilizing impact of Group I base bulges: The bulge originating from
the unpaired base ’A’, creates a frameshift of one nucleotide between the complemen-
tary probe and target sections, and thus acts like a barrier delaying the formation of
a stable duplex. The bulged A’ needs to adopt a favorable (e.g. looped out) con-
formation, so that the frameshift is compensated and the zipping of complementary
base pairs can continue. Unlike the Group I base bulge in A) the Group II base bulge
in B), originating from the insertion of the surplus base "T" next to another "T", is de-
generate. The zipping is interrupted at the defect site, which is located at the end of
the group of degenerate (identical) bases. As with Group I sequences, at the barrier
partial unzipping is likely to occur. However, since there is an increased probability
that any of the degenerate bases adopts a looped-out or stacked conformation, the
formation of a stable duplex is accelerated. Therefore, in duplexes with Group II in-
sertions the barrier which is trapping the duplex in a weakly bound partially zipped
state can be overcome faster, resulting in increased stability.

bulge defect, similar to a mismatch base pair, decreaseatibef zipping/unzipping-rates
k. /k_ of adjacent nearest neighbor pairs. The bulge increasehiffiex dissociation rate
and thus leads to a reduced duplex binding affinity. Gmup Il bulgeshek, /k_ ratio is
increased with respect t8roup | bulges The zipping is delayed at the defect site, which
is located at the end of the group of degenerate (identieag¢sr As inGroup | duplexes,
partial unzipping will occur at the barrier. However, thésen increased probability that
any of the degenerate bases make way (i.e. adopt a bulgercwtion) and allow the
subsequent base to form a base pair. Since the frameshdwisompensated, the rapid
zipping, resulting in a stabilized duplex, can continue.
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6.10 Comparison of Single Base Mismatches and

Single Base Bulges

A direct comparison o$ingle base mismatdmndsingle base bulgbkinding affinities (see
Figure 6.19) reveals that tliefect positional influends largely independent of the defect
type. The microarray design employed for this experimesis{@wn in Fig. 6.2B) com-
prises adjacent features for MMs and base bulges to enaldiesgt’ comparison” between
the two defect types in the same microarray experiment.

. 0.2 w
=
S
® 0.15+ *
) $
[72]
C
S 01f
O]
N \
©
S 0.05 2 'lg'c;v/
f *i? T4 +
-+ + * v+
+
O TTGACTTTCGTTITTCTG
2 4

6 8 10 12 14 16
Defect position

Figure 6.19: Position dependent impact of various single base defects on the hy-
bridization affinity for the probe sequence motif 3-TTGACTTTCGTTTCTG-5’ (hy-
bridized with the complementary target sequence BEI). The "defect profile” reveals
the very similar defect positional influence of single base mismatches, insertions and
deletions on duplex binding affinity. Symbols: MM probes with substituent bases A
(red crosses), C (green circles), G (blue stars), T (cyan triangles); moving average
of all MM intensities (black line); single base insertion probes (solid lines) with in-
sertion bases A (red), C (green), G (blue), T (cyan). Hybridization signals of single
base deletions (orange dashed line) are similar to that of MMs at the same posi-
tion. Perfectly matching (PM) probe replicates (grey symbols), represent a means of
quality control, indicating possible gradients on the microarray. Deviations of MM
hybridization signals from the mean profile are largely MM-type-specific. Increased
hybridization signals of particular insertion probes (in which the extra unpaired base
are has been inserted next to an identical base — Group II bulge [Zhu99]) are due to
positional degeneracy of the bulge defects.

A statistical analysis is shown in Fig. 6.20: Single baseilitisn probes provide (on aver-
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age) significantly larger hybridization signals than MM Ipes at the corresponding defect
position. This may be explained by the reduced number ofibghdase pairs in the mis-
matched duplexes (which have one binding base pair lessiiead®M duplex, whereas a
single base insertion leaves the number of binding base pathanged) and by the sig-
nificantly increased hybridization signals of Group Il irigms.

Hybridization signals of MMs replacing’ G base pairg are about 25% smaller (in the
median) than those of MMs 'replacing’-A base pairs. Similarly, single base deletions
affecting CG base pairs result in about 30% smaller hybridization dgytiean deletions
affecting AT base pairs. This can also directly be observed in the delgtiofile in Fig-
ure 6.19 (orange dashed line), where the local variatiops énd downs) of the profile
curve correlate with deletions affecting eitherTAor C-G base pairs. No similar effect
is observed for single base insertions because no bindisg ar is "destroyed” by the
insertion of an extra nucleotide.

12The perfect matching (PM) duplex has a C-G or G-C base pair at the corresponding position. In the
MM duplex the probe is mutated with respect to the PM probe, i.e. the perfect matching base, either
C or G, has been substituted by another base which is not complementary to the corresponding base
in the target sequence, thus creating a single base MM defect in the duplex (see Fig. 6.1).
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Figure 6.20: Comparison of normalized hybridization signals of different point mu-
tation types. To minimize positional influence the statistics include only defect posi-
tions 5 to 12, located in the center of the 16mer probes. The 1200 probe sequences
were derived from 17 probe sequence motifs. Hybridization signals are normalized
with respect to the corresponding perfect match hybridization signal intensities (thus
a value of 1 corresponds to the PM hybridization signal intensity). Defect categories:
mismatch M-X (X: substituent base); mismatches at A-T and C-G sites MQAT,
M@CG; single base deletion D; deletions at A-T and C-G sites DQAT, DQCG; single
base insertion I-XI/II (X: insertion base, I/II: Group I/Group II base bulge). Hy-
bridization signals from insertion probes (about 50% of the PM hybridization signal
for Group I; 65% for Group II - median values) are significantly higher than that
of MM probes (at about 30%). Mismatches at A-T sites result in about 25% larger
hybridization signals than MMs at C-G sites. Deletion probes have a median hy-
bridization signal that is slightly lower than the median MM hybridization signal.
Group I base bulges with the exception of I-Al (33%) have hybridization signals of
about 50% of the PM hybridization signal. Hybridization signals of Group II base
bulges are significantly higher (about 100% for A insertions, and only 5% for T inser-
tions) than that of the corresponding Group I bulges.
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6.11 Binding Affinities of Duplexes Containing Mul-
tiple Defects

A significant fraction of the microarray probes generatethanlight-directedn situ syn-
thesis process contains multiple point-defects (due &y dight, incomplete coupling and
incomplete photodeprotection). Hybridization experitsemnith microarray probes con-
taining multiple (deliberately introduced) defectsvere performed to investigate to which
extend these probes — depending on the number and distntmftdefects — contribute to
the hybridization signal.

Influence of the spatial distribution of two defects on oligonucleotide du-

plex binding affinities

I

Figure 6.21: (A) In the two-defect-experiment defects D; and Do at varying po-
sitions z and y divide the duplex into three subsequences of length L;. (B) The
probe set comprising all configurations of the two defects (in duplicate) is arranged
in a compact array. Feature positions (indices x and y) correspond to the defect
positions. Compare with experimental results in Figs. 6.22 and Fig. 6.24.

To investigate the influence of the spatial distribution efetts on the microarray, probe-
target binding affinities we designed probe sets comprigiitgvo-deletion mutations with
respect to the corresponding 20mer probe sequence motfstinsD; and D, (as shown
in Fig. 6.21A) were introduced at positiomsandy. The positions of the defects were in-
dependently varied from base positions 1 to 20, resultireg2@x 20 matrix (Figs. 6.21B
and 6.22) of 400 probes comprising all two-deletion prolmeduplicate (plus 20 single
base deletion probes - farandy coinciding).

To extract the influence of the two-defect configuration anhtiibridization signal averag-
ing was performed over a set of nine different 20mer motitsisTvas necessary to elim-
inate sequence specific bias (mainly composed of variab@nsg to increased/reduced

13 Defects were deliberately introduced into the sequence (with respect to the perfect matching probe
motif), in addition to the unavoidable random defects generated in situ synthesis process
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destabilization of defects affecting G/A-T base pairs).

Hybridization assays were performed unter standard higation conditions used in most
of the experiments (1 nM target solution ik SSPE, 0.01% Tween-29, hybridization
temperature T = 3@ to 40°C).

Multiple defect experiment

For probes containing more than two defects we applied &tital approach. Based
on a 20mer probe motif (complementary to the target seque&de we created sets of
randomly mutated probes, each containing containing gralit@ a fixed number (between
one and five) of single base deletions at random positions.

6.11.1 Results and Discussion
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Figure 6.22: Hybridization signals of 20mer probes (normalized with respect to
the maximum hybridization signal, which approximately corresponds to the PM hy-
bridization signal) with two single base deletion defects D; and Dy at varying positions
x and y (compare to Fig. 6.2D). Averaging over data sets obtained from 9 different
probe sequence motifs has been performed to eliminate nonpositional contributions
(e.g. differences resulting from deletions affecting either A-T or C-G base pairs) from
the hybridization signal. The resulting data set shows the influence of the defect
distribution on the hybridization signal. Defects at the probe 3’-end (base position 1)
affect the hybridization signal slightly less than defects at the 5’-end.

In two-deletion experiments we determined the hybridaratsignals of 20mer probes
with systematically varied configurations of two singlesealeletions: The binding affin-
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ity is largest when both defects are located close to the sarmdeor separate near both
ends (Fig. 6.22). Lowest hybridization intensities areesbsd for defect configurations
dividing the sequence into three roughly equally long sgbsaces. Closely spaced de-
fects (with a distance of less than 4 bases - located nearigigerthl of the plot) result
in increased hybridization signals approaching that ajlsihase deletions as the distance
between the defects is reduced.

The hybridization experiments with probes containing a/vey number of point-defects
(base deletions or mismatches) at randomly chosen pasitishow a broad distribution
of binding affinities (see Fig. 6.23B) depending on the nunael also on the spatial dis-
tribution of the defects.

Hybridization signals of multi-defect probes are desatibg the empirical relationship

f=a-> L'+b. (6.1)

L; denote the lengths of defect-free subsequencasdb are free parameters. To account
for the fact that longer subsequences contribute disptigmately more to the binding
affinity than shorter ones, the exponenis introduced. Effectively is putting a length
dependent weighting factor on the individual lengths

In Fig. 6.23A the hybridization signal intensities of theokaieletion experiment were plot-
ted versus the parameter f from equation (6.1). As showngn@23B equation (6.1) also
predicts hybridization signals for probes with a larger ivemof deletions.

However, the above considerations were purely empiricalth e zipper-model (see
chapter 7 ) we were able to model the experimentally obsebueding affinities on a
physical basis. The hybridization signal intensities (@4A) are approximately pro-
portional to the Gibbs free energies (Fig. 6.24B) deterohifiem the zipper-model (for
explanation see section 7.4).

The impact of multiple defects is not additive (as suggestethe nearest neighbor
model) but rather depends on the distribution of the defeBtobes with two or more
randomly introduced synthesis-defects can have a signifimading affinity if the defects
are located close to the duplex ends.

14 The particular probe sequences contain intentionally introduced single base defects. Defects with
respect to a common perfect matching probe sequence motif were introduced at randomly chosen
base positions.
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Figure 6.23: Fitting of the hybridization signals of multiple-defect probes. (A) Hy-
bridization signals obtained from the two-deletion experiment are plotted versus the
fitting parameter f = Y L1 (L;: length of defect-free subsequences - see Fig. 6.2C)
(two deletions: blue crosses; single deletion - for z and y coinciding: red circles).
(B) Similar experiment with a varying number of deletions (at randomly chosen po-
sitions) in the 20mer probe sequence motif 3-TAGTCACGGACACATGATCC-5'.
Marker types indicate the number of deletions: 1 red crosses; 2 green crosses; 3 blue
stars; 4 cyan squares; 5 black circles). Because only data from a single probe sequence
motif was available, non-positional (sequence-related) contributions couldn’t be elim-
inated, thus resulting in increased scattering of the hybridization signal intensities.

GA&

7 o= 2
R
N

(5]

@

I
N
o

=

[ - -1

GCGATATTACTGGACCTGAC D>
GCGATATTACTGGACCT

' 10

GCGATATTACTGGACCTGA. GCGATATTACTGGACCTGAC

Figure 6.24: Two-deletion experiment: Systematic variation of the positions of
two single base deletions in the probe sequence motif 3-GCGATATTACTGGACC-
TGAC-5". (A) Fluorescence micrograph of the hybridization signals. Feature ar-
rangement according to Fig. 6.21. (B) Corresponding binding affinities determined
with the zipper model (see section 7.3). The color scale is proportional to the loga-

rithm of the binding constant K. We observe a good agreement with the experimental
results in (A).
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Chapter 7

Modeling the Influence of Point
Defects on Oligonucleotide Duplex
Stability

7.1 The Double-Ended Zipper Model

The analysis of the defect profiles in chapter 6 revealeddb&ct positional influence
(DPI) does not just depend on the distance between the dafieicthe duplex-ends, but
also on the nucleotide sequence (see Fig. 6.5). Our ressitislkaow that DPI is basically
identical for single base mismatches and bulge defectsHige®.19).

This finding suggests a common mechanism for DPI, that igpeddent of the defect type.
The symmetry of DPI (with respect to the duplex ends) and esecgrspecific deviations
from the symmetry indicate a zipping-related mechanism.

Rather than to hybridize/denaturate in an all-or-noneti@a¢as assumed in the simplified
two-state model) the oligonucleotide duplex can only satjakly form base pairs or dis-
sociate in a zipper-like fashion.

For our model of oligonucleotide duplex stability we assuthg unzipping of the duplex
is initiated at the ends only (see Fig. 7.1). Internal dersditon, due to the large bubble
initiation barrier (owing to stacking interactions towardoth sides of a nucleotide) and
due to the relatively short length of the duplexes (throwgliois studyi , <25 base pairs),
is expected to be negligible [Gib59].

Presuming pure end-domain opening the probability for detepunzipping (resulting in
strand dissociation) decreases exponentially with dulgiegth. However, at sufficiently
high temperature (i.e. whéRAS ~ AH) denaturation bubbles can more easily open in
the interior of the duplex. With increasing duplex lengtiyg increased melting tempera-
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zipper fork
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Figure 7.1: Zipper-model of the oligonucleotide duplex. The prevailing mode of
oligonucleotide duplex hybridization/denaturation is based on a zipper-mechanism.
The base pair next to the zipper fork is stabilized by stacking interactions towards one
side only, whereas base pairs in the interior of the duplex are stabilized by stacking
interactions with the two neighboring base pairs. Due to smaller stacking interac-
tions and due to structural constraints (rigid double helix structure) unzipping occurs
mainly at the zipper-forks, whereas internal denaturation - resulting in the opening
of a denaturation bubble - for short oligonucleotide duplexes is unlikely to occur. Vice
versa the sequential closure of the base pairs (zipping) - under suitable hybridization
conditions - rapidly propagates via the zipper forks: at the zipper fork the initially
far separated bases are brought close together and favorably aligned, thus strongly
increasing the probability for Watson-Crick base pair formation.

ture!, denaturation by internal bubble formation is eventuatiynéhating over end-domain
opening. Therefore long duplexes dissociate mainly viddheation of internal denatura-
tion bubbles. The melting transition of long duplexes isadiéed by the Poland-Scheraga
model and the more recent Peyrard-Bishop model (see s&t8of).

Provided the individual strands don’'t form stable secopd#muctures (e.g. hairpins) and
that there are no competing alternative duplex structuttesrdhan the linear duplex, the
double-ended zipper mod@tig. 7.5A) [Gib59; Kit69; Bin06] is appropriate to desagib
the stability of oligonucleotide duplexes.

In the following we employ the double-ended zipper modeht@stigate if the experimen-
tally observed defect positional influence could arise feomolecular zipper mechanism.
Unlike software for RNA/DNA secondary structure prediati@.g. MFold or the Vienna
Package) the relatively simple model investigated is hadmh& determine a potentially
complex secondary structure of a duplex. Rather, the agipit of the zipper model is
restricted to short linear duplexes.

On the basis of the zipper model two approaches have beewtadt

e The straightforward stochastic simulation (section 788dul on the Gillespie algorithm
[Gil77] simulates the zipping/unzipping of the individuadse pairs. This approach
is, however, computationally intensive: the large numbdezipping/unzipping steps
necessary for a complete duplex dissociation restrictsttwhastic simulation to rather

Long duplexes have increased melting temperatures with respect to short oligonucleotide duplexes.
However, with increasing duplex length the melting temperature is approaching a saturation value
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short-lived duplexes.

e The patrtition function approach (section 7.3), which diéss the equilibrium distri-
bution of partially denatured duplex states, is not suliigthe above restriction.

7.2 Stochastic Simulation of Oligonucleotide Du-
plex Stability

7.2.1 Implementation of the Stochastic Simulation with the
Gillespie Algorithm

In the zipper model the time evolution of the duplex is ddsemli by a Markov process:
the positions of the zipper forks move stochastically in iaged) random walk fashion
(Fig. 7.2). Unzipping rates are determined by nearest heig{NN) interactions, whereas
zipping rates of Watson-Crick base pairs are (for simplicito data available) assumed to
be independent of the type of NN pairs.

In our model, defects are expected to reduce binding inierecat the defect site, and —
what is possibly more important — owing to steric hindrantthe mispaired nucleotides,
to delay the zipping process: the duplex remains for longer weakly bound, partially
zipped state in which it is prone to complete dissociation.

The time evolution of the zipper is simulated with the Gilessalgorithm [Gil77]. In each
cycle the stochastic algorithm determines two parameters:

e the timer, how long the zipper (after the preceding step) remainssicutrent state
until the next zipping/unzipping step takes pijce

e and which one of the four possible reaction step&:=1: zipping at the right end;
©=2: unzipping at the right eng;=3: zipping at the left end;=4: unzipping at the left
end) will occur next.

The four possible reaction pathways for zipping/unzipmhghe right/left zipper fork are
characterized by their rate constaits, k._, k., k;—. Unzipping rates of base pairs
(according to the Arrhenius law) are proportional to thetBwolann factor for base pair
dissociation.

by = ARG/ D) (7.1)

The Gillespie algorithm doesn’t use fixed time steps. Rather it draws a pair of random variables
from the reaction probability density function, specifying the the next reaction step and the time it
takes until this reaction will occur.
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Figure 7.2: Simulated time evolution of the end-domain opening for a 20 base pair
oligonucleotide duplex (A) at T=310°C and (B) at T=330°C. The positions of the
left (red) and right (red) zipper fork (corresponding to k£ and [ in Fig. 7.5A) follow
a biased random walk. The ratio of zipping to unzipping steps is determined by
the temperature and by the strength of the nearest neighbor interactions between
the individual base pairs. In the Gillespie-based stochastic simulation the time steps
follow a poisson-distribution. Strand dissociation is assumed when the zipper forks
meet. Strand dissociation is a rather unlikely event at a temperature of 310 K - as
can be seen in (A) most of the time only the outermost base pairs are unzipped.

Nearest neighbor (NN) free energids:° (accounting for hydrogen bonding and stacking
interactions) are calculated from Watson-Crick NN thergm@mic parameters [San98]).
The preexponential factoh is assumed (with a large uncertaifjtyto be at the order
of 106 s~ 1.

The zipping rate, ;,, owing to the short range of the stabilizing interactiossassumed
to be independent of the particular Watson-Crick NN pairwieer, defects (single base
MMs or single base bulges), due to sterical hindrance, gpea®d to strongly interfere

The preexponential factor and equally the zipping rate are very difficult to determine experimentally.
Reported values of the zipping rate vary between 10%-10°/s (fluorescence correlation spectroscopy
of the fluctuations of a quenched fluorophore [AB03]) and 107-10%/s (NMR measurement of the
feasibility of imino-proton exchange [Gue87]).
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with the zipping process.

Equilibrium calculations [Cra71; App65; Zim60] have shotlat for formation of helices
from short molecules the ratio= &, /k_ between the rates for formation of base pairs
and breakage of base pairs is required to be in the range 9t s > 4.

At each iteration step a pair of random variablgsr() is drawn from the reaction proba-
bility density function

P(p,7) =k, exp(— Zau (7.2)

The poisson-distributed time stejs determined according to equation 7.3 using a uniform
random numbet/ RN, on the interval [0,1].

= ln(l/URNa)/(kT_,_ + ke + ki + ]{Zl_) (73)

The reaction pathway is chosen with the random numbERR N, according to equation
(7.4).

m=URNy - (ky+ + k— + ki + ki) (7.4)
a1 =0+ky; ay=ay+ k.
az = as + kj»; ag = asz+ k;_
0<m<a —pu=1
ar <m<as — p=2
as<m<az— =3

az<m<ay —p=4

Even though the simulation considers only a single DNA dxtee evolution of the zipper
state over typicallyl0° to 107 iteration steps provides the ensemble average of partially
denatured duplex states in equilibrium.

The duplex dissociation rate is determined as the numbesraptete duplex dissociations
per simulation time. The duplex nucleation rate is assurodxtconstant. This should be

a good approximation, provided the duplexes to be compaaee the same length.

7.2.2 Simulation Results

To investigate the influence of defect position (DPI) on thpldx dissociation rate, simu-
lations were performed with the probe sequence motifs €ligoG)q9(A - T) and oligo-
(A-T)19(C-G). Defects (i.e. inhomogeneities: weakly/strongly bimgdbase pairs A and
C-G within the strongly/weakly bound oligo-G/oligo-A-T sequence) were introduced at
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Figure 7.3: Influence of defect position on the duplex dissociation rate. A stochas-
tic simulation (based on the Gillespie Algorithm) was employed to determine the
duplex dissociation rates for the homopolymer sequences (C - G)ig(A - T) (crosses)
and (A - T)19(C - G) (circles). A-T and C - G base pairs, respectively, were employed
as single base defects within a homopolymer sequence. Here the defects were not con-
sidered as structural defects but rather as more/less stable Watson-Crick base pairs
within a homopolymer duplex sequence. The position of the defects was systemat-
ically varied to investigate the positional influence on duplex stability. Dotted and
dash-dotted lines depict the dissociation rates for defect-free duplexes (C-G)go and
(A-T)q0, respectively. Since the simulation temperatures for the two series were dif-
ferent (T=373 K for (C- G)19(A - T) and T=338 K for (A - T)19(C - G)) the absolute
dissociation rates are not comparable. To keep the simulation time reasonably short
(overnight calculation) the simulation temperatures had to be chosen unrealistically
high (for comparison - melting temperatures predicted by the DINAMelt-server for a
target concentration of 1 nM and 1 M [Na't]: T,,= 353.5 K and 317 K, respectively).

systematically varied positions. Sequences have beeriliosiemonstrate the influence
of defect position. Even though these homopolymer-sessgeare not really appropriate
for the double-ended zipper-model (because alternatraadtalignment is ignored), the
examples demonstrate (Fig. 7.3) that defect position h&stiact influence on duplex dis-
sociation rates. The significant DPI on the duplex dissammatate (varying over an order
of magnitude) is contrasting results from the two-stateesaeighbor model, which does
not describe a positional influence of defects.

Since the duplex nucleation ratg,. is hardly affected by single base defects, the variation
of the duplex dissociation rafe;,, should be reflected in the hybridization signal intensity
Iy Assuming that the surface density of the hybridized duplexes is far from satura-
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tion, the hybridization signal is expected to be approxetyainverse proportional té;..

]hyb ~ O0p ~ knuc/k:diss (75)

However, such an inverse proportionality between the exyatally observed hybridiza-
tion signal and predictekl;;;, couldn’t be confirmed: Further implications (see sectiat) 7.
give rise to a more complicated relation between the micayanybridization signal and
the duplex binding constant.

The semi-logarithmic plot of base pair dissociation prali#ds (Fig. 7.4) demonstrates

Fraction of time a base pair is opened
o

0 5 10 15 20
Base pair position

Figure 7.4: Base pair opening probabilities for the duplex (C-G)i9(A-T) as a func-
tion of base pair position. The individual curves show the base pair opening proba-
bilities for different positions of the defect (A-T base pair). The color spectrum from
red to violet corresponds to defects at base pair positions 1 to 20. The black curve has
been highlighted for further explanations in the text. The base pair opening prob-
abilities exponentially decay towards the center of the duplex (as demonstrated by
the dotted red curve which corresponds to the defect-free duplex (C-G)gg). Defects,
however, result in deviations from the exponential decay and thus lead to increased
opening probabilities. To investigate base pair dissociation in the center of the duplex
(small opening probabilities) the simulation temperate had to be chosen very high
(373 K), since at lower simulation temperatures infrequent dissociation of center base
pairs doesn’t allow statistical analysis. For the defect-free duplex with a minimum
base pair opening probability of about 2-10~* (in the center) and a presumed zipping
rate of 106 s™! we estimate a duplex half-life on the order of 1 s.

that for the defect-free PM duplex the base pair openingabibities decrease exponen-
tially towards the center of the duplex. Duplexes with paietects display a similar expo-
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nential decrease. However, the defects shift the openilggtility towards a higher level.
In the middle of the duplex the base pair opening probahsiiycreased by a factor 2 to
40 with respect to the PM duplex - depending on the positich@defect.

Defects, characterized by a reduced zipping katand/or an increased unzipping réate,
represent a barrier for the fast sequential zipping of th@ledu The ratiok_/k, at the
defect site determines how long it takes to overcome thedvarr

As shown in Fig. 7.4 the increased opening probability atigfect site affects the binding
of other base pairs: in the ran@eC between the defect D and the center C of the duplex
the opening probability decreases exponentially (withstiw@e exponent as for the corre-
sponding PM duplex) but at a higher level compared to theatiéfee duplex. In the range
DE; between the defect and the proximate duplex end the opemaimabilities are also
increased: Increased opening probability of the defea pag implies increased opening
probabilities of the base pairs between the defect and tharpate duplex end. However,
the relative impact of the defect on opening probabilitiedecreasing towards the duplex
ends.

The position of the defect determines how much the openiagalility in the rangedC

is increased, thus how much the duplex dissociation ratecreased in comparison to the
defect-free duplex.

In the rangeCE, located in the other half of duplex (opposite the defectelgsr opening
probabilities are largely unaffected and show an expoakdécrease towards the middle
of the duplex.

The stochastic simulation is computationally intensivieni8ations are therefore restricted
to hybridization conditions where the duplexes have a difertime. Partially denatured
states which occur very rarely (e.g. once pét zipping steps) are likely to be missed
by the stochastic approach. To increase the probabilitgdonplete duplex denaturation
the simulation temperatures had to be chosen unrealigtitigih (the chosen simulation
temperatures are typically above the duplex melting teatpegs). To circumvent this lim-
itation a partition function approach (section 7.3) hasieglemented.

With the partition function approach the calculation of gwuilibrium distribution of du-
plex states requires only fractions of a second rather themaht computation. Duplex
stabilities at low temperatures«{very small dissociation rates) can be investigated without
restrictions. Because of this drastic improvement allHertinvestigations are performed
with the partition function approach.

However, an important advantage of the stochastic apprshchld be mentioned: The
partition function approach is limited to the descriptidra@uplex ensemble in thermody-
namic equilibrium, whereas the stochastic simulation caeimployed to investigate the
time evolution of nonequilibrium processes.
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7.3 Partition Function Approach of the Double-
Ended Zipper Model

Figure 7.5: Double-ended zipper model of the oligonucleotide duplex. (A) Sequential
unzipping is initiated at the duplex ends only (= end-domain opening). Duplexes can
only stepwise, in a zipper-like fashion (nucleotide by nucleotide), partially denature
or hybridize. The energy level of the partially denatured microstate Sy ; (with respect
to the completely hybridized ground state) is determined by summation over the NN
free energies of the unzipped NN-pairs (from 1 to k and from 1 to N). (B) Single base
MDMs (non-Watson-Crick base pairing) affect the stabilities of two adjacent NN-pairs.
(C) Base insertions and deletions result in bulged duplexes with an unpaired base.
The surplus base (depicted in a looped out conformation), similar as a MM defect,
results in significant duplex destabilization.

The statistical mechanics of the double-ended zipper mdg! 7.5) was first dis-
cussed by Gibbs and DiMarzio [Gib59]. Kittel [Kit69] demaraged that with the double-
ended zipper a phase transition (duplex melting) can beritbescif the degeneracy of
states due to rotational freedom of the links between théentides is considered.

In the given context the partition function approach démsithe distribution of partially
denatured duplex microstates in thermodynamic equilibriclhe microstates are popu-
lated according to the Boltzmann-distribution, which deti@es the statistical weights of
individual microstates (Fig. 7.6). The canonical partitfonction 7 is calculated as the
sum of the statistical weights of all microstates of the detémded zipper. Its value is a
measure for the number of thermally populated microstdt@sgiven temperature. The
probability P, that a system occupies microstafgvith the energy leveE;) is %e‘Ei/’“T.
Based on the partition function various thermodynamic ip&tars (e.g. thermodynamic
potentials, heat capacities etc.) of the system can beeatkerin the following we inves-
tigate if the double-ended zipper model can reproduce operaxental results on mis-
matched duplex binding affinities.
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Figure 7.6: In thermodynamic equilibrium the partially denatured duplex states
Sk, (indices k and [ describe the zipper configuration - see Fig. 7.5) are populated
according to a Boltzmann distribution. The lowest free energy level, that of the
completely hybridized duplex Sy y is used as reference and set to AGp xy=0 kcal/mol.
The contribution of the duplex initiation parameter AGS;,.., = 1.96 kcal/mol is
relatively small (for comparison: the average NN pair free energy AGS; yy is about
—1.4kecal/mol) and independent of the duplex sequence and is therefore neglected in
all following considerations. The duplex dissociation free energy AGp is assumed to
be equally distributed between the separated probe P and target T strands.

7.3.1 Implementation of the Partition Function Approach
(PFA)

The canonical partition functiof of the duplex (equation 7.6) is calculated as the sum of
the statistical weights yy of all partially denatured microstateg Sof the duplex. Indices
k andl refer to the positions of the zipper forks as depicted in Figsand 7.7.

N N
Zp = Z Wi, = Z 6AGZJ/RT (76)

The statistical weight y; (equation 7.7) of the partially denatured state 8 calculated
from the sum of nearest neighbor (NN) free energie$ of the unzipped duplex sections
(equation 7.8).

W] = €AGZ’1/RT (77)

)
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Description of the partially denatured microstate S,

N=12
Nearest-neighbor
pairs
\ \ \ \ \ \ \ \ \ \ | \ \
zipperindexk,! o 1 3 4 5 6 7 8 9 10 11 12

k=4 =10

Figure 7.7: Theoretical description of the duplex microstate Sy, ;.

The microstate Sy ; (here, as an example, the microstate Sy 19 is shown) is defined
by the position of the zipper forks at positions k and ! (compare with Fig. 7.5). The
number of nearest neighbor-pairs N=12 is equal to the number of base pairs less one.
Unzipped NN-pairs between the duplex ends and the zipper forks at k=4 and /=10
are featured dark.

AGY, is the free energy of the partially denatured state ®@lative to the completely
hybridized ground state of the duplex.

k N
AGY, = ) Agi+ > Ag (7.8)
i=1 i=l+1
N k
AGS,Z = Z Ag; AGZ,N = ZAQ?
i=l+1 =1

Index valuek=0 andI=N indicate that the particular duplex state is completébged at
the left, or right end, respectively. The indiesefers to NN-pairs (as shown in Fig. 7.7).
NN free energies of Watson-Crick NN-pairs are deduced fraonfiad NN parameters
[San04].

Ag; = Ah; =T - As; (7.9)

Assuming that the probe and target strands chosen for tidy $tave no secondary struc-
ture and that each strand takes up half of the duplex digsmtianergyAGyY,, we can
estimate the partition functions of prob&gs and targets/ as

N
Zp = Zy = 2COp/CRT)  AGS =Y " Agy (7.10)

1=1

For simplicity duplex initiation free energies have beeglaeted heré.

The duplex initiation free energy (originating from an unfavorable entropy change due to loss of
translational degrees of freedom) is small with respect to AG% and independent of the duplex
sequence.
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Based on the duplex sequence we can now calculate the duptiirdpconstant

A A

K= ZpZp = cAGS/RT

(7.11)

7.3.2 Consideration of Point Defects

Point defects are accounted for with the correspondingcti®f free energy contribution
Agg.; at the defect site. The following analytical derivation loé tlefect positional influ-
ence(DPI) for homopolymer sequenceshows that partition function values (provided as

a function of defect positiom - equation 7.16) are increased for defects located near the
duplex ends.

Analytical derivation of the defect positional influence for a homopolymer

sequence

According to equations 7.7 and 7.8 defects affect stasibtweights of partially denatured
states %, only if the defect at position x is included in the unzippedt&ms of the duplex
(Fig. 7.8A). Thus, the partition functio# (x) of a single defect duplex can be separated
in two parts (see Fig. 7.8B) Z,(z) comprising microstates whose statistical weights
are unaffected by the defect, adig;(x), comprising those microstates whose statistical
weights are affected by the defect (see also Fig. 7.8AX () owing to the point defect

a NN-pair with the free energy contributiahg® has been substituted by the defect free
energy contributiol\gg, ;.

We can now factor out the defect type dependent impact ofefect

Z(x) = Za(x) + Zp(x) ePies =29/ HT (7.12)

Equivalently, using the partition function of the perfecatch duplex
Zpym = Za(z) + Zp(x) we can also write:

Z(IL’) = ZA(IL') + ZB({L') — ZB({L') + ZB(IL')6(AQSEJ£_AQO)/RT (713)
Z(SL’) = ZPM + AZ(SL’)

Thus
Z(x) = Zpur + Zp(x) (ePaes =R/ BT 1) (7.14)

5 For the purpose of a simple description NN free energy parameters are assumed to be identical.
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Figure 7.8: Influence of the defect position on the statistical weights of the partially
unzipped microstates of the oligonucleotide duplex (C-G)12(A-T)12. The difference
between the individual weights of the mismatched duplex wy 7 and the correspond-
ing microstates of the perfect matching (PM) duplex wy; (shown in (B) and (C))
strongly depends on the position = of the defect. In the following we assume a desta-
bilizing defect. (A) Depending on defect position 2 and on the positions k and [ of
the two zipper forks, a defect either reduces the free energy (and thus the increases
statistical weight wg . f) of the partially hybridized microstate Sy, or not: If a de-
fect is located within the hybridized section (between k and !) the statistical weight
Wh 14 ¢ of the unzipped state S ; remains unchanged with respect to the correspond-
ing statistical weight wy,; of the PM duplex. Whereas if the defect is located within
the unzipped sections the statistical weight wy ;. f of the microstate Sy ; is increased
with respect to the weight wy,; of the PM duplex. (B) Impact of a defect at position
x on the statistical weights of the microstates. The individual matrix elements corre-
spond to microstates Sy, ; of the zipper. Their color shows the logarithmized deviation
from the corresponding PM-duplex matrix element log (wy 1, FWkip 1)+ In the area
A, corresponding to microstates where the defect is embedded in the hybridized du-
plex section, the difference is zero, as statistical weights are unchanged. In region
B microstates are affected by the defect: Here, with respect to the perfect matching
reference, free energies AGZJ are modified by the amount Agsef — Agpys- Desta-
bilization by the defect results in increased statistical weights of partially unzipped
microstates. Part (C) shows the matrix depicted in (B) for different defect positions x.
For defects close to the duplex ends the partition function Z is significantly increased
with respect to the PM partition function.

163



Point Defects - Theoretical Aspects

Inserting the expression fdf»,, and summing up the statistical weights
wyy = 9" kFN=U/RT gver all partially denatured states contributingg(z), we obtain:

N-1 N -1 = N-1 N AgG;—Ag°
2@) =% S+ [ Nun Y Sw ] x (— _1) (7.15)
k=0 I=k+1 k=0 I[=k+1 k=x I=k+1

This can be approximated by:

—xz)Ag° zAg° A Oe
Z(x) =~ Zpu + (e(N [ ) (e et _ 1) (7.16)

Equation 7.16 reflects that defects near the duplex endsaserend-domain opening. The
number of thermally populated (partially denatured) du@ates, and thus the partition
function 7 is increased.

The defect destabilization\ g, , = Agy, ,—Ag° describes the NN free energy difference
between the defective duplex and the perfect matching slupleg,. ; is equivalent to the
two-state nearest neighbor free energy increment betvinedPM and the MM duplex. For
a single base mismatch deféckgg, , is distributed over the two affected nearest neighbor
pairs.

In equation 7.168Agj,  has been factored out, revealing a generalized (i.e. defpetin-
dependent) position dependence, which is governed by steraie between the defect and
the duplex ends (see Fig. 72,s proportional to the binding constaft). The stability of
the duplex NN pairg\g° determines the slopex)/dx near the duplex ends. The defect
destabilizatiod Agj, , determines how mucH is elevated with respect to the PM partition
function Zp,, and thus how far the DPI propagates into the interior of thaeiu.

The partition function the perfect matching dupléx,, is well approximatetiby the sta-
tistical weight of the ground state with the valde,; ~ 1.

To calculate the binding constakt of the duplex (according to equation 7.11) we still
need the partition functions of the single stranded prolaktarget molecules: Probe and
target strands each take half of the duplex dissociatiorggn&ince we assume that the
single stranded species exist only in an unfolded stategh#ipn functions for probes and
targets are approximated by

Tp = Tp = ACH/@RT) _ ([NAG/(2RT) 5AGS,,/(2RT). (7.17)

Zpu is about 1.25 for Ag°=-1.4 kcal/mol and T=310 K. With increasing temperature, as gdes
approaches a value 0 kcal/mol, partially unzipped duplex states are increasingly populated: Zpys ~
10 for Ag = —0.1 kecal/mol (at T ~ 90°C)
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With Zpy ~1andK = Z/(Zp - Z1) we obtain the duplex binding constant

zAg° (N—x)Ag° 6Agglef
(eRT + e RmT )(e RT —1)+1

( NAgO) ( ‘mg(oief)
e RI e RT

K =

(7.18)

Fig. 7.9 illustrates the impact of the defect positioand defect destabilizationAgg, ,
on the duplex binding constaif (as described by equation 7.18) for two duplexes with
different stabilities.

A Ag=-1.4kcalmol B Ag=-0.8kcal/mol
a . a
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Figure 7.9: Positional influence of single base MM defects on the duplex binding
affinity for two different NN pair free energies Ag°® at a temperature of 310 K. (A)
Ag°® = -1.4 kcal/mol corresponds to the average NN-pair binding free energy; (B)
Ag°= -0.8 kcal/mol corresponds to a weakly bound sequence of A-T and T-A base
pairs. Curves a to f correspond to defect destabilization parameters 6Ag5,  ranging
from 0 to 5 kcal/mol (incrementally increased by 1 kcal/mol). In this example the
defect destabilization dAgy, PRt quoted per affected NN pair. Since MM defects affect
two adjacent NN pairs the total free energy difference between MM and PM duplexes
is 2 0Agg. ).
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Application of equation 7.18

o for the perfect matching duplexf(%’# =1)

zAg (N—z)Ag
<6RT —}—eT)(l—l)—Fl 1
K= = —~ag (7.19)

NAg
<€RT)‘1 € RT

This is equivalent to the two-state equilibrium constarthef PM duplex.

e for a duplex with a terminal defect(~ 0 or z ~ N)

0AGge
(1+0) <e el 1) +1 g, )
- - (7.20)

NAg Ao f - NAg SAgger NAg
€ RT e~ RT e RT e~ RT € RT

This is equivalent to the equilibrium constant of the PM @upl

K =

o for a duplex with a center-defect &= N/2)

5Agdef

0- (e RT  — 1) +1 1
) )
€ RT e RT € RT € RT
This is equivalent to the two-state equilibrium constanthaf defective (e.g. mis-
matched) duplex.

(7.21)

Defects near the duplex ends cause only a small reductiomaiing constan#s (with re-
spect to the PM stability), whereas defects in the middlenaflayonucleotide duplex cause
a larger destabilizationK approaches the value of the two-state equilibrium constant

7.3.3 Discussion

In our experiments we observed a distinct influence of theatgfosition on duplex binding

affinities: The experiments show a largely monotonous deearef hybridization signals
over a range of typically 5-8 defect positions for 16mer @®kand up to 14 positions (e.g.
in Fig. A.9) for some 25mer sequence motifs, from the dupledsetowards the center
of the duplex. This distinct positional influence is confidri®y recent microarray studies
[Wic06; Poz06] reporting a similar monotonous decreaseybfidization signals (on av-

erage) over 6-9 base positions.

In previous work [AlI97] NN-pair free energy incrementagg, , (at T=37C) for single
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base MMs have been reported to be in the range of 1 to 3 kcapardlN-pair. The total
destabilization of single base MM duplexes (comprising affected NN pairs) with re-
spect to the corresponding PM duplexes is on average al®utal/mol (at T=310 K.
Employing thiséAgg, , value in equation 7.18, DPI propagation is restricted toioeit-
ermost NN-pairs for the oligo-G-duplex (in Fig. 7.9A) and to the 5 outermost NN-pairs
for the oligo-AT-duplex (in Fig. 7.9B), respectively.

We find that in equation 7.18 - using "unified” nearest neighmrameters from [San98]
and MM nearest neighbor parameters from [AllI97] - the infeenf the defect position
is significantly underestimated. A similar (presumed) uadémation of defect positional
influence (DPI) by the commercial DNA melting prediction tsadre OMP (based on a
multi-state equilibrium approach) has also been noticedhok et al. [Wic06].

In order to reproduce the distinct positional influence obse in the experiments we
need to assume a significantly increasexy,., or an increased\g®. A significant in-
crease ofAg can already be achieved by increasing the temperature fidhiK3average
Ag°® ~ —1.4 kcal/mol) to 330 K (averagé\g ~ —0.98 kcal/mol). Thus the temperature
dependence of the NN free energy parameters may be the kegderstanding the strong
positional influence on DNA microarray surfaces. Thoughcsafsive, it is also possible
that on the microarray surface, for example due to surfdeetsf the NN interactions are
decreased with respect to the NN interactions in bulk smiuti

In a partition function based numerical analysis, to modtel éxperimental results, we
have choser\g,,, as a free parameter. With a simulation temperature of T=3z0&
with a defect NN parameteXg,, ;330 x=2.5 kcal/mol (corresponding toda\ g, r between
2.6 and 4.2 kcal/mol per NN pair) the numerical model showstandt positional influence
similar to our experimental results. As discussed abovs,Aly,., value is significantly
larger than the mismatch NN-parameters described by Akdal. [All97].

The numerical analysis in Fig. 7.10 shows that defect posafiinfluence on the duplex
binding constant is largely determined by the partitiorction Z. In agreement with equa-
tion 7.18 the shallower slope on the right side of Fig. 7.10B@sponds to a sequence of
weakly bound (AT) base pairs, whereas the steeper slope on the left orgiriedm a
sequence of stable (G) base pairs.

Fig. 7.11 compares results of the numerical analysis wighcthrresponding experimen-
tally determined mismatch hybridization signals (sub4fgguat the bottom). We find a
good agreement between the hybridization signal intesitythe logarithm of the bind-
ing constanty’.

This total dAgg, , of about 3.5 keal/mol, which was calculated on the basis of the two-state nearest
neighbor model (using MM nearest neighbor parameters from [Al197]), includes the destabilizing
impact of the two affected NN pairs. Averaging was performed over various MM types.
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Figure 7.10: Numerical analysis (partition function approach) to investigate the
defect positional influence on oligonucleotide duplex binding affinity. For this example
we chose the asymmetric sequence motif (C-G)12(A-T)12. Simulation temperature
T=330 K; Agng:2 kcal/mol per each of the two affected NN pairs. (A) Partition
function of the duplex Z(z) as a function of defect position z. The slope dZ(x)/dx
is steeper towards the left end of the duplex (consisting of strongly bound CC/GG
nearest neighbor pairs) than towards the right side comprising of the weaker AA/TT
pairs. The origin of the position dependence of Z(x) is depicted in Fig. 7.8. (B) The
logarithmic plot of the duplex binding constant K(z) (equation 7.11) reflects the
strong impact of defect position on the hybridization signal observed experimentally.
A comparison with experimental data is shown in Fig. 7.11. Duplex stability is
least for defects located in the center of the duplex. The position dependence of
the binding constant originates largely from the partition function Z(x). (C) Nearest
neighbor free energies (in kcal/mol) of the individual NN-pairs comprising the duplex.
(D) The statistical weight of the completely dissociated state wp is reciprocal to the
equilibrium constant in the two-state NN model. Variations in curve (D) reflect
variations of dAg4.s and are thus dependent on the defect type. In the profile of
binding constants K(z) (B) defect type dependent influences originating from the
statistical weight of the dissociated state (from which the partition functions of the
single stranded species are derived - equation 7.17) are significantly smaller than the
positional influence introduced by the duplex partition function Z(z). The plot of the
base pair dissociation probabilities (E), as anticipated, shows an exponential decrease
towards the center of the duplex. The exponent, which is determined by the sequence
of nearest neighbor parameters, is significantly different in the two sections of the
asymmetric sequence. Defect position, encoded by the color spectrum - ranging from
red (defect at the left end) to violet (defect at the right end) - the defect is located
at the sharp kink - strongly affects partial denaturation of the duplex.
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Figure 7.11: Comparison of simulation results (top and center) with the experi-
mentally determined hybridization affinities (bottom) for two probe sequence motifs
in (A) and (B). The four small subfigures show the partition function Z and the du-
plex binding constant K as a function of the defect position x, the NN-free energies
Ag° of particular NN-pairs as a function of NN-pair position xyy, and the statistical
weight for complete duplex dissociation wp as a function of defect position. The
middle subfigure shows the base pair opening probabilities (the fraction of strands
in which the corresponding base pair is unzipped) as a function of base pair position
xpp. The various curves correspond to different defect positions (red - defect at left
end; pink - defect at right duplex end). The bottom subfigure shows the experimen-
tally determined MM defect profile. Legend: A - red crosses, C - green circles, G
- blue stars, T - cyan triangles. Moving average of all mismatch types - black line.
Grey symbols correspond to PM probes. Irregularities in Z(z) at the duplex ends
are due the fact that only a single NN-pair is affected by a MM-base pair at the
duplex end. Simulation parameters: T=330 K, Aggef:2 kcal/mol. It is needs to be
emphasized, that log (K (z)), rather than K(z), resembles the position dependence
of the experimentally observed hybridization signal.
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However, the logarithmic relationship betweé&nhand the hybridization signal intensity
requires an explanation. In the following we investigatedhhe hybridization signal is
linked to the duplex stability.
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7.4 Relation Between the Hybridization Signal and
Duplex Stability

Microarray hybridization experiment

To investigate how the fluorescence intensity of hybridizmgets is related to duplex
stability on the microarray surface we performed a hybation assay: A set of probe
sequences with gradually increasing length (e.g. from 2Ztot - see inset in Figure 7.12)
- thus with an approximately linearly increasing bindingdrenergyAG p - provides the
relation between the duplex binding free energy and theaarcay hybridization signal.
Experimental results in Fig. 7.12 show a sigmoid relatiofwieen the hybridization signal
intensity and the probe length. The transition region — inclwhhe hybridization signal
intensity is (in a first-order approximation) growing limeaith the duplex length — has
a width of a least 13 base pairs (corresponding to a bindieg énergy rangeéAG+, .
of approx. 20 kcal/mol). The large deviation from thangmuir isotherr (left curve
in Fig. 7.12) is in accordance with previous observatiores({6; Bin06] reporting a strong
destabilization of surface tethered duplexes.

Discussion

The equilibrium between single stranded probesnd targetd” and hybridized duplexel
for the hybridization reaction
T+P=D (7.22)

is described by a Langmuir-type adsorption isotherm (egnat.24). Since (under the
experimental conditions employed) targets are in exchsdarget concentratidfi’]=[7|
is assumed to be constant. Using the law of mass action 7 @2a@msidering that the
concentration (surface density) of unhybridized probesaégthe initial concentratiof,
less the concentration of hybridized probes, [if¢. = [Py] — D]

[D] [D]

K= ~ mlin-D (7.23)

(7.24)

The Langmuir isotherm typically relates the surface coverage 6 to the concentration (or pressure)
of the adsorbed molecule species in the liquid (or gas) above the surface. However, here we employ
the Langmuir equation (7.24) to investigate the surface coverage 6 as a function of the binding free
energy.
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Figure 7.12: Microarray hybridization signal intensity as a function of the oligonu-
cleotide duplex length. The inset (left) shows the scheme of the hybridization ex-
periment: Within subsets of probes P the probe length is gradually increased from
12 to 27 nt. From each subset we obtain the hybridization signal intensity I, as a
function of the probe length [,. In the following we will refer to Ip(l,) as "transfer
function”. All probes were hybridized with the common target sequence URA (1 nM
in 5xSSPE, for 20 minutes at 45°C). Additionally, to obtain slightly different sub-
sets of probe sequences, we shifted the probe sequences gradually (in steps of two
nucleotides) along the target sequence T: different binding affinities of the individual
subsets (targeting different subsequences of the target T) result in significantly dif-
ferent transfer functions. Assuming that the duplex stability increases approximately
linear with the duplex length, a length increment of one nucleotide on the lower scale
(duplex length) corresponds to a duplex binding free energy increment of -1.4 kcal /mol
(average NN free energy parameter Ags-) on the upper scale. The experimental re-
sults show that the transfer function has a sigmoid shape: The hybridization signal
intensity approaches a value of 0 for probes with a length of < 12 nt. Within the
transition region the hybridization signal (in a first order approximation) increases
linear with the probe length. The width of transition region is at least 13 base pairs
(corresponding to a dAGY,,, range of approx. 20 kcal/mol) - for some transfer func-
tions the transition region extends over an even wider range. For comparison with
the experimentally determined transfer function Ip.(l,), a theoretical transfer func-
tion (AGp) (equation 7.25) - derived from the Langmuir equation is shown (assumed
NN free energy: -1.4 kcal/mol, T=310 K, target concentration: 1 nM). In comparison
to Inyp(lp), 0(AGS) has a narrow transition region (0AGH~ 3 kcal/mol). The mid-
point of the transition is located at a probe length of 9 nucleotides (in the experiment
the midpoint is located at [, > 17 nucleotides).
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Since the hybridization signal intensity,} is proportional to the fraction of hybridized
probest = [D]/[%], we refer tod as the hybridization signal. In the following we as-
sume that the target concentration is in large excess (uhdeexperimental conditions
employed), thus the free target concentration can be cereicconstant, i.67"] = [Tj].
Inserting the two-state equilibrium constant we obtaingansiidal relation (see Fig. 7.12)
between the hybridization signal and the duplex binding &BergyAG§,.

e~ AGH/RT [Ty

= :
1+ e AGH/RT (1]

(7.25)

This sigmoidal relation between the hybridization signad duplex free energy has been
reported previously [Yil04] for solution-phase hybridiizan (in the context of fluorescence
in situ hybridization (FISH)).

The relatively narrow transition region described bylthegmuir isothernfequation 7.25)
(width of the transition regiond AG =~ 3 kcal/mol) can not reproduce the experimentally
observed DPI of the hybridization signal, since the dupliexling free energy range of
the individual defect profiles is expected to be of about @@aes size or larger than the
transition region: Defect profiles (hybridization sign&rsus defect position and defect
type - see Fig. 6.1) cover a broad range of hybridizationaigrensities: for 20mer du-
plexes a hybridization signal range between PM (100%) amieceMM (20%) equals
the hybridization signal difference between 20mer PM dxgdeand 15mer PM duplexes
(Fig. 7.12). This range (approx. 7 kcal/mol) is significgritoader than the linear transi-
tion range of thd.angmuir isothernfapprox. 3 kcal/mol) in Fig. 7.12.

The proportionality between free energy increments anditigation signal increments -
within the linear transition range - confirms the previousetwations/y,, ~ 6(log(K))
(see Fig. 7.11). To gradually differentiate between ddfgrbinding affinities - like in the
defect profiles (e.g. Fig. 6.4) or in Fig. 7.12 a relativelgdnl transition region is required.
The broadened transition (its presumed origin - from hegeneity of binding affinities - is
discussed in the following section), with respect to thalided adsorption characteristics
described by the Langmuir equation, is an important charatics of DNA microarray
hybridization.

A linear relation between free energy increments and higaiobn signal increments is
only possible within the approx. linear transition rangdeTelatively narrow transition
region described by theangmuir isothernfequation 7.25) (width of the transition region:
0AG =~ 6 kcal/mol - approximately linear over ca. 3 kcal/mol) can reggroduce the ex-
perimentally observed DPI of the hybridization signalcsithe duplex binding free energy
range of the individual defect profiles is expected to be olkhe same size or larger than
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the transition regiof.
A broadened transfer functioh,,,(AG) is expected to be beneficial, for example, in
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Figure 7.13: Beneficial effect of a broadened transfer function: The transfer function
Iy (AG) in (A) - resembling the transfer function observed in the experiment in
Fig. 7.12 - is significantly broader than the transfer function in (B) which is derived
from the Langmuir equation . The vertical lines correspond to binding free energies
within the probe set of an SNP microarray (solid lines correspond to the PM duplexes,
dashed lines correspond to the MM duplexes). In (B) good discrimination between
the PM and the corresponding MM duplex is only achieved for duplexes with binding
free energies within the narrow transition range (blue and green lines), whereas in
(A) a good discrimination is achieved over a significantly larger binding free energy
range.

genotyping assays: In Fig. 7.13B a good discrimination betwPM (solid vertical lines)
and MMs (dashed vertical lines) is achieved only over a marange of binding free en-
ergies. In an SNP microarray assay it would be necessanthbdiinding affinities are
located in (or near to) the narrow transition range. A nari@msition as described by the
Langmuir equation would impose a severe constraint on tlcehof microarray probe
sequences. The broad transition function in Fig. 7.13A ksablM/PM discrimination
within a broader transition range - thus the requiremenirfroarray probe sets compris-

Defect profiles (hybridization signal versus defect position and defect type - see Fig. 6.1) cover
a broad range of hybridization signal intensities: for 20mer duplexes a hybridization signal range
between PM (100%) and center MM (20%) equals the hybridization signal difference between 20mer
PM duplexes and 15mer PM duplexes (Fig. 7.12). This range (5 - 1.4 = 7 kcal/mol) is significantly
broader than the linear transition range of the Langmuir isotherm (approx. 3 kcal/mol) in Fig. 7.12.
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ing almost identical binding free energies is relaxed.

7.4.1 Heterogeneity of Binding Affinities

Various reasons have been proposed to explain the devititve microarray hybridiza-
tion binding isotherm from theangmuir isothermthese include competitive hybridization
effects [HalO4], electrostatic repulsion [Vai02], entioplockage [Hal05] and variability
of the probe sequences [Bin06].

Electrostatic repulsion, entropic blockage and varigbdf probe sequences (owing to se-
qguence defects, e.g. point mutations and strand truncdtiob02] introduced in thia situ
synthesis process of the DNA microarray) result in hetemedg of binding affinities. Het-
erogeneity of binding affinities has also been observednfonabilized antibody probes:
Vijayendraret al. [Vij01] investigated the heterogeneity of surface-immiaed antibody-
receptor binding affinities. They observed that a more unifalignment of the surface-
bound antibodies improves heterogeneity of binding afésitvith respect to randomly im-
mobilized antibodies. The chemical microenvironmenttédise to adjacent probes etc.)
may also play a role.

A single uniform binding constant results in a Langmuirgyyybridization isotherm (equa-
tion 7.24), whereas the presumed heterogeneous distnibafibinding affinities on the
microarray surface results in a broadened effective isothe

The Sips isothernfarising from a gaussian distribution of binding affinijies

h =1 = : . (7.26)

has been reported to provide a better description of sutigbadization than thé.ang-
muir isotherm[Pet02; Gla06; Bin06]. In particular, it describes the l@aed transition
region observed experimentally (Fig. 7.12). The Sips egpon < 1 is a measure for the
heterogeneity of binding affinities. For a valuew#= 1, which corresponds to a uniform
binding affinity, equation 7.26 is identical with theangmuir isothern{equation 7.25).

7.4.2 Impact of Random Defects Introduced in the in situ
Synthesis Process

The photolithographim situ synthesis process used for the fabrication of DNA chips gen-

erates a variety of defects (mainly single base mismatdias® bulges and strand trunca-

tions) which affect the binding affinity of the individualgives Owing to these synthesis-
related defects microarray features comprise heterogesrdistributions of binding affini-
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ties rather than a uniform binding affinity. Assuming a steggasynthesis error rate of
10%, most of the 25mer probes (more than 90%) contain at astsynthesis defect
[Nai06b]. Since the number of defects per probe moleculevid a binomial distribution
the majority of the probe strands comprises between onetaiad tefects.

Numerical Simulation

For a theoretical investigation of the impact of synthegisrs on the hybridization signal,
we have created distributions of probe sequences whiclgareadent to the heterogeneous
probe composition of a microarray feature. To simplify reegtonly MM defects were
assumed. The number of defects per duplex is binomial biigegd. Binding constants’;

of the individual (randomly mutated) sequences were catedlwith the partition function
approach (PFA) described in section 7.3.2. The contributibeach individual probe to
the total hybridization signdl,.;,; is determined by the Langmuir isotherm according to
equations 7.27 and 7.28. Probes hybridize with differemdipig constanté(; to the same

target T.
K; - [To]

T 11K, [Ty
We obtain the total hybridization signal by summing up therdhe distribution of probes,
thereby accounting for the molar fractienof the individual probe speci€es.

0; (7.27)

N N
~Y w=3 K - [Ty
etoml - : xzez — : £ 1 + KZ ] [T()] (728)

Fig. 7.14 (see next page) Heterogeneity of binding affinities
Numerical simulation on the influence of synthesis errorgherhybridization signal: Using
the partition function approach we have calculated hybaititbn signals for distributions of
probe sequences containing various synthesis defectslaistmthose expected in a single
microarray feature. In (A) and (B) the probe length(assumed to be roughly proportional to
AGY) is varied between 6 and 25 base pairs. The relatiép) (which basically describes
the transfer functio(AGY,)) was determined according to equation 7.28. Synthesis erro
ratesf (fraction of errors per synthesis step) have been variaddst 0% and 16% in steps
of 2%. The simulation code assumes single base MM defedtsarityy, , = —0.5 kcal /mol
in (A), and Aggef = +2 kcal/mol in (B). The relatively weak defects in (A) like the strong
defects in (B) result in a significant broadening of the tfan&inction in respect to the nar-
row transition range for f=0% (which is corresponding to teegmuir isotherm). Parts (C)
to (F) compare experimental results (shown in D - identicih Wig. 7.12) to the simula-
tion results. (C) For a series of probe sequence motifstéshih steps of 2 base positions

10 A similar approach has been proposed by Vijayendran et al. [Vij01].
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Figure 7.14: Numerical simulation on the influence of synthesis errors on the
hybridization signal. A detailed description is provided in the text.
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along the complementary target sequence) we have genseiteicdl sets of probe sequences
(sequence motifs shown) with incrementally increasingtlenExperimentally obtained hy-
bridization signals of the corresponding series are shawtD). Part (E) shows the cor-
responding simulation results, taking into account sysitherrors (parameters: T=310 K,
target concentration=1 nM, error rafee10%, AG%,=2 kcal/mol). Significantly improved
agreement with the experimental results is achieved in gifjguan increased temperature
T=333 K and a reduced error rafe6%. Like in the experiment the minimum probe length
required for hybridization is about 12 to 16 nt.

The heterogeneous distribution of binding efficienciegioating from synthesis defects
results in a"stretched isotherm” similar to a Sips isothéee Fig. 7.14). Thisis due to the
fact that probes containing synthesis defects do significaantribute to the hybridization

signal, though with a reduced binding efficiency. Theref@wéh respect to defect-free
probes) the midpoint of the transition region is shiftedaoss higher duplex binding free
energies (i.e. longer probes).

The resulting effective isotherm, with its stretched (inratforder approximation) linear
transition region can explain the experimentally obsedwdadridization characteristics on
microarray surfaces as shown in Fig. 7.12 and for examplégn/A:9.

It should be mentioned that the heterogeneity of bindingidtiis of surface-immobilized

probes is not restricted to DNA microarrays fabricatedrbgitu synthesis: Heterogeneity
of binding affinities has also been described for surfacevtilized proteins (antibody

assays) [Vij01]. Surface immobilization leads to heteragty of the micro-environment

of individual probes (e.g. distance to the next probe mad&arientation of the molecule),
and thus results in a distribution of binding affinities.

Influence of Electrostatic Blocking and Competitive Effects

Electrostatic repulsion between free targets in solutioth surface bound probes/targets
strands has been proposed as an a major reason for the alefratn Langmuir-type be-
havior [Hal04; Bin06]. The increase of the surface chargendithe hybridization process,
due to binding of negatively charged target strands ine®t®e negative surface potential.
This goes along with a decrease of the apparent bindinga&oinsihd results in a Sips-like
adsorption isotherm [Bin06].

In our study the increase of surface charge owing to the tigation of negatively charged
target strands is expected to be small (estimated 5-20 %pawad to the initial charge
arising from probe strands alone. This is for two reasons wsynthesis defects a large
fraction of the probe strands doesn’t significantly contiébto hybridization (thus, the
fraction of hybridized probes is typically far from 100%ipch owing to the short length of
the targets employed, the amount of charge per hybridizgdtanolecule is rather small.
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In the experiments performed in this study electrostatockihg introduces an approxi-

mately constant free energy penalty, and hence does noidpran explanation for the

observed Sips-like isotherm.

However, this may be different if relatively long targetsasids (50-500 base pairs long)
carrying a correspondingly larger charge, are involvedpagxample in gene expression
assays.

Competitive bulk hybridization (competition between sad and bulk hybridization) has
also been proposed to give rise to Sips-like isotherms [#Hal our study, since we fo-

cused on experiments with a single target sequence, we cardexsuch an influence from
competitive effects.

7.5 Approximation of the Partition Function Ap-
proach (PFA) with a Position Dependent Near-
est Neighbor (PDNN) Model

So far we considered the impact of structural defects (likgle base MMs) on duplex
stability. However, in the framework of our model we can relgany NN pair as a "defect”
and investigate its position-dependent contribution tplel stability. In the empirical
PDNN model [Zha03] (see section 2.3.2) like in the zipper elaekarest neighbor pairs
close to the duplex ends contribute less to duplex staltiiey those in the interior of the
duplex.

In the following we show that duplex free energy values deieed with the PFA can be
approximated by a position dependent nearest neighbor lBDhbdel [Zha03; Car06;
Hel06] in which the duplex binding free enerdyG, is calculated as a position-dependent
weighted sum of nearest neighbor free energies (equat®).7.

N
AGp =) wAGyy, (7.29)

=1
To investigate which position dependeneg) provides the best approximation for the PFA
we performed a theoretical analysis with a set of one thali2&mer random sequences
(chosen for a similar nucleotide content): Duplex bindingefenergies were calculated
with the partition function approachNG pr ), with the PDNN model AGppy ), and
with the two-state nearest neighbor mod&t{;syy). The TSNN model can be regarded
as special casen(=constant) of the PDNN model.
We determined Pearson’s correlation coefficiertistween the corresponding distributions
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Figure 7.15: Approximation of the partition function approach (PFA) by a position
dependent nearest neighbor model (PDNN). For a set of one thousand 25mer random
probe sequences (chosen for a similar nucleobase content) we compared perfect-match
duplex free energies AG for the PFA, PDNN and two-state nearest neighbor (TSNN)
model. Using Pearson’s correlation coefficient rp for the correlation between AGppNN
and AGpra and rp for the correlation between the TSNN free energy AGrgnn and
AGpra, we found that the best fit PDNN weight function w(zyy) strongly depends
on temperature.

At T=360 K a parabolic weight function (solid red line) reproduces the PFA re-
sults significantly better (rp = 0.979) than the two-state nearest neighbor model
(rp = 0.892). Approximating the parabolic function by a composed function (dashed
green line) of decreasing ramps towards the edges and constant weights in the center,
we obtain the same Pearson coefficient. However, since the temperature of 360 K is
significantly above the melting temperature of the 25mer duplexes (which is approx.
340 K), this result should not be mistaken as an analytical proof of the PDNN model.
At T=340 K the best fit (rp = 0.996 versus rp = 0.981) is achieved with a similar
composed function with reduced weight parameters (ramps) only at the three out-
ermost base positions (blue dashed-dot line). Towards lower temperatures the PFA
converges towards the TSNN model. At 340 K the weight parameters for 360 K pro-
vide a relatively poor fit (rp = 0.946). At 310 K the PFA results match that of the
TSNN (w(znyn) = 1) almost perfectly (rr = 0.999).

of AGpra, AGppny aNdAGrsnn. At 360 K a parabolic weight function (Fig. 7.15) pro-
vides a significantly better correlation with the PFEA (= 0.979) than with the two-state
nearest neighbor model{ = 0.892). The parabolic weight function can be well approxi-
mated by a ramp function. At 340 K the best correlation is @i with a ramp function
in which only the three outermost NN pairs have a signifigargduced contribution to
duplex binding free energy.

The temperature dependence of the correlation betweerFhaid the two-state nearest
neighbor model is demonstrated in Fig. 7.16. At T=310 K, gim reduced end-fraying
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Figure 7.16: Theoretical investigation of deviations between the two-state nearest
neighbor (TSNN) model and the partition function approach (PFA). To investigate
for which sequences the difference between TSNN free energies and PFA free energies
is largest, we have created a large set of 5000 random 25mer sequences with a similar
nucleobase composition. Plots of TSNN free energies versus PFA free energies (left)
show a very good correlation at a temperature of 310 K. At higher temperatures (340
K and 360 K) we find significant deviations between the two models. We have selected
the 5% of sequences with largest residuals (red markers) and determined the position-
dependent distribution of NN free energies (shown right) by averaging (—averaged
NN-pair free energy versus NN-pair position. The Gibbs free energies in A, B and C
refer to T=310 K, 340 K and 360 K, respectively). At 310 K the sequences with the
most stable AGppa have their weak NN-pairs at the outermost two base positions
(thin blue line) and therefore the more strongly binding NN-pairs in the interior.
Vice versa sequences with the weakest AGppa (bold green line) have strong NN-
pairs located at the outermost positions. The mean NN free energy (average over all
sequences) is indicated by the dashed red line. At 340 K for the most stable sequences
(according to PFA) the weakest NN-pairs are concentrated at the 6 outermost base
positions (at each duplex end). At 360 K (which is above the melting temperature of
the duplexes) the NN-pair stabilities exhibit a parabolic position dependence.
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at lower temperatures, the PFA-results converge with thiieatwo-state nearest neighbor
model (Fig. 7.16A).

Distribution of NIN-pair stabilities

To investigate the influence of the positional distributadrstronger/weaker NN-pairs we
have created a set of 7500 duplexes, each assembled frorartteeset of 24 NN-pairs

(randomly arranged). Owing to the identical NN-pair comtitse TSNN binding free en-

ergy of the randomly arranged duplex sequences is identical

On the basis of the partition function approach we deterchthe binding affinities of the

individual duplexes. Good agreement with the UNAFold nmgltiemperatures is shown in
Fig. 7.17.
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Figure 7.17: The comparison between duplex melting temperatures calculated with
UNAFold and the corresponding equilibrium constants calculated with our partition
function approach (at T=340 K), shows a good agreement between the two models.
Equilibrium constants are plotted on a logarithmic scale. Owing to identical NN
pairs (randomly arranged) in the chosen set of 7500 25mer sequences the two-state
binding constants are identical. The stripe patterns (presumably) originate from
sequence similarities (sequences are not completely random - owing to the constraint
of identical NN-pairs when the sequences were generated).
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Approximation of the PFA with a PDNN Model

The analysis of the positional distribution of NN-pairs lnetweakest/strongest 5% of the
duplexes is shown in Fig. 7.18:

¢ in the group of the most stable duplexes the strong NN-pagrsozated in the center
of the duplexes, whereas

e inthe least stable duplexes the strong NN-pairs are locbse to the duplex ends.

At in increased temperatures (360 K in Fig. 7.18B) the posdl distribution of NN sta-
bilities is more pronounced (extending to the center of thplek) than at 310 K were
only the outermost base pairs A similar result has beenmddawith the partition function
based UNAfold softwaré (DINAMelt web server [Mar05]). Asymmetries at the duplex
ends originate from the constraint of identical NN-pakssequences are not completely
random but rather have identical NN-pairs at the duplex erfsimilar result (without ar-
tifacts) is shown in Fig. 7.16 (right column). Here the deleare composed of sequences
with a similar base composition, rather than of identical-pirs.

Discussion

Our theoretical analysis demonstrates that end-frayirtgaseason for the reduced sta-
bilizing contribution of base pairs which are located néwr duplex ends. This has been
previously suggested by Zhaegjal. [Zha03] for an explanation of the position dependent
nearest neighbor model. We have shown that the PDNN modebeaterived from the
double-ended zipper model.

However, we found that only the outermost base pairs areesuty significant end-
fraying. Our statistical analysis (Fig. 7.16B - left) demstmates that (near the melting
temperature) in 25mer duplexes the 4-6 outermost neariggthwr pairs (at each side, i.e.
8-12 of 24 NN pairs) have a reduced position dependent d¢anion to duplex stability.
This is not exactly the distinct parabola-like position degence reported by [Zha03],
however, even with a positional influence restricted to thplek ends the distribution of
the various NN pairs within the duplex (NN pair free energgsws NN pair position) has a
significant influence on duplex stability: The analysis ajisences composed of identical
NN pairs (—identical duplex free energies according to the two-stat@rest neighbor
model) demonstrated that sequences with strong NN-paitfseircenter are significantly
more stable than sequences with their strong NN-pairs hedrdying ends.

1To determine 7500 melting temperatures UNAFold was run via a MatLab script with the
perl command: result=perl([’hybrid2.pl’], '—tmin=40’, '~A0=0.000000001°, *~B0=0.000000001", -
NA=DNA’, —exclude=A’, '—exclude=B’, —exclude=AA’, '—exclude=BB’, probeFileName, tarFile-
Name). Melting temperatures were read from text files generated by UNAFold.
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Figure 7.18: We performed a theoretical investigation on duplex stability with a
set of 7500 randomly created 25mer sequences with an identical NN pair content. For
those sequences, owing to identical NN pairs the two-state nearest-neighbor model
predicts identical duplex binding free energies. Similar as in Fig. 7.16 we determined
those sequences with the largest/smallest AGppa and determined for these subsets
the spatial distribution of NN pairs (NN pair stability versus NN pair position).
NN free energies are referring to 310 K (A) and 360 K (B), respectively. For the most
stable 5% of the duplexes the average NN free energies are plotted as a function of
NN pair position (solid blue curve), the NN pair distribution of the least stable 5%
is shown by dashed blue curve. The dotted line shows the average nearest neighbor
free energy distribution over all 7500 sequences. In parallel we employed the partition
function based software UNAFold [Mar05] to determine the melting temperatures of
the duplexes. We selected the 5% of the sequences with the highest/lowest melting
temperatures and established the corresponding NN pair distribution (highest melting
temperatures: solid green curve; lowest melting temperatures: dashed green curve).
We found a good agreement between the results of the PFA and UNAFold. At a
temperature of 360 K the PFA shows a significantly stronger position dependence.
The asymmetric bias at the duplex ends originates from the fact that the constraint
of an identical NN pair content provides sequences with identical NN pairs at the
duplex ends.
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Chapter 8

Microarray Experiments

8.1 Influence of Synthesis Defects on Microarray

Hybridization Characteristics

8.1.1 Theoretical Considerations

The fidelity of light-directedn situ synthesis is affected by point defects introduced in the
synthesized probe sequences [Gar02; Job02; Kim03; NaiO6b]

e Limited phosphoramidite coupling efficieney single base deletions

e Incomplete photo-deprotection (see Fig. 83kingle base deletions

e Stray light results in erroneous deprotectiensingle base insertions and single base
mismatches

e Strand breakage- truncated strands
The length of the probe molecules synthesized on the artgyimally 15 to 30 nucleotides.
Due to random errors, caused by stray light, incompletegtdeprotection or incomplete

coupling of the monomers, the yield of correctly synthesized n-mer oligonucleotides is
limited to

Y = E!.E}.-E" (8.1)
= (e /TINT (=) By
E, and E. denote the stepwise efficiencies for deprotection and aogiptactions. Cou-

pling efficiencies of NPPOC amidites were reported to be 989depending on the par-
ticular phosphoramidite reagent) [NuwO2F, accounts for erroneous deprotection by
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DNA Microarray Experiments

stray light! In the synthesis process a microarray feature is depratéoteaverage) only

in one of four deprotection steps. Thus, stray light fronghbbring features affects the
synthesis of a probe sequence three times per couplingaea@ompared with the time
constant for photo-deprotectionthe time constant for stray light deprotection, owing the
the smaller stray light intensity, is increased by the asttfactorf.. £, depends not only
on the optical performance of the photolithography setupalso on the geometry of the
mask patterns (see Sec. 3.2.7). With an averaged estintadgdight intensity of 0.5%

of the full exposure intensity (i.e. the local contrgstis 200:1) and the time course of
photo-deprotection as shown in Fig. 8.3 the fraction of meously deprotected molecules
per exposure step is not just 0.5%, but rather 2 to 3%. Thexéfphas an average value of
about 97 to 98%. With these efficiencids,(= 0.98, F. = 0.98 andE,; = 0.97 - estimated
from Fig. 8.3) the yieldy” of correctly synthesized sequences on a 25mer microarray is
about 6% (compare with Fig. 8.1). For a larger stray lighemsity of about 2% of the
exposure intensity- £, = 0.92 the yield would be significantly reduced to 0.05%. There-
fore a high local contrast ratio over the small distance sday neighboring features is
crucial for successful light-directed fabrication of DNAaroarrays.

N
o

[6,}
T

f=500:1
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Yield of defect free sequences in %
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Figure 8.1: Yield of defect free 25mer probes sequences according to equation 8.1.
The coupling efficiency was set E.=0.97. The contrast factor f. (ratio between full
exposure intensity and stray light intensity) is varied between 50:1 and 500:1 (in
increments of 50). Depending on the contrast the optimum yield has its maximum
between 5 and 7 7 /5 (the time at which 50% the protection groups are removed).

A fraction of 6% of error free probe sequences may seem likglitde. However, as will
be shown later (see section 7.4.2), the fraction of err@ fr@bes is not all-important for

L E, is the fraction of probes which is not affected by stray light. Stray light is caused by optical
flare, aberrations, and diffraction at the mirror edges. Most stray light originates from the exposure
of neighboring microarray features (local contrast).
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Investigation of the Influence of Synthesis Defects

the function of the microarray, since also probes with pomntations participate in the
hybridization process. We have demonstrated that degpitbesis defects hybridization
on our microarrays is highly specific.

Fig. 8.1 demonstrates that, owing to stray light (even atatively high contrast ratio of
500:1), an increase of the exposure beyond 5 to 7 half-expdisnesr, , is not beneficial
for the synthesis yield.

A detailed experimental investigation on synthesis-eglatefects in light-directeih situ
synthesis and measures to improve the quality of synthé:sigeroarray probes has been
published by Richmondt al. [Ric04].

8.1.2 Evaluation of the Synthesis Yield - Progress of the
Photo-Deprotection

The progress of the photo-deprotection of the NPPOC growgssimvestigated in an ex-
posure-variation experiment, similar as that describetlusbkeet al. [Lue02]. Like in

the normal synthesis process the initial layer of NPPOQnidde (covering the surface
completely) has been deprotected by UV exposure. The dagtion time of the particular
features has been varied in increments of 6.3 s. Subsegu@yBtamidite (Amersham

Figure 8.2: Variation of amount of coupled Cy3-phosphoramidite as a function of
the UV exposure dose. The fluorescence micrograph shows the fluorescence intensity
of Cy3-amidite which has been coupled onto a single layer of deprotected T-amidites
on the microarray surface. The length of the UV exposure (photo-deprotection) has
been varied in increments of 6.3 s (between 0 and 151.2 s).

Biosciences) was coupled to the deprotected binding sit¢3-fluorescence (Fig. 8.2) en-
ables quantification of the deprotected binding sites awshio Fig. 8.3. The progress of
the photo-deprotection is well-fitted by a saturation cuwith a half-life of 7, = 20.1 s.

With an exposure time of about 100 s (as employed in the ni@paynthesis process)

187



DNA Microarray Experiments

1.2r
1 -

=)
(&)
N
g o8t
S}
£
(—g Y/,
206
2]
3]
o
3
® 0.4l —©6— Fluorescence intensity (Cy3)
% — — —Fit I=1-exp(-/29 s)
[

0.2

0 20 40 60 80 100 120 140 160

Duration of photo—deprotection in s

Figure 8.3: Degree of photo-deprotection as a function of the deprotection time.
The fluorescence intensity of the coupled Cy3-amidite shows the progress of photo-
deprotection.

the degree of photo-deprotection is 97%. This value is aimd the estimated coupling
efficiencies of NPPOC-amidites of 96-99% [Nuw02] (depegdam the individual phos-
phoramidite reagent). An improvement of the deprotectitiniency, to reduce the rate of
synthesis errors [Ric04] could be achieved by increasing

¢ the exposure time
e the UV light intensity

¢ the sensitivity of the photo-deprotection reaction [W3l04

However, one has to be aware that a higher deprotectionegféigialso results in an in-
creased stray light dose. To increase the deprotectiomesity from 97 to 98% the expo-
sure needs to be prolonged significantly as complete depiatds approached asymptot-
ically, whereas the fraction of molecules erroneously diegmted by stray light increases
at much faster rate [Gar02]. Thus, as shown in Fig. 8.1, tiseae optimum exposure time
at which the number of synthesis errors has a minimum.

To ensure a high quality of the synthesized probes, ratlzer tin reduce the deprotec-
tion time, a high contrast between the features under exp@sul neighboring features, to
be protected from stray light, is necessary (see sectiaid)3.2
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8.1.3 Impact of Synthesis Defects on Microarray Synthesis
Fidelity

The impact of synthesis defects on the hybridization charetics of the microarray
probes is difficult to estimate, because

e we don’'t know how many defects are generated in the syntpestess. Moreover, the
density of defects varies locally with the imaging qualégd

e the varying number of defects per probe, as well of the varpiosition of the defects,
give rise to a heterogeneity of binding affinities. Is not wmnohow multiple defects
affect oligonucleotide duplex binding affinities.

We therefore investigated the impact of synthesis defetttsam experiment in which the
amount single base deletions (resulting from incompletatgleprotection) was incre-
mentally varied.

Experiment: How do synthesis-related defects affect DINA microarray hy-

bridization characteristics?

16 microarray features comprising 20mer probes with antid@nsequence were depro-
tected with different UV intensities (controlled by diféert photolithography mask bright-
ness), so that the photo-deprotection of the NPPOC groups$onsmgreater or lesser extent
completed. The result of the experiment (Figure 8.4) deitnates that the hybridiza-
tion and melting behavior, owing to the varying number ofifénbase deletions, strongly
depends on the completeness of the photo-deprotectioptiBedefects originating from
incomplete photo-deprotection reactions reduce the tigaiion signal and result in a sig-
nificantly reduced melting temperature. A similar expemmeas conducted to investigate
if the exposure currently employed is sufficient, or if a lengxposure can significantly
improve the probe quality. Fig. 8.5 shows the hybridizasamals of 16 features (with
identical probe sequences but different exposure) as aifunaf time. The exposure time
of the individual features was determined from image gralgsealues using the projectors
gamma function (see section B.2.1). The total exposurewiasel50 s. Thus, the exposure
dose value commonly employed in the synthesis process (10th & feature brightness
of 100%) corresponds to a relative exposure intensity otit6@%. The stability of these
probes synthesized with an exposure dose correspondin@0ta Icyan solid curve) is
only slightly smaller than that of probes synthesized wité tull exposure of 150 s. An
exposure time of 100 s (commonly employed in the synthesisgss) is a reasonable com-
promise between a short exposure time (determining theHesfghe synthesis process)
and the quality of the synthesized probe sequences.
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Figure 8.4: Influence of deletion defects on the melting A and hybridization behavior
B of 20mer probes. The relative brightness of the features in the JPEG images
employed as "virtual photolithography masks” (thus determining the exposure dose of
the individual features) was varied in increments of about 3% from 100% (feature F1)
to 54% (feature F16). The length of the exposure was 100 s. The upper plots in A and
B show the temperature of the hybridization solution. Diagram A demonstrates that
the melting temperature of the probes depends strongly on the amount of deletion
defects contained in the sequences. Feature F10 begins to melt at about 35 °C,
whereas feature F'1, containing the least synthesis defects, starts melting only at 55°C.
Vice versa, when the temperature of the hybridization solution is reduced (in B) the
hybridization signal of higher quality probes increases significantly faster and stronger
than that of probes containing a larger number of deletion errors. Temperature
influence on the Cy3 fluorescence intensity (see section 8.2) is not accounted for.
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Figure 8.5: Impact of deletion errors on the hybridization/melting behavior of the
20mer probe-sequence 3-TTGAGCGATATTACTGGACC-5’. The relative exposure
intensity, and the corresponding efficiency of photo-deprotection (determined from
Fig. 8.3) are shown at right. The temperature is linearly increased from 25 °C to
65°C (between 0 and 2000 s). This is followed by a linear decrease from 65°C to
25°C (between 2000 and 4000 s). Subsequently the temperature is held constant
at 25°C.

Microarray feature size reduction

The synthesis of microarrays with small and densely armrigatures, owing to the re-
duced local contrast ratio, suffers more from stray liglintthe synthesis of microarrays
with larger structures. Stray light induced photo-deprtiten of probes in neighboring
features gives rise to random MM and insertion defects. #altally, the quantitative
analysis of microarray hybridization signal intensitiesing to the reduced optical con-
trast, the increased relative impact of small scale inhamedies (microarray substrate,
particles, etc.), and the requirement of an exact placemietite readout grid, becomes
increasingly difficult with decreasing feature size. Thksetations require a minimum
feature size of about 3x3 pixels (DMD mirrors), plus a sepanagap of 2 pixels. The
requirement of 25 pixels per feature enables a maximum noofladout 30000 features.
For a less quantitative analysis (e.g. to investigate gepeession) a feature size of 1 pixel
(possibly requiring an increased exposure time and imgravege contrast) with a fea-
ture separation gap of 1 pixel would enable a total featursbrar of about 200000 features
on a chip area of 10 mfnQuantitativeness in gene expression expression asssigsif
icantly affected by other factors (e.g. target secondanycsire), thus the loss of quanti-
tativeness resulting from feature size reduction presiywabuldn’t account significantly.
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With 200000 probes, assuming a number of 10 different prelgiences per gene (for
the purpose of redundancy - poor predictability of prolrgetabinding affinity [Poz06]),
almost whole-genome expression assays comprising ab0Q02fenes might be feasible.
However, to make use of such a high feature density, moreteféeds to be put in the
automatization of microarray readout and image analysis.

8.2 Temperature Dependence of the Cy3-Fluores-

cence Intensity

For quantitative analysis of hybridization signal intéles one has to consider the sig-
nificant temperature dependence of fluorescent marker©(KotKot00a; Liu05]. The
fluorescence intensity versus temperature characteridépends strongly on the particu-
lar fluorescent label employed. For example, the temperatéiuence on the fluorescence
intensity ofTexas Reds almost negligible, whereas tlyanine-JFluorescence is strongly
temperature dependent: in solution betweefi@.&nd 80C an approx. linear decrease of
the fluorescence intensity from 100% to about 20% was obd¢ve05]).

Since the experimental conditions described in [LiuO5]endiffering from experimen-
tal conditions employed in our study, the Cy3-fluoresceteceperature dependence was
investigated under the same conditions as in our microdyhyidization experiments, i.e.
with Cy3-fluorophores attached to surface tethered DNAnsisa

In particular we investigated if the fluorescence-tempeeatiependence is the same
for fluorophores in the bulk solution and for fluorophorestdto the microarray surface.
An interesting question is whether differences in the lbagtf the probe strands - which
can be regarded as spacers between the surface and theliloi@®p result in differences
of the temperature response.

8.2.1 Experiment

The microarray used in this experiment comprises probeesemps of different lengths
between 1 and 20 nt. In the final coupling step of the DNA chiptisgsis a fluorescent
Cy3-marker (Cy3" phosphoramidite, Amersham Pharmacia Biotech.) was cduplthe
5’-end of the surface tethered probe sequences.

The fluorescence of the Cy3-labeled probes decreases witarigth of the probe strands.
This is most likely owing to the decreasing yield (synthekgtects) of probe strands avail-
able for the final Cy3 coupling step.

In the first part of the experiment the fluorescence signaluofase-tethered Cy3-end-
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labeled probes was monitored in SSPE buffer (identical to the hybridization buffer, how-
ever, not containing any fluorescent targets strands). @imperature was varied slowly
between 30C and 70C (see Fig. 8.6A).

In the second part of the experiment we added a high contemréd 00 nM) of Cy3-
labeled "target” oligonucleotides to the buffer solutioithe sequence of the "targets”
was chosen to prevent hybridization with the surface-tethgrobes. In this way we
could simultaneously observe the fluorescence of Cy3-éab&hrgets” in bulk solution
and surface-tethered Cy3-fluorescence signals (the lattenperposition with the bulk
solution fluorescence).

8.2.2 Results and Discussion

Fig. 8.6A shows the temperature and the fluorescence ityavfsihe surface bound flu-
orophores. The temperature ramp was repeated to ensurmtiradity changes are re-
versible and not due to photobleaching or detachment of thiegs. The observed small
decrease of the fluorescence intensity could be owing tcoplesching.

A significantly stronger temperature influence is obseree€f3-fluorescence in solution
(Fig. 8.6B). The plot of fluorescence intensity versus terajee reveals that the fluores-
cence intensity on the surface decreases linearly with ¢éeatypre (Fig. 8.7A), whereas in
solution the fluorescence decreases exponentially witpeeature (Fig. 8.7B).

Between 31.59C and 68.5C the fluorescence intensity of the surface-tethered Cy3Jensir
decreases to 67% of the original value, whereas the fluaresdetensity in solution is re-
duced to 23%. The intensity decrease observed in bulk saligisimilar to the intensity
decrease described in [Liu05] (decrease to about 35% focdhresponding temperature
range).

An explanation for the large differences between the saréad solution fluorescence sig-
nal could be that the chemical environment of surface-bdluadophores is different from
that of fluorophores contained in the bulk solution.

The linear decrease of the Cy3-fluorescence in Fig. 8.7Anfidal for all features) is
independent of fluorophore density. Moreover, the lengtthefprobe strands (i.e. the
tether length between the surface and the fluorophore) hwvis varied between 0.34 and
6.8 nm, didn’t have an influence on the fluorescence inteisityperature characteristics.
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Figure 8.6: Temperature influence on the Cy3-fluorescence intensity (A) on the
DNA chip surface (surface tethered fluorophores) and (B) in bulk solution. During
the experiment the temperature (upper images) was varied between 30°C and 70°C.
The individual curves (in the lower images) correspond to fluorescence intensities of
individual microarray features with a varying density of Cy3-fluorophores (attached
at the 5-end of DNA probes of varying length). In (B) a high concentration (100 nM)
of Cy3-labeled oligonucleotides (sequence chosen not to hybridize with the surface-
bound probes) was added: Now the fluorescence of the surface-bound fluorophores is
overlaid by the much larger fluorescence of Cy3-labeled oligos in the solution. The
fluorescence intensity in the bulk solution is significantly more affected by temperature
changes than that of surface bound fluorophores. The temperature ramp was repeated
to ensure that a reversible temperature-related effect is observed.
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Figure 8.7: Temperature dependence of the fluorescence signal of (A) surface-
tethered Cy3-labeled probes and (B) a superposition of the same surface tethered
Cy3-labeled probes and Cy3-labeled DNA in solution (B). The various fluorescence
signals shown in (A) and (B) originate from different microarray features with probe
lengths ranging from 1 to 20 bases. In the final step of the DNA chip synthesis the
fluorescent Cy3-amidite was coupled to the 5’-end of the surface tethered probe se-
quences. Between 31.5°C and 68.5°C the hybridization signal of the surface-tethered
Cy3-fluorophores decreases linearly to about 67% of the initial intensity. The five
smallest signals correspond to background intensities originating from nonspecific
binding of the Cy3-amidite to the microarray surface. Plot (B) shows hybridization
signals of the the same features, however, superposed by a large fluorescence intensity
from Cy3-fluorophores dissolved in hybridization buffer. Unlike plot (A) plot (B) has
a semilogarithmic scale. Five of the signals (bold red lines) are genuine solution signals
(with no overlying surface signal - apart from a negligible fraction of nonspecifically
bound Cy3-molecules). Some surface signals seem to be weaker than the solutions
signals. This is owing to an uncorrected gradient in the fluorescence excitation. In
solution we observed a significantly stronger decrease of the hybridization signal to
about 23% of the original intensity at 31.5°C. Here the temperature dependence is
exponential rather than linear.
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8.3 Single Molecule Imaging on DN A Microarrays
- Photobleaching and Photoblinking

Image acquisition with the fluorescence microscope (Olysripi81, PLAPO 60<1.4NA
oil objective) and an electron multiplying EM-CCD camerafhamatsu EM-CCD C9100-
02) demonstrated our setups capability for single moledatection.

Figure 8.8: Photobleaching and photoblinking in a time lapse series of fluorescence
micrographs of a hybridized DNA microarray. Square areas are individual microarray
features with a size of 17.5 um. Duration from first to last image: ca. 17 s. With
increasing photobleaching individual Cy3 fluorophores become visible. Apart from
irreversible photobleaching we observe blinking of individual fluorophores on a one-
second-time scale. EM-CCD exposure parameters: exposure time 0.033 s, gain 120,
4x binning.

The series of fluorescence micrographs in Figs. 8.8 and ®®ssthat photobleaching is
overlaid by photoblinking. The oberved photoblinking iscdcterized by long-lasting off-

periods (time scale of seconds) of individual the Cy3-flypdrares. The analysis of the time
evolution of individual fluorophores in Fig. 8.10 shows tlta blinking characteristics

of individual fluorophores can be very different. For exaeyphe fluorophore F3 has a
significantly higher blinking rate than the fluorophores FZ8.

Except for the described experiments, no extensive asatyshe blinking characteristics
has been undertaken since single molecule blinking (ursiikgle molecule imaging) is
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not directly in the scope of this work.
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Figure 8.9: Photoblinking of individual fluorophores. The Cy3-end-labeled oligonu-
cleotide targets were hybridized on the surface of the microarray. Under the applied
observation conditions (high salt buffer, room temperature, no mobile target strands
in solution) the duplexes can be regarded as stable. The series of fluorescence micro-
graphs (for contrast enhancement intensity levels were squared and inverted) corre-
sponds to Fig. 8.10 between t=2.68 s and t=3.95 s (time lapse 0.0667s). Image size
(ca. 30um). For the fluorophores F1, F2, F3 and F5 the time evolution of is shown
in Fig. 8.10. Exposure parameters: exposure time 0.033 s, gain 120, 4x binning.

Long time scale fluorescence intermittency in previous work

The effect of long timescale photoblinking has been desdritreviously, e.g. in [Sab05]
and [Sch07]. The underlying physical mechanism for fluooypltblinking is poorly un-
derstood [SabO05].

Triplet-blinking occurs on the micro- and millisecond scalVhereas the long-lasting dark
states observed in the experiments have a duration of upv&vadeseconds. Rotation of
the molecular dipole may be ruled out by polarization resdlgetection [Sch07].
Schusteket al. [Sch05] propose the following explanation for long livingréd states: Pho-
toinduced charge ejection results in the formation of acadpair consisting of a dark
state fluorophore (cation) and an electron which is trappdte polymer matrix. This is
supported by the observation of a power law distributiorhefdark state life-time, which
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Figure 8.10: Time evolution of the fluorescence of individual fluorophores. The
fluorophores F1, F2, F3 and F5 are shown in Fig. 8.9. The corresponding series
of fluorescence intensities from randomly chosen background points B1, B2 and B3
indicate the level of noise. Fluorophores F2 and F5 seem to undergo irreversible
photobleaching (at ¢t ~ 2.9 s and ¢ ~ 3.3 s, respectively), whereas F1 and F3 and F4
recover repeatedly. The blinking rate of F3 is significantly larger than the blinking
rate of the other fluorophores considered in this diagram.

suggests that not intrinsic electronic properties of the mhplecule but rather an influence
of the local environment is responsible for the observedésicence intermittency. The
dark state life-time depends the dielectric propertieshefdurrounding polymer matrix.
From the trapped dark state either recombination of thecghgiair or, alternatively, for-
mation of a stable non-fluorescent photoproduct (photabieg) can occur.

In principle the detection of single target molecules isstigle with our experimental setup.
However, photobleaching is expected to be a serious probRmotobleaching could be
prevented by labeling with antibody-conjugated quantums.do

8.4 Duplex Melting Characteristics on DNA Mi-

croarrays

Nucleic acid hybridization, due to base stacking, resulta idecreased UV absorbance
(hypochromicity) with respect to denatured single strandi®asurement of the UV ab-
sorbance — providing the fraction of stacked bases (whidgisl to the fraction of hy-
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bridized duplexes if a two-state transition is assumed) eormmonly employed for the
investigation of the nucleic acid denaturation transitionlike typical UV melting curves
obtained from absorption spectroscopy measurements,yduidization experiments on
16 to 25mer microarrays (fabricated by light-directeaitu synthesis) don’t show a dis-
tinct melting transition, but rather a continuous decrezfstne hybridization signal with
increasing temperature. We have performed experimentavestigate the hybridiza-
tion/denaturation behavior of oligonucleotide duplexe€iNA microarrays.

8.4.1 Experimental Procedures

For the experiments we have fabricated a DNA microarray ewmimg probes of different
lengths ranging from 1 to 23 nucleotides. All probes were glementary to the target se-
quenceCOM. The target concentration used in the hybridization/mglassay was 1 nM
(hybridization buffer: % SSPE with 0.1% SDS).

Prior to themelting experimenfFig. 8.11) the targets were allowed to hybridize on the
microarray for 30 minutes at a temperature ofG0Then the temperature was increased
in steps of BC to 70°C. A duration of ca. 2000 s for each step ensured that hybtidiza
equilibrium (or close approach to equilibrium) could beiagkd.

An analoghybridization experimenfig. 8.12) was performed, however with the temper-
ature program running from 70 (no initial hybridization) to 30C, with decrements of
5°C. Time steps, as above, were approximately 2000 s long.

Hybridization signals were acquired in real-time, while timicroarray was immersed in
the hybridization buffer (with 1 nM Cy3-end-labeled targégonucleotide), on the fluo-
rescence microscope setup. Fluorescence micrographsregemeled withSimplePClat

in interval of 60 s. The temperature of the hybridizationrobar was controlled by a soft-
ware based PID-controller (see section B.11).

Analysis of the fluorescence micrographs was performed thigtBcanRAprogram (see
section B.10), which includes a batch processing functarttie analysis of image se-
ries. Lateral shifting of the feature block, owing to thetmgpansion of the hybridization
chamber was corrected with the drift-correction functigknalysis of the intensity data
was performed with MatLab (Mathworks Inc.).

8.4.2 Results and Discussion

Melting curve analysis is commonly performed with UV absorbe measurements, or by
measurement of the fluorescence signal of an intercalateqedyg. SYBR Green ). In
comparison to these measurements performed in solutierfgsexample [Owc04]), the
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Figure 8.11: Stepwise hybridization. The temperature (top) is decreased in in-
crements of 5°C from 70°C to 30°C. The legend shows the corresponding probe
sequences. A significant hybridization signal is only observed for temperatures below
60°C. At 30°C hybridization of 9mer probes is observed. Hybridization equilibrium is
reached faster at higher temperatures (in about 300 s at 55°C, about 2000 s at 45°C).
At lower temperatures the longer probes require more time to reach equilibrium than
shorter probes: For example at 35°C the 22mer probes don’t reach equilibrium after
2000 s, whereas the 12mer probes reach equilibrium after about 1500 s.
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Figure 8.12: Stepwise melting. Comparison of hybridization signals from probes of
varying length - 1 to 22 nt. The temperature is increased in increments of 5°C from
30°C to 70°C. Probes shorter than 9 nt don’t show a significant hybridization signal
(red base line). The hybridization signal of the 22mer probe is still noticeable at a
temperature of 70°C, whereas hybridization signals of 9mer probes were only observed
up to a temperature of 35°C. After a temperature increase (jump) the equilibrium
is reached much faster (requiring between 100 and 500 s) than after a corresponding
temperature decrease (in Fig. 8.12).

melting transition observed on our microarray surfaceggsiicantly broadened. As can
be seen in Fig. 8.13, the hybridization signal of the probggadually decreasing between
30°C and 70C. The melting curves of the longest probes (17-22 nt) havenfiection
point between 30 and 4Q. Melting curves of shorter probeg €17 nt) don’t have an
inflection point in the temperature range investigated.

In a comparable experiment [Wic06] (DNA chips fabricatedilgit-directedin situ syn-
thesis with the Xeotron platform), the melting curves (raanray hybridization signal ver-
sus temperature) of 18mer duplexes have an inflection poibeut 40C. The satura-
tion of the hybridization signal (below 3Q) is more pronounced than in our experiment.
This could indicate an increased number of synthesis eimavsr probes with respect to
[Wic06], it may, however, also depend on the stability of gagticular sequences chosen
for the experiments. Unpublished melting curves presemiguioduct specs. of another
commercial microarray platform (based on light-direategitu synthesis) show melting
characteristics which are very similar to our results in. [8ig.3.
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Figure 8.13: Equilibrium melting curve - equilibrium hybridization signal plotted
versus temperature - extracted from Fig. 8.12. We observe no saturation at the low
temperature end (even though for longer probes there appears to be an inflection
point at 40 °C) - thus, there is no distinct melting transition range.

The significantly broadened melting transition may be owimgeterogeneity of binding
affinities originating from synthesis defects. These reisua decreased binding affinity.
Thus, the experimental melting temperature is expectectmwer than the theoretical
predicted melting temperature of the duplex: melting terafee calculation with the DI-
NAMelt Server (with parameters: 1 nM DNA, 1 M NaCl) providéf, =63.7C for the
22mer probe and;,, =22.9C for the 10mer probe.

In the melting experiment (Fig. 8.12) at temperatures betw&) and 70C a small hy-
bridization signal is observédwhereas in the hybridization experiment a significant hy-
bridization signal is only observed at temperatu@s°C.

Hybridization equilibrium is achieved fasteA{ = 100 to 500 s) in the stepwise melt-
ing experiment (Fig. 8.12) than in the stepwise hybridaagxperiment (for the longest
sequencedt = 100 s at 55C andAt >2000 s at 40C). The increasingly slow hybridiza-
tion kinetics is probably owing to a decreasing duplex faioraratek,,,. ~ [Ty - [P — D]
as the fraction of hybridized probes approaches saturation

One might also assume that at lower temperatures competiimspecific binding may
further slow down the hybridization kinetics. However, tbe experimental conditions

this could be owing to a small amount of irreversibly adsorbed targets (often remaining from a
strong hybridization signal)
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employed this can be ruled out since no significant hybrttnesignal was observed from
probes unspecific to the target sequence.

8.5 Target Transport Related Effects

8.5.1 Experimental Observations

Figure 8.14: Inhomogeneous hybridization due to (assumedly convective) fluid
transfer in the hybridization chamber. The image series of fluorescence micrographs
A-H shows the time evolution of the hybridization signal. Arrows in image A point to
rows and columns of control features with identical PM probes. These control features
would ideally have an identical hybridization signal intensity. We find, however, that
the leftmost column has a significantly increased intensity with respect to the other
control features. In image A (identical to image B) the chip has been hybridized at
room temperature. (C) The microarray has been heated up to about 60°C. Due to
dissociation of the duplexes the hybridization signal has almost vanished (this is also
partly owing to the temperature dependence of the Cy3-fluorescence). D-E Cooling
down to room temperature, enables re-hybridization of the targets. In D all control
features have the same hybridization signal intensity, whereas in E we find that the
lowermost row (at the edge of the feature block) has a significantly higher intensity
than the next but one row which is comprising the same control features. In im-
ages (F-H) we observe a slightly increased hybridization signal of the control features
at the lower/left edges of the feature blocks. This may be indicating a (supposedly
convective) target transfer from the lower right towards the upper right. However,
inhomogeneities are significantly reduced with respect to image A.

Within the feature blocks shown in Fig. 8.14 the identical Bdmtrol features placed next
to the cognate (mismatched) probe sequences display gdrybridization signal intensi-
ties, and thus indicate a spatially inhomogeneous hylaiiin. Control features located at
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the edges of features blocks can be significantly brightm tentical control features in
the interior of the feature block (as shown for instance i B.14A). Similar hybridiza-
tion signal gradients can also be observed in single la@eifes like shown in Fig. 8.15.
The distribution of hybridization signal intensities ingBi 8.14 and 8.15 showing bright
intensities on one side of the features/feature block addaed intensities at the opposite
side, indicates that a directed transport of targets (eug.td convection in the hybridiza-
tion chambet) is responsible for the uneven hybridization of the targetanules.

Figure 8.15: Target depletion effects are visible in the fluorescence micrograph of a
microarray comprising relatively large features (ca. 150 pum in size). Most prominent
is the bright hybridization signal mainly at the lower and right edges of the features.
At the left edges the intensities are similar to the intensities in the center of the
features. Target transport (from the lower right to the upper left) is probably due
to laminar flow in the capillary gap between the microarray surface and the cover
glass. Different feature intensities result from single base MMs. Features on the
diagonal from upper left to lower right are PM features. The hybridization of the
16mer duplexes was performed at room temperature.

8.5.2 Discussion

Experimental observations suggest that target molecuéer@nsported not only by dif-
fusion, but also by convection (within thelmm high hybridization chamber), or by a
laminar flow in the thin capillary gap between the microareand a cover glass (as in
Fig. 8.15). In case of fast hybridization kinetics probesaled near the edge of a feature
are more likely to capture targets than probes in the cefitefeature: Owing to the local

3 Convective transport in the hybridization chamber is inferred from the observation of directional
movement of fluorescent particulates.
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depletion of the hybridization solution [MicQ7] fewer tatg are left hybridize to probes
in the interior of the feature. This is giving rise to a brighm. Directional transport of
the target molecules may result in an uneven distributiothefhybridization signal like
shown in Fig. 8.15.

The circular features on printed microarragdgten have very bright hybridization signals
at the rim compared to reduced hybridization signals in #rger. Doughnut-shaped pat-
terns have been attributed to spotting or drying artifa¢tewever, recently Pappaest
al. reported that the ring-pattern may occur when diffusionied conditions are present
during the hybridization process [Pap06]. Their findings iargood agreement with our
observations oim situ synthesized microarrays (which are certainly not affettgdpot-
ting or drying artifacts). Our experiments confirm the olvaéons of [Pap06]: "the faster
the binding kinetics of the target probe complex, the higherrisk for a more dense cov-
erage of the edges of the microarray spot.” In the quantéddtybridization experiments
throughout this study, uneven hybridization through diifun limitation effects was be pre-
vented by usingrobe-targetcomplexes with not too high binding affinities (e.g. 16mers
rather than 25mers, or probe sequence motifs with suitaBleghtents). Alternatively,
suitable binding affinities can be adjusted by variatiorhef lhybridization temperatures.

8.6 Influence of Target Secondary Structure on
the Duplex Binding Affinity

The selection of appropriate probe sequences is an impastare in the design of DNA
microarrays. The sensitivity of the probes within probtsqee. probes specific to the
same gene) on commercial DNA chip platforms can vary overdva®rs of magnitude
[Zha03; Bin04].

"Whereas the specificity of binding is predictable, the éfficy of of short
oligonucleotide probes binding to long nucleic acid tasges not been pre-
dictable. Most short~{20mer) oligonucleotide probes selected for a given
target will not bind efficiently to the full length transctipAs a result, many
potential antisense agents lack efficacy, and many oligentide probes af-
ford poor signal to noise ratio in hybridization-based nueasients.”[Lue03]

Possible reasons for the large variation are the targetsacy structure [Mir99] (in-
tramolecular base pairing preventing hybridization witle microarray bound probes) and
intramolecular folding of the probes [Lue03].

4 The circular shape is a result of the droplet deposition process.
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To investigate the reasons for this large variation of mgdiffinities we performed a sim-
plified hybridization assay, using only one single cRNA senpt as a target sequence. In
the tiling array experiment (similar experiments were régain [Mir99; Lue03; Mat03])
the oligonucleotide probes form a tiling path complemgntarthe comparatively long
CcRNA target sequence (see Fig. 8.16A).

Additionally, we performed a similar series of tiling arreyperiments with a 74mer DNA
oligonucleotide target which forms a relatively simple IM@&own stem-loop secondary
structure.

8.6.1 Preparation of the cRNA Target Sequences

The plasmidpEGFP-Tubvector (encoding a fusion protein consisting of enhanceemr
fluorescent proteie GFPand humar-tubulin, Clontech Laboratories Inc.) was cloned in
E. Coliand isolated via miniprep.

Amplification and labeling of the transcript by in vitro transcription

In vitro transcription (IVT) was employed for amplification and labg of the target se-
guence. T7 RNA-polymerase (T7 refers to the T7 bacterioptiemm which the partic-
ular RNAP originates) creates RNA transcripts from a DNA péate by polymerization
of ribonucleotides. Fluorescent labeling of the RNA traipgs is performed by random
incorporation of Cy3-UTP nucleotides. T7 RNA-polymerasgpromoter specific. The
T7-promoter-sequence was included into fieGFP-Tubtemplate-strand by a PCR step
(polymerase chain reaction) prior to the IVT. The upstre&@@Rprimer comprises the T7-
recognition-sequence (5’-TAATACGACTCACTATAG-3’, appeed to the primer 5’-end)
and a complementary section for hybridization with the tktg The length of the PCR
product is controlled by the selection of the downstream @Rer. Two separate PCR
reactions with different downstream primers were perfatrteproduce different length
PCR-products.
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Standard PCR-protocol

Buffers and reagents:
e DNA 1pl (undiluted, 1:10, 1:100, 1:1000)

e Upstream primer 2.1l (10 pmolpul) T7-F1:
5'-TAA TAC GAC TCA CTA TAG GGG AAC CGT CAG ATC CGC-3

e Downstream primer 2.5l (10 pmoljul)
primer sequence P1 for long (ca. 800 nt) cRNA target T1.:
5-TGG AGA TGC ACT CACGCACTC G -3
and alternatively
primer sequence P4 for short (ca. 270 nt) cRNA target T2:
5-TGA AGC ACT GCA CGC CGT AGG TC-3’

e 10x Taq PCR-Buffer @l (containing MgC} 1-10 mM)

e dNTPs (10 mM each nucleotide)d

e Tag-Polymerase (5 Wl) 0.2-0.5ul

e complete to a final volume of 50 with nuclease-free water

PCR amplification cycle:
I. denaturation 5 min at 9&
II. 30 cycles
denaturation 30 s 9%
primer annealing 30 s at 64
elongation 90 s at 72

lll. elongation 5 min at 72C
IV. PCR completed - storage at@d

Gel electrophoresis (1% agarose gel) confirms that the PGRupts (depending on the
downstream primer chosen) have lengths of ca. 300 nt and@ant8respectively. Purifi-
cation of the PCR-products with QIAquitX kit.

Quantity of PCR-product from one reaction (UV-absorbaneasarement): 0.6g DNA.
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In vitro transcription (IVT) protocol

Labeling-IVT was performed according to the protocol pd®d in the product specifica-
tion for FluoroLink™ Cy3™-UTP (Amersham Biosciences).

Reagents:
e in vitro transcription kit: Ambion T7 MegaScript!
o fluorescent marker: FluoroLidR! Cy3™-UTP (Amersham Biosciences, PA53026)

Preparation of the IVT:
¢ lyophilisation of the DNA template
¢ dilute DNA template in 7.5ul nuclease-free water (amount appropriate for IVT reac-
tion)
e thaw reagents from IVT kit (except the enzyme mix) on ice

IVT labeling protocol:
Add reagents, in the following order to a nuclease free 1.&anical microfuge tube:

10xreaction buffer 24l

A/C/G stock solution Gul

U stock solution 2ul

Cy3™.UTP solution (5 mM) 0.5.

enzyme mix (containing T7 RNA-polymeraseuP

IVT reaction:
e add DNA template 7.5
e incubate at 37C for 2-4 hours, in the dark

e remove the template DNA by addition oftltDNAse | (RNAse-free). Mix gently and
incubate for 15 minutes at 3.

Purification of the cRNA with Qiagen RNead${mini protocol for RNA cleanup. Elution
with 40 ul nuclease-free water. Storage of the labeled cRNA &t(z80

8.6.2 Design of the Tiling Array Experiment

The cRNA targets (T1 and T2 - see Fig. 8.16A) comprisegh&FP-Tubplasmid sec-
tions 578 to 832 (T1) and 578 to 1367 (T2) - numbers refer te Ipasitions specified in
the ClonTech pEGFP-Tub Vector Information.

The tiling array comprises sets of 25mer tiling probes camm@ntary to thepEGFR
sections 555-1370 (tiling interval: 1 base), see Fig. 8,161l 1370-2670 (tiling interval:
2 bases). Only probes targeting the section 555-1370 aextegbto specifically hybridize
with the target T2. For the probes 1370-2670 no specific targee available in the ex-
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periment. Probes complementary to this section will ses/éndicators for nonspecific
hybridization.

The microarray further contains a set of "reverse orientexb@s”. Probe sequences in
this probe set are the same as above, however the strantatioars reversed (example
shown in Fig. 8.16E). Furthermore the microarray contagiso$ "complement probes”
(derived from the target specific probe set, by substitutidrases by their complementary
bases, e.g. 5’-TATAAGC-3’ rather than 5-’ATATTCG-3’). Rensed probes and comple-
ment probes are not expected to show specific hybridizatgpraks, rather these probes
are employed to reveal non-specific cross-hybridization.

8.6.3 Microarray Hybridization - Experimental Procedures

1xMES-hybridization buffer [Nuw02]

Reagents:

MES (2-(N-morpholino) ethanesulfonic acid) 50 mM (zwilteric buffering agent)

NaCl 0.5 M

EDTA 10 mM (chelating agent, employed to bind Kfgions, thus to inhibit nuclease activity)
Tween-20 0.005% (v/v) (nonionic surfactant, employed txkinonspecific surface adsorption)

Hybridization buffers were produced with RNase-free NQHwater. RNAse activity of the
MilliQ-water and of the prepared hybridization buffers wasted negative with the Am-
bion RNaseAlert" test kit.

Storage of the MES-buffer at@ to 8C. Shield from light. Discard solution if yellow.

Caution: With the MES-buffer we experienced irreversible adsorptid fluorescently
labeled targets if the temperatures were increased ab6ve(®S in melting experiments).
This problem (restricting reusability of the DNA microays) seems to be related to the
use of the MES-buffer. Therefore, in later experiments tiieSvbuffer has been replaced
by 5x SSPE (with 0.01% Tween-20) buffer.

Hybridization procedure

Microarray hybridization with the cRNA target (either T11) was performed in * MES-
buffer at temperatures of 26 and 37C, respectively. The cRNA eluate (obtained from
the QIAquick™ purification after IVT) is diluted 1:500 in the MES-buffer.ddition of a
fluorescently labeled control-target (DNA oligonucleetiga. 100 pM) which specific to
control features is useful to create a regular grid for aagon. To prevent evaporation, the

209



DNA Microarray Experiments

A CcRNA transcripts from peGFP-Tub plasmid

578 832 1367 .
PeGFP-Tub el V-CCFP & Lt i
cRNA transcripts ::.—; ; '

B Single transcript (cRNA) tiling assay

555 578 1367 2670

in vitro transcript
25mer probes

C [N ] [ ]
Chip design

probes complement probes reverse orientation probes|
555-1370 565-1370 555-1370

probes complement probes reverse orientation probes
1370-2670 1370-2670 1370-2670

probes probes probes
555-1370 555-1370 555-1370

probes probes probes
1370-2670 1370-2670 1370-2670

D Feature block (arrangement of the probes)

VA AN A 1
l l l l l l 11370

E Example sequences

probe 555 3-ATATTCGTCTCGACCAAATCACTTG-5
complement probe 555 3- TATAAGCAGAGGCTGGTTTAGTGAAC
reverse orientation 3. GTTCACTAAAECAGCTCTGCTTATA

probe 555
Figure 8.16: Tiling array experiment. (A) The fluorescently labeled cRNA tran-
scripts T1 and T2 (employed as hybridization targets) have been produced from the
pEGFP-Tub plasmid by PCR and in vitro transcription (IVT). T2 corresponds to
the section 578-1367 of the pEGFP-Tub plasmid (and corresponds to the complete
EGFP-coding sequence). T1 corresponds to the shorter section 578-832. (B) The
tiling array includes a set of 25mer probes which forms a tiling path complementary
to the cRNA target sequence. Probes are shifted along the complementary target
sequence in increments of 1 (or 2) bases. Further probes that go beyond the actual
target sequence range (of probes T1 and T2) (corresponding to pEGFP-positions
1370-2670) have also been included. These probes will be used for detection of non-
specific cross-hybridization. (C) Arrangement of the feature blocks on the microarray
- compare with the fluorescence micrograph of the hybridized microarray in Fig. 8.17.
(D) Arrangement of the probes within the feature blocks. Apart from four replicate
feature blocks the microarray contains one feature block of probes with reversed strand
orientation - explained in (E) - and one with complemented probe sequences in which
the bases have been substituted with their complementary bases.
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hybridization solution was applied in thin film between thRAchip and a cover glass,
either for 10 minutes (at 2%’) or 2 h (at 37C).

Microarray washing procedure

In this experiment (unlike in the other experiments) thersgrfluorescence of the cRNA
hybridization solution doesn’t allow real-time monitagiof the hybridization signal. To
remove unbound targets and salt residue the microarragstbawndergo washing.
Unbound targets are washed off (under non-stringent congi with 20x SSPE-buffer
(presumably %X SSPE will equally work). Washing in an ethanol/water saotremoves
salt residue and prevents duplex dissociation.
Washing protocol:

e washing in 2 SSPE, 0.005% Tween-20 (with agitation) for 1 minute

e washing in 1:1 ethanol/water (with agitation) for 30 s

e washing in ethanol (analytical grade) for 30 s

e drying under a stream of nitrogen

Washing is performed at room temperature. Use of pure etliatize final washing step
prevents droplet formation in the subsequent drying stéye &thanol dries very fast in a
thin film and therefore (unlike water) doesn’t leave concaietd spots of residues.

The washing procedure doesn’t seem to affect the relatilbediyzation signal values. The
hybridization signal after the washing procedure is id=itio that observed while the
microarray is still in the hybridization buffer.

Microarray stripping procedure

For reuse of DNA microarrays the targets from the previousidyzation experiment have
to be removed. For removal of DNA targets heating ©iSSPE buffer to a temperature of
60-70C is applied. Often however, the fluorescence signal is notptetely removed -
in particular if the previous hybridization signal was vetyong. It is unclear whether this
irreversible hybridization signal is due to covalent bimglof the targets.

In case the hybridization is performed with RNA targets ¢hisra more efficient stripping
method, making use of the fact that RNA degrades under alkalonditions, whereas
the microarray bound DNA-probes remain intact: Strippimd©0 mM NaOH solution at
45°C (5 minutes) removed fluorescence of cRNA targets completéigreas traces of the
fluorescently labeled control-target (DNA) were still Wd. The hybridization capability
of the microarray seems unaffected, however, the strippingedure described above has
not been tested extensively.
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A similar (somewhat more gentle) method (RNA-degradaticth & mM NaOH, 250 mM
EDTA at 60°C to 62°C, 8 minutes) has recently been described byettial. [Hu05].

8.6.4 Results

Figure 8.17: Image montage of fluorescence micrographs showing the complete DNA
microarray (ca. 10000 features) after hybridization with cRNA target T2 (10 minutes
at 25°C) and washing. Microarray features - size about 18 pum, corresponding to
5 x 5 DMD pixels - are separated by a 1 pixel gap. The chip design is described
in Fig. 8.16C. Control features (horizontal lines between the features blocks and
features at the right end of the individual feature blocks - have been hybridized with
the fluorescently labeled control target (a short DNA oligonucleotide), and therefore
show a weak hybridization signal. Unexpectedly (at 25°C) the reverse oriented probes
(feature block top-right) displayed the brightest hybridization signals and the same
intensity pattern as the regularly oriented probes.

To investigate the variation of the probe-target bindirfqay along the cRNA target se-
guence we plotted the hybridization signals versus thegnatbex (number of the base in
the pEGFP-Tubvector sequence which is pairing with the 3’-terminal bakthe corre-
sponding probe - see Fig. 8.16B).

As shown in Figs. 8.17 and 8.18A probes are not equally seasdr the cRNA target.
At 25°C about one third of the target-specific probes has only a Sfo#én negligible)
sensitivity for the target sequence. Sections with sessgiobes (typically about 20 bases
wide) are interrupted by sections with insensitive probes.

Figure 8.18B demonstrates significant cross-hybridinasio25C. The probes targeting
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Figure 8.18: Hybridization with the cRNA target T2 at 25°C. (A) and (B) show a
significant variation of the hybridization signals. Hybridization signals from two repli-
cate feature blocks (black and red curves correspond to identical probes at different
positions on the same microarray - shown in Fig. 8.17) demonstrate the reproducibil-
ity of the analysis. Only probes with indices between 565 and 1355 are expected
to specifically hybridize with T2. However, as shown in (B), we observe also strong
hybridization signals from probes beyond base position 1355 (for which no specific
target sequence is provided). (C) Attempt of a theoretical prediction of the cross-
hybridization binding affinities between the probes 1370 to 2670 and the target T2:
The affinity-measure employs a weighting factor proportional to the square root of
the length of contiguous complementary subsequences and applies a 1.5 times higher
weight on C-G base pairs than on A-T base pairs. We observe some correlation with
the measured hybridization signals in (B). A significantly better correlation couldn’t
be expected as target secondary structure is not considered in the prediction. (D) An-
other affinity-measure, simply based on the number of C and G bases contained in
the individual 25mer probe sequences, doesn’t correlate with the hybridization signal
in (B).
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the section 1370 to 2670 &GFP-Tubplasmid are not specific to the cRNA target, and
thus are not expected to show a hybridization signal.
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Figure 8.19: Histogram plots of the distribution of hybridization signal intensities
(target T2) at 25°C. (A) target-specific probes (555-1370), (B) nonspecific probes
(1370-2670), (C) nonspecific complement probes (555-1370), (D) nonspecific comple-
ment probes (555-1370). The largest fraction of sensitive probes is contained in the
target-specific probe set (A). Compared with the nonspecific complement probes (C)
and (D) the nonspecific probe set (B) includes a significantly increased fraction of
bright probes.

The histogram plots in Fig. 8.19 demonstrate that in nogetaspecific probe sets (as
shown in Fig. 8.19 B to D) the fraction of probes with large hgltzation signals is signif-
icantly reduced compared with the target-specific prob&sgn8.19A.

At an increased hybridization temperatufe £37°C) the non-specific hybridization is
negligible (Fig. 8.20), however, the hybridization signatarget-specific probes is signif-
icantly decreased as well. Only 20-30% of the target-spepifibes provide a significant
hybridization signal. This confirms results of Lueb&eal. [Lue03] showing that only
10% of the probes (specific for the cRNA target coding GFRyrd#éd a signat-5% of the
highest signal.

Unexpectedly, we found that the reversed orientation ¢bry. 8.21) at a hybridization
temperature of 2% show the same hybridization pattern - even at slightlygased inten-
sities - like the genuine target-specific probes. Howe\iéferént from the target-specific
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Figure 8.20: Hybridization signal of the cRNA target T2 on target-specific probes
(upper graph) and nonspecific probes (lower graph) at 37°C (black curve - the corre-
sponding hybridization signal for 25°C is shown in red). The target-specific hybridiza-
tion is significantly reduced at 37°C. Nonspecific hybridization has almost completely
disappeared at 37°C. The ripple on curve is owing to imaging artifacts.

probes, the hybridization signal of the reversed probestmsst completely disappeared
at more stringent hybridization conditions at a tempesatdi37C. The presumed, largely
specific binding of two parallel-oriented strands raisesieresting question of the under-
lying duplex structure and binding mechanisms and showcetbre be subject to further
investigation.

The hybridization signal of the complement probes (derivenh the set of target-specific
probe sequences by substituting bases with their complamyebases) is not correlated
with the hybridization signal of target-specific probegg(F8.22). Several distinct peaks,
owing to nonspecific cross-hybridization at°25 have disappeared at an increased hy-
bridization temperature of 3.

Hybridization of the short cRNA target T1 (at 25) afforded the anticipated result (see
Fig. 8.23): Hybridization is largely limited to probes cowvgy section 600-720. No sig-
nificant hybridization signal is observed in the section-1370 which is included in the
longer target T2, not however in T1.

The experiments have been repeated using the same chimdbsigever with an im-
proved control of the hybridization conditions: Hybridima was performed in a tem-
perature-controlled hybridization chamber enabling terafure control, real-time moni-
toring and buffer exchange. Hybridization with cRNA targ&in 5x SSPE buffer (with
0.01% Tween-20) at a temperature of@5(and 37C, respectively, overnight) followed
by washing with pure hybridization buffer (inside the hylization chamber), provided
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Figure 8.21: Hybridization signal of the cRNA target T2 on reverse orientation
probes at a hybridization temperature of 25°C. Reverse orientation probes (blue
curve) and the corresponding correctly oriented probes (black curve), rather unex-
pectedly, agree very well.
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Figure 8.22: Hybridization signal of the cRNA target T2 on complement probes
at a hybridization temperature of 25°C. The hybridization signals of complement
probes (green curve) and the corresponding EGFP-Tub specific probes (black curve)
are not correlated.
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Figure 8.23: Hybridization of the short cRNA target T1 (section 578-832) at 25°C.
Hybridization signals from T1 (blue curves) shows peaks mainly below probe index
720. These are congruent with peaks from target T2 (red curves). In the section
1370-2670 several distinct peaks, congruent with peaks from target T2 (red curves),
originate from nonspecific binding of the probes with target T1. In comparison with
the longer target T2 fewer nonspecific peaks (lower graph) are observed with the
shorter T1.

basically the same hybridization signals (see Fig. 8.3@easribed above.

Interestingly, a gradual temperature increase frofC3{o 65C 'results in a gradual de-
crease of the hybridization signals of all probes (partlyngto the temperature-dependence
of the Cy3-fluorescence) rather than in an improved discration between specific and
nonspecifically bound targets. In contrast to that, we ofegka significantly improved dis-
crimination at a hybridization temperature of87compared to a weaker discrimination at
hybridization temperature of 26. This suggests that the discrimination between specific
and nonspecific hybridization should be controlled by thmgéncy of the hybridization
conditions, rather than by stringent treatment after dibation.

8.6.5 Consideration of the Target Accessibility

The stable secondary structures of long nucleic acid tauigetrfere with microarray hy-
bridization. As shown in Fig. B.17 large parts of the targaguence T2 (owing to in-
tramolecular base pairing) fold into stable hairpin stnoes. Ratushnat al. [Rat05]
suggested that target secondary structure should be evedith microarray design and in
the interpretation of microarray results.

The limited accessibility of the target sequence for nackaid probes also affects the
efficiency of antisense oligonucleotides [VicO0] and RNAeiference (RNAI) [KKO3;
Wes07]. Software tools for prediction of antisense and RE#iciencies consider tar-
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get accessibility.

In the Sfold software [Din01; Din03; Din04] (web server atpat/sfold.wadsworth.org)
target accessibility is determined from the Boltzmann eride of RNA target secondary
structures. Sfold determines the antisense oligonudedtinding energy as a weighted
sum of RNA/DNA nearest-neighbomteractions [Sug95]. The weighting factor for each
nearest-neighbostacking interaction is calculated from the intramolecilase pairing
probability of the corresponding target dinucleotide [@4h

We compared experimental hybridization efficiencies (fiibmn tiling array experiment in
section 8.6.4) to base pairing probabilities (Fig. 8.24) bmding energies (Fig. 8.25) cal-
culated with Sfold.

1
0.9 |
0.8 |
0.7 —

3 o6t ]
g 0.5 —
o> 04k |
0.3 —
0.2~ —
o WAL IV L UMY *
0 L \M m MJ\ ! ] \
500 600 700 800 900 1000 1100 1200 1300 1400

T2 nucleotide index (5'to 3")

Figure 8.24: Prediction of the target accessibility with Sfold: Probability that
nucleotides 4, i+1, i+2, and i+3 are all unpaired. Single stranded regions are more
likely to be accessible for hybridization with microarray probes. Increased probability
for single stranded section at base positions 785 to 800, 825 to 850, 900 to 930, 1050 to
1090, 1150 to 1170, and 1200 to 1250 is correlated to increased hybridization signals
in the tiling array experiment (see Fig. 8.20 top).

Fig. 8.24 shows the probability that the individual nucides along the cRNA sequence
T2 ° are unpaired and thus accessible for hybridization. Theesszp comprises stable
intramolecular base-paired segments which are interdupteshort (mostly) unpaired seg-
ments. Unpaired segments frequently correspond to segmathtlarge binding affinities
in the tiling array experiment in Fig. 8.20 (top).

Segments with large (negative) binding energies in Figo 8d@respond well to segments
of large hybridization signals in the tiling array experimé Fig. 8.20. The scatter-plots
in Fig. 8.26 show the correlation between microarray hybaiion efficiencies and Sfold
binding energies.

Apart from the end regions the sequence investigated is identical to the cRNA target T2 employed
in the tiling array experiment (see section 8.6.1)
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Figure 8.25: Prediction of antisense binding energies AGs7 with Sfold (parameters:
25mer DNA antisense probes, T=37°C, 1 M [NaCl]). We observe a good correla-
tion between peaks in the hybridization signal (Fig. 8.20 top) and high probe-target

binding affinities (low AG3y).
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Figure 8.26: Plot of the Sfold antisense binding free energies A(G37 versus the
hybridization signals intensities from the tiling array experiments (as in Fig. 8.20
top) at hybridization temperatures of (A) 25°C and (B) 37°C. Larger (i.e. more
negative) Sfold binding free energies correspond to increased hybridization signals.
At less stringent hybridization conditions, for T=25°C in (A), we observe a better
correlation than at 37°C. The branch-structures are associated associated to different
peaks in Fig. 8.25 and thus to different accessible target regions. The slopes of the

individual branches differ significantly.
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We have demonstrated that the target accessibility goverai®array hybridization effi-

ciency. The comparison between our experimental resuttpeadicted binding affinities
(binding efficiency predicted by the Sfold web server) shtined software tools for the
prediction of antisense oligonucleotide efficiency — on ltlasis of target accessibility —
can be employed for the design of efficient (i.e. sensitivieyoarray probe sequences.

8.6.6 Investigation of the Influence of a well-known Target

Secondary Structure on the Hybridization Efficiency

To further investigate the influence of target intramolacidase pairing we used a rela-
tively simple DNA oligonucleotide target ('stem-loop-g@t’ SLT) which forms the stable
stem-loop secondary structure shown in Fig. 8.27.

oubpub of sir_araph
by D. Stewart and M. Zukew

] ]
£-A-6-T-C-C-A-G-G-T-L-A-T-T-A—T-T-A-C-T-T-A-C-A-G-C-T-G-A-¢
5 10 60 70 3

Figure 8.27: The 73mer DNA oligonucleotide target sequence SLT was to designed
to form a relatively simple stem-loop structure. The stem is formed between bases
19-30/34-55. Hybridization with microarray-bound probes is expected to be possible
in single stranded regions at the duplex ends (between bases 1-18 and 56-73) and in
the single stranded loop region (31-42). A fluorescent marker (Cy3) is attached at
the 3™-end. The secondary structure was predicted by the DINAMelt server [Mar05].

We hybridized SLT at a concentration of 1 nM on a tiling arrayikar as in the above
experiments. Hybridization was performedsr SSPE buffer (containing 0.1% SDS) for
90 minutes at a temperature of°4d0 A relatively strong hybridization signal is ob-
served for probes binding to the single stranded regionestattget 5’-end (see Fig. 8.28).
Probes specific to the stem region - ranging from base positl® to 30 - (in particular
the shorter 15 and 20mer probes) have significantly redugbddization signals (near
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Figure 8.28: Hybridization signals from tiling array specific to the stem-loop target
SLT. The hybridization signal is plotted versus the probe sequence position (center of
the probe sequence) with respect to the target sequence (shown below the horizontal
axis). Different probe lengths 25mers (red), 20mers (green) and 15mers (blue), have
different sensitivities but show the same characteristics. The background intensity
level is at 2.8 a.u..

L

Figure 8.29: The large difference between binding affinities at the target 5’-end and
at the target 3’-end shown in Fig. 8.28 can be explained by sterical hindrance of the
rigid double-helical stem structure: Probe targeting the 5-end of the target sequence
(left): The rigid stem-structure can relatively freely move above the probes. Probe
targeting the 3’-end of the target sequence (right): The rigid stem-structure is forced
onto the microarray surface, leading to increased sterical hindrance with respect to
the surface and neighboring probes and hybridized duplexes. The position of the
fluorophore (red dot) is not expected to play a role.
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the background level). Increased hybridization signagsarserved for probes binding
to the single stranded loop region (31-42). However prokéth (their centers) between
positions 26 and 35 are significantly more sensitive thasdhmetween (35 and 40). In
the stem region between positions 42 and 55 the hybridizaignal is at the background
level. At the single stranded 3’-terminal region a smalldaing affinity is observed, which

is much smaller (i.e. at a level of about 10%) compared to theéihg affinity observed at

the 5’-end. A possible explanation is that sterical hindeaaf the rigid double-stranded
stem-structuréprevents hybridization at the targets 3’-end (Fig. 8.29).

8.6.7 Nonspecific Hybridization — Variation of the Wash Strin-
gency

To investigate the effect of washing on binding specificigy performed a series of wash-
ing steps with washing buffers of varying ionic strength.

The experimental design is basically the same as aboveqsét6.4). However, the ex-
periment was performed on another microarray (though viighsame chip design). The
cRNA targets (T2) have been stored for about one year a€-80

Following overnight hybridization at 28 (hybridization buffer: XSSPE, 0.01% Tween
20) the microarray was washed for 15 minutes (in the flowttghohybridization chamber)
with 5x SSPE, X SSPE (again), 2SSPE and 0.5SSPE. After each wash, the hybridiza-
tion signal was acquired.

Fig. 8.30 shows the hybridization signal after the first Gtangent) wash (with 5 SSPE

- red curve) and after the last wash (black curve) with thegént 0.5< SSPE buffer. The
hybridization signal is very similar to that in Fig. 8.18uthdemonstrating the good re-
producibility of the experiment. Washing under stringemditions does not increase the
discrimination between specifically and nonspecificallytb targets significantly. This
is in agreement with Pozhitkaet al. [Poz07] who recently reported that they didn’t find
a statistical difference between the dissociation kiseticPM and double-mismatch du-
plexes. A key finding of their study is that nonspecific dupexio not always dissociate
before specific ones.

In Fig. 8.18 we observed significantly improved discrimioatfor the hybridization per-
formed at 37C with respect to the hybridization performed at'@5 Thus, to prevent
nonspecific cross hybridization, it appears more effedtivapply stringent hybridization
conditions rather than stringent washing conditions. H@xemore experiments need to
be done to confirm that washing with increased stringency cha¢ reduce nonspecific

Compared to single stranded sections the double stranded stem-region has a strongly increased
rigidity (persistence length 1, ~ 45-50 nm [Hag88]).
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Figure 8.30: Influence of the washing stringency on specifically and nonspecifically
bound duplexes. Like in Fig. 8.18 the upper graph corresponds to target-specific
probes, whereas the lower graph corresponds to nonspecific probes. Washing with
was performed at 23°C with 5xSSPE (15 min.) (red curve), followed by another wash
in 5xSSPE (15 min.), 2xSSPE (15 min.) and 0.5xSSPE (15 min.). Hybridization
signals were acquired after every washing step. The hybridization signal acquired
after the final washing step is shown in black. The saw tooth patterns at intervals
of 20 and 40 steps, respectively, are artifacts owing to brightness gradients in the
fluorescence excitation.

cross hybridization.
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Chapter 9

Summary /Zusammenfassung

9.1 Summary

The present thesis describes the development and appticaftia DNA microarray syn-
thesizer Moreover, in an extensive study based on microarray higatidn experiments,
we investigated the impact of single base defesitsgle base mismatchasdsingle base
bulgeg on the binding affinity of oligonucleotide duplexes. We wparticularly interested
in the influence of defect type and defect position.

The thesis comprises the following topics:

o development of an automated DNA microarray synthesis systethe basis of light-
directedin situsynthesis.

e (uantitative analysis of microarray hybridization signbbsed on fluorescence mi-
croscopy and the use of a sensitive EM-CCD camera

e characterization of the DNA microarrays that have beendabrd with the microarray
synthesizer

e detailed investigation of the influence of single base def@ingle base mismatches
andsingle base bulgg@®n duplex binding affinity

e modeling of oligonucleotide duplex stability and the impatsingle base defects on
the basis of the double-ended zipper model

In the first half of the thesis, the emphasis is on developmastimization and opera-
tion of the DNA microarray synthesizer The automated synthesis-apparatus, which is
based on a light-directed (i.e. photolithographically tcolhed) in situ synthesis process
[Fod91l; SG99], is employed in the fabrication of high-dgnsiigonucleotide microar-
rays. It provides the basis for the microarray hybridizagxperiments performed in the
second half of the thesis.
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Light-directedin situ synthesis enables superior flexibility in the choice of mégray
probe sequences: unlike with the widely used contactipgrtechniques, presynthesized
oligonucleotides are not required. With the setup presemehis work, parallel synthe-
sis of 25000 probes-sequences is performed on the surfacdaridrimer-functionalized
microarray substrate. Phosphorus (cyclotriphosphaPénigtH) dendrimer substrates —
previously used in the immobilization of presynthesizedahucleotide probes [LB0O3] —
were employed for the first time, and with great success, abstmate for light-directed
in situ synthesis.

In the course of the photolithographically controlled $yasis process photolabile chem-
ical protection group's(5'-nitrophenylpropyloxycarbonyl [Has97]) are cleaved bV
exposure X ~ 370 nm), thus to enable coupling of the subsequently providezspho-
ramidite building blocks. The coupling reaction extends ginowing probe sequences by
one nucleotide, which — to prevent uncontrolled couplingtraduces a hew 5-NPPOC
protection group.

Spatially controlled photo-deprotection is achieved by gnojection of "dynamic pho-
tomasks”: thereby the image of a micromirror-array-typatig light modulatot (Digital
Micromirror Device, DMDOM, Texas Instruments Inc.) is projected onto the surface of
the microarray substrate. The sequence information of ilbeoarray probe sequences is
encoded in the set of photomasks. Photo-deprotectiontisctes to those microarray fea-
tures comprising sequences to which the subsequentlygedviucleotide building block
(alternately A, C, G or T) is to be attached in the followingipbing reaction.

A microscope-projection-photolithography setup has klmeloped for projection of the
photomask patterns onto the substrate. In the setup thialdpgsgit modulator is mounted
in the intermediate image plane of a Zeiss Axiovert 135 it@gmicroscope. The micro-
scope-based design provides superior stability with @sjpethermal expansion. More-
over, image reduction reduces the requirements on UV lam@pd commercially avail-
able 5<0.25 NA Fluar microscope objective (Carl Zeiss) enableh tignsmission and sat-
isfying imaging quality in the near UV around 370 nm. The inmggyuality was evaluated
and optimized by exposure of a UV-sensitive film. For thisgmse a novel UV-sensitive
coating, based on the photochromic dye spiropyran has begiaped. The technical
problem of finding the exact focus for the UV photomask image been solved with a
workaround: fine adjustment of the distance between the DNDthe tube lens enables
focusing of the UV photomask image by means of visual foausima test pattern (under

L The 5-NPPOC protection groups [Has97] are attached to the 5-end of the 3’-tethered probe se-
quences.
2 The DMD™ was obtained from a commercial video projector.
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green illumination) — despite large uncorrected chronmebierration.

The fluidics system of the microarray-synthesizer was agpes on the basis of a commer-
cial DNA-Synthesizer. Solenoid valves are controlled viaiarocontroller-based valve
driver, which is connected to the control PC. The microaswythesizer control-software
DNASyn (written in JavaV) coordinates the projection of the photomasks with therobnt
of the fluidics system and thus enables a fully automatechsgid process.

Microarray synthesis is performed under anhydrous cambtin a hermetically sealed
synthesis cell. The design of the synthesis cell was tealipidemanding since a hum-
ber of technical requirements had to be considered: sutficieemical resistance (use of
aggressive synthesis reagents, e.g. tetrahydrofuranaaatdnitrile), high quality image
projection (with UV light) into the interior of the synthescell, prevention of argon gas
bubbles in the synthesis area, and avoidance of dead voloneagble fast and complete
reagent exchange). The optical flow cell design presentétisrwork reliably meets the
above requirements.

The highly flexible DNA microarray synthesizer — which hasibeleveloped from widely
available components — has demonstrated reliable opeiatichis now routinely employed
for lab-scale fabrication of tailormade DNA microarrays.

After the fabrication process, microarray hybridizatisqperformed in a temperature-con-
trolled optical flow cell. In most of the hybridization exjpaents we used fluorescently
labeled DNA and RNA oligonucleotides as target sequendése fluorescent signal of hy-
bridized target molecules was detected with a fluorescemm®scope in conjunction with
a sensitive EM-CCD camera. Unlike commercial microarregrsers the microscope-
based configuration can be employed in realtime-monitasirthe hybridization process.
Readout of the hybridization signal intensity of the indival microarray features is per-
formed with an image processing software which has beenamse in the framework of
the present thesis.

We investigated the impact oh situ synthesis-related point defects (single base mis-
matches, deletions and insertions) on DNA microarray ltypation: our experimental re-
sults show that with an increasing number of deliberatedyiged deletion-defects the bind-
ing affinity (in the median) is reduced. The randomly introeld point defectsgive rise to

a heterogeneous distribution of reduced binding affinitidsreover, the duplex melting
temperature (in the median) is reduced. Similar experimgnsection 6.11 demonstrate

In the hybridization experiments fluorescently labeled target sequences are applied to the microarray
surface in solution. On the surface the diffusing targets can get captured by their complementary
probe counterparts. Surface-tethered probes bind (hybridize) to complementary target sequences
via base-pairing interactions.

4 Various amounts of random deletions were created by variation of the photodeprotection time.
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that - depending on the distribution of the defects - eveb@savith multiple defects can
significantly contribute to the microarray hybridizatiagrsal.

We suspected that observed characteristics of microapaydization — the reduced melt-
ing temperature (with respect to solution-phase hybritng, and the broad melting tran-
sition (we observed almost gradual melting between 30 ahd)#originate from random
synthesis defects and the associated heterogeneity ohgiaffinities. This connection has
been confirmed by numerical simulations in section 6.11.

Mismatch discriminatiohis fundamental to number of important genomics application
such as single nucleotide polymorphism (SNP) analysis asdquencirfyof gene se-
guences. In solution-phase-hybridization the influencgrajle base mismatches has been
studied extensively by means of UV-absorption measuresraiithe duplex melting tran-
sition [All97; Sug00; San04].

Recent studies focusing on MM discrimination on DNA micrags [Wic06; Poz06] show
differences with respect to the previous UV absorptionistidh solution: in accordance
with our results in [NaiO6b], [Wic06] and [Poz06] report andimating influence of defect
position. However, between the studies of Wetkal. [Wic06] (employing DNA/DNA
hybridization) and Pozhitkogt al. [Poz06] (RNA/DNA hybridization) there is little agree-
ment in respect to the relative impact of different mismdtake pairs.

In the present work we performed a detailed investigatiothennfluence of single base
defects ¢ingle base mismatchasdsingle base bulge®n oligonucleotide duplex binding
affinities (chapter 6). Microarray hybridization experm® were performed with exten-
sive sets of microarray probes containing — deliberateipduced — single base defects
with respect to a perfect matching 'probe sequence mbotiithin the probe sets defect
type and defect position were varied systematicalljhus, the microarray hybridization
signals (fluorescence of hybridized target molecules)igdeeomprehensive information
on duplex binding affinities in relation to defect type, d#fposition and the composition
of the 'probe sequence motif’.

Mismatch discrimination: binding affinities of mismatched (MM) duplexes are reduced with respect
to the binding affinities of the corresponding perfect matching (PM) duplexes. The discrimination
between MM- and corresponding PM-hybridization signals is employed for the detection of point-
mutations.

Resequencing is employed to search for single base mutations with respect to a well-known references
sequence.

The ’probe sequence motif’, from which the individual "point-mutated” probe sequences were de-
rived, matches perfectly with the synthetic oligonucleotide target sequence provided in the hybridiza-
tion solution. A variety of different 'probe sequence motifs’ and corresponding oligonucleotide targets
has been employed throughout this study.

Microarray probe sequences were designed to have single base "defects” — i.e mismatches, deletions
and insertions, with respect to the perfectly matching 'probe sequence motif’.
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An important result of our microarray hybridization expeents is that the mismatch dis-
crimination is governed mainly by the position of the defgsgiction 6.5): mismatches in
the center of the duplex show a more distinct discriminati@am comparable defects which
are located closer to the duplex ends [NaiO6b]. A similarrggrinfluence of the position of
MM defects has also been reported in [Wic06] and [Poz06].tudiss on solution-phase
hybridization (except for [Kie99] and [Dor03]) an influenoé defect position has not
been reported. The well-established two-state nearéghiner model of oligonucleotide
duplex stability — commonly employed to predict duplex ditds for solution-phase hy-
bridization [AlI97; San04] — neglects a positional influenexcept for terminal base pairs
[San04].

We discovered that the influence of the defect position igestricted tcsingle base mis-
matcheshut can also be observed fsingle base bulgdefects: for the individual 'probe
sequence motifs’ the position dependencesiofjle bulgedefects is (aside from defect
type-related variations) identical with thatsihigle base mismatatefects. Moreover, our
results show that the positional influence in the individpabbe sequence maotifs’ is not
merely determined by the defect-to-end distance but alsthéyrobe sequende This

is presumably related to the extend of end-domain openiagigb denaturation), which
is determined by the stability of the nearest-neighborspaomposing the duplex sec-
tion between the defect and the proximate duplex end. Ouwreasons suggest that the
position-dependent influence of single base defects (er#gnt of the defect type) can be
described on the basis of a molecular zipper model.

Systematic variation of the mismatch base pairs (withinptabe sets of our microarray
experiments) enabled a comprehensive statistical asabyMM binding affinities (sec-
tion 6.6). We observed that (in case of DNA/DNA hybridizafiaghe mismatch discrimi-
nation is largest for those MM types where the MM base paioimpgared to a G base
pair in the corresponding PM duplex. From our database afitah@00 mismatch binding
affinities we determined defect type related contributimmgM discrimination: the estab-
lished ranking order of MM stabilitié8 is in good agreement with [Wic06]. Moreover, as
also reported in [Wic06], the mismatch discrimination afindual MM-types is related
to predicted! free energy incrementgAG. Our analysis shows that MM type dependent
contributions to MM discrimination/ — the position-dependent influence has been elimi-
nated — are proportional ttAG. However, the observed large discriminations for the MM

In the present context the 'sequence’ is to be regarded as a sequence of weaker and stronger nearest-
neighbor pairs.

0Since the binding affinities have been normalized with respect to the PM binding affinities, they

represent a measure for the mismatch discrimination.

11 The differences between MM- and PM-duplex Gibbs free energies SAG — a measure for MM dis-

crimination — were predicted from the two-state nearest-neighbor model, thereby using mismatch
nearest neighbor free energy parameters from [Al197].
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types GG, A-A and T-G significantly deviate from an otherwise monotonic (andrapp
mately linear) relation.

Pozhitkovet al. [Poz06] established a ranking order of MM stabilities for RKRNA
duplexes, which indicates that purine-purine mismatches A-G, GA, A-A and GG)
are among the least stable MM types. However, the correlatith the DNA/DNA sta-
bility order established in the present work is relativelyadl. Suspected differences be-
tween DNA/DNA and DNA/RNA mismatch discrimination motieat further hybridiza-
tion experiments, in which a 'direct comparison’ betweenAMNA and corresponding
RNA/DNA binding affinities? was performed (section 6.8). We discovered systematic
differences with respect to MM discrimination in DNA/DNA @rRNA/DNA hybridiza-
tion: purine-purine mismatches are more discriminativih(\nespect to other MM types)
in case of RNA/DNA hybridization than in case of DNA/DNA hythization. However,
the differences with respect to DNA/DNA hybridization am®dyomoderate — the stability
order reported in [P0z06], with purine-purine MMs as the trestabilizing MMs, could
not be reproduced in our experiments. Further experimenessblve the the discrepancy,
possibly including RNA/RNA hybridization, could providahable insights.

We suggest that different helix structures — B-form helixcase of DNA/DNA duplexes
and A-form helix in case of RNA/DNA duplexes — are resporesiior the observed dif-
ferences in MM-discrimination. In A-form helices the steclash between double-ringed
purine bases in purine-purine MM-pairs may contributergjer to destabilization of the
mismatched duplex than in B-form DNA/DNA helices.

Single base bulgdefects are caused by an unpaired base in one of the nudiestemnds.
In our experiments in section 6.9 single bulge defects wezated from the PM probe
sequence by insertion or deletion of a single base. kikgle base mismatchesingle
bulge defects can result in a considerable decrease of the paopettbinding affinity.
The identity of the neighboring bases determines how siamfi the binding affinity is
affected by the bulge defect: our experimental results sti@aw the binding affinity is
significantly less affected if the unpaired (bulged) basdinsctly adjacent to an identical
base. In the presence of such an identical base the positiba physical bulge is ambigu-
ous positional degeneratfKe95]). According to Wartell and coworkers, who previousl
observed the stabilization of su@roup Il bulges? in solution-phase hybridization exper-

12 A “direct comparison’ was achieved by subsequent hybridizations with RNA and corresponding DNA
oligonucleotide targets. These had equivalent sequences — only thymine is replaced by uracil in RNA.

13Tn the notation of [Zhu99] there are two types of single base bulges: In Group I bulges there is no
identical base next to the bulged base, whereas in Group II bulge there is at least one identical
neighboring base.
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iments [Ke95], thepositional degeneracgntails an increase in entropy and thus results
in increased duplex stability [Zhu99]. The unexpectedlgéastabilization oiGroup Il
bulgesobserved in our microarray experiments cannot be explanksly by this entropy
increase, since the resulting stabilizatiorGybup Il bulgeswith respect taGroup | bulges
SAG3T,,. ~ —0.4 kcal/molis too small to explain the large differences infigization sig-
nal intensities. Our explanatory approach is based on #eetight the bulge defect causes
a blockage of the zipper mechanism: the surplus nucleotideoges a 1-nt frameshift
between the single stranded sequences and thus prevengpithézipping up’ of the du-
plex. In case of &roup Il bulge- owing to thepositional degeneracythe barrier can be
overcome significantly faster than in case @géeup | bulge This is due to the increased
probability that one of the degenerate nucleotides doeptaaldavorable conformation

which enables the frameshift to be overcome.

In typical microarray experiments the binding affinity beem probe and target sequences
is strongly affected by the secondary structure of the lamget sequences [Lue03]. We
performed diling-array experimenit to investigate the influence of target secondary struc-
ture on microarray binding affinities (see section 8.6). TR&lA-targets employed in this
experiment (with lengths of about 300 and 800 nucleotidegnfstable intramolecular
secondary structures, which are expected to interferetwibhidization to complementary
microarray probes. In agreement with [Lue03] our experitaleresults show that only
piecewise segments of the targets (about 20 to 30% of theléotgth of the target se-
qguences) are available for hybridization.

We used Sfold [Din04], a software tool for the prediction &fogent antisense oligonu-
cleotides, to investigate the influence of restricted taageessibility on the hybridization
efficiency of the individual microarray probes. We foundtttiee predicted binding affini-
ties (accounting for the Boltzmann ensemble of RNA targebsdary structures) are cor-
related with our experimentally determined hybridizatedficiencies. Our results suggest
that Sfold is suitable for the prediction of efficient micnagy probes. Further hybridiza-
tion experiments are necessary to corroborate the prednmynesults.

In order to investigate the underlying physics behind opeexnental results — in particular
with respect to the large influence of the defect position -deseloped a thermodynamic
model (see chapter 7) of the oligonucleotide duplex on tlsesha thedouble-ended zip-
per mode[Gib59; Kit69]. Thezipper modelunlike the widely appliedwo-state nearest-
neighbor modehccounts for partially denatured duplex conformations. assume that

14 The tiling-array comprises a set of 25mer probes which form a ’tiling-path’ along the target sequence.
This type of experiment allows to probe the availability of target segments for hybridization.
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duplex denaturation occurs via sequential unzipping freenduplex ends. The formation
of internal denaturation bubbles is considered to be niadgig

On the basis of thaeearest-neighbor mod&le calculate the statistical weights of all par-
tially denatured duplex conformations to finally obtain fhetition sum of the oligonu-
cleotide duplex. Our theoretical results show that in thespnce of a single base defect
the partition function tends to be the larger if a defect aled closer to the duplex end.
This is in agreement with our experimental results, whemgdekes with defects near the
ends are more stable than comparable duplexes with a def#et icenter. The numer-
ical analysis shows that the oligonucleotide sequence -highdontext considered as a
sequence of more or less strong nearest-neighbor int@nacti has a significant influence
on the position-dependence of the MM discrimination. Thasdimes apparent if stronger
and weaker nearest-neighbor pairs are unevenly distdlwitdin the sequence.

For a comparison of experimentally determined hybridarasignal intensities with theo-
retically predicted duplex stabilities we performed a ma@mray hybridization experiment
(section 7.4) in which the length of the microarray probesd(thus the Gibbs free en-
ergy AG of the duplexes) has been varied incrementally. We obsexrsgmoid relation
between the hybridization signal (corresponding to thetioa of hybridized probes)
and the Gibbs energy of the duplexes: Within a broad tramsitgion the hybridization
signal increases approximately linearly with the duplexgta. The broad transition is
not conform with the Langmuir-equation which describesthemnarrow transition. In a
numerical simulation we demonstrated that this discrepaan be explained with the in-
fluence of synthesis-related defects: different from thegmauir equation, which is based
on the assumption of a single binding affinity for all probtbg microarray probes in the
experiment — owing to a variable number of point defectsafled at random positions) —
are subject to a heterogeneous distribution of bindingia#fs1 Simulation results confirm
that heterogeneity of binding affinities results in a braeatktransition region.

The position-dependent influence of point defects is natrioésd to single base mis-
matchesand base bulgesbut can also be assigned to any stronger or weakarest-
neighborpair. Our theoretical investigations in section 7.5 dentras that duplexes com-
prising of identical sets of NN-pairs — which are therefdrermodynamically equivalent
on the basis of the two-statearest-neighbor model have different stabilities, depend-
ing on the arrangement of tmearest-neighbopairs. Duplex stability is largest for those
sequences where the most stable NN-pairs are located irtierof the duplex and less
stable NN-pairs are located near the ends. At room temperttazipper modeprovides
practically the same duplex stabilities as thv®-state nearest-neighbor modélowever,
with increasing temperature, owing to increasing end-dorapening, we observe a sig-
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nificant positional influence. Thus, we have demonstratatittiezipper modeprovides
a theoretical basis for theositional-dependent nearest neighbor mg@DNN) [Zha03],
which has been considered so far only on a largely empirasisb

In conclusion, the present thesis describes the develapmhan automated system for
situ synthesis of DNA microarrays. The system provides greaitdiléty in the fabrication
of DNA microarrays at a moderate cost. Since our microaryehesizer is not a black
box technology — like most commercial microarray platformsis an interesting basis for
further technical development (possibly on the basis ofapeh source” platform).
Moreover, the present thesis contributes to a better utadeting of microarray hybridiza-
tion characteristics, in particular with respect to theedgbn of points mutations. With
regard to the growing importance of DNA microarray techgas a more profound un-
derstanding of the underlying physicochemical processkd&/ needed to fully exploit
the potential of DNA microarray analysis.
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9.2 Zusammenfassung

Im Rahmen der vorliegenden Arbeit wurde ein System zur piletgraphisch kontrol-
liertenin situ Synthese von DNA Microarrays entwickelt und zur Anwenduegrgcht.
In einer umfangreichen Studie auf der Basis von Microattigipridisierungsexperimenten
wurde untersucht, wie sich verschiedene Einzelbasentdefgkgle base mismatchesd
single base bulggsn Abhangigkeit von mehreren Parametern — u.a. Defekt-Defekt-
Position und Basen-Sequenz) — auf die BindungsaffinitatMacroarray-Probes auswir-
ken.

Die Arbeit beinhaltet die folgenden Schwerpunkte:

e Entwicklung eines automatisierten DNA Microarray-Syrsilzers auf der Basis der
photolithographisch kontrolliertein situ Synthesel{ght-directed in situ synthesis

¢ Quantitative Analyse der Microarray-Hybridisierung reit Fluoreszenzmikroskopie
und EM-CCD Kamera

e Charakterisierung der mit dem Synthesizer hergestelltdA-Microarrays
¢ Detaillierte Untersuchung des Einflusses von Einzelbasekten

e Theoretische Untersuchungen: Modellierung der Dynamik@bgonukleotid-Duplex-
en und der Auswirkung von Einzelbasendefekten bei der Mitay-Hybridisierung
auf der Basis eineBouble-ended ZippeWlodells [Gib59; Kit69; Bin06]

Als Grundlage fur experimentelle Untersuchungen mit DNAcidarrays wurde - auf
der Basis von vorangegangenen Arbeiten [Fod91; Has97; SK@®02] - ein automa-
tisiertes Microarray-Synthese-System entwickelt (sighpitel 3). Mit dem Microarray-
Synthesizer erfolgt die parallele Synthese von etwa 25@@8chiedenen Oligonukleotid-
Probesequenzen (basierend auf der Phosphoramidit-Msthiiekt auf der Oberflache
des mit Dendrimer-Molekilen funktionalisierten Microaysubstrats. Die situ Synthese
erlaubt eine hohe Flexibilitat bei der Auswahl der Proleepgnzen, denn anders als etwa
beim weit verbreiteten Kontaktdruckverfahremi€roarray spottingIlmmobilisierung vor-
synthetisierter Probe-Sequenzen) werden beirdsitu Synthese keine vorsynthetisierten
Oligonukleotide benotigt.

Cyclotriphosphazen-PMMH-Dendrimer Substragbdsphorus dendrimeydie bereits sehr
erfolgreich bei der Immobilisierung vorsynthetisierteoBes verwendet worden sind [LBO3;
Camo06], wurden im Rahmen dieser Arbeit erstmals und mitgetam Erfolg als Substrat
fur diein situ Synthese verwendet (siehe Abschnitt 4.2).

Bei der photolithographisch kontrollierten situ Synthese werden durch Belichtung mit
UV-Licht (A ~ 370 nm) photolabile NPPOC Schutzgruppen (5’-Nitrophenylytopy-
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carbonyl [Has97]) abgespalténum auf den so entschiitzten Microarray Features die An-
kopplung des nachfolgend bereitgestellten Phosphor&Batienbausteins (entsprechend
den Nukleotiden A, C, G oder T) zu ermdglichen. Die Steugrdier Entschiitzung erfolgt
photolithographisch durch die Projektion "dynamischeot®masken”. Hierzu wird das
Bild eines Mikrospiegelarrays (Digital Micromirror DevicDMD™) auf die Oberflache
des Microarraysubstrats projiziert. Die Sequenzinforomadler Probe-Sequenzen ist in ei-
nem Satz von Synthesemasken codiert, die jeweils vor derggabrigen Kopplungsreak-
tion auf die Substratoberflache projiziert werden. Beiliglichtung mit UV-Licht werden
nur diejenigen Feature-Bereiche photochemisch entsghviktlche Probe-Sequenzen ent-
halten, in die der bei der nachfolgenden Kopplungsreakieneitgestellte Nukleotidbau-
stein, an der entsprechenden Basen-Position, eingebatgrvsoll.

Die Abbildung der Synthesemasken auf das Microarraysatsuirde auf der Grundlage
einer Mikroskop-Projektionsphotolithographie-Anordigsiehe Abschnitt 3.2) realisiert.
Das Mikrospiegelarray wurde hierzu in der Zwischenbildebdes inversen Mikroskops
angebracht. Die Projektion der "virtuellen Synthesemasleaif das Microarraysubstrat
erfolgt mittels eines handelsubliches ®,25 Fluar Mikroskopobjektivs (Carl Zeiss).

Fur die Justage der Projektionsoptik im nahen UV-Bereicinde ein neuartiger UV-sen-
sitiver Film auf der Basis des photochromen Farbstoffsdpgiran hergestellt. Mit Hil-
fe des photochromen Materials konnte das Photolithogesybtem in Hinsicht auf die
Abbildungsqualitat evaluiert und optimiert werden. Dlaei hinaus wurde ein Verfahren
entwickelt, welches eine einfache visuelle Fokussieruegli/-Optik mit Hilfe eines in
sichtbarem Licht auf das Microarray-Substrat projizieffestmusters erlaubt.

Das Fluidiksystem des Microarray-Synthesizers (Absttih8) wurde auf der Basis ei-
nes handelsuiblichen DNA-Synthesizers entwickelt. DiestAnerung der Magnetventile
erfolgt durch einen Mikrokontroller-basierten Ventiitver, welcher seinerseits von einem
PC gesteuert wird. Eine im Rahmen dieser Arbeit in der Progreersprache Java entwi-
ckelte Synthesesteuerungssoftware koordiniert die lrojeder Synthesemasken mit der
Steuerung des Fluidiksystems und ermoglicht damit eirdlantomatisierten Ablauf der
typischerweise etwa 6-8 Stunden dauernden Microarrayh8gn.

Die Synthese erfolgt unter wasserfreien Bedingungen ineriem der Synthesekammer.
Deren Konstruktion wurde von einer Reihe technischer Addanngen bestimmt: Ver-
wendung chemisch aggressiver Synthesereagenzien, feptisabildung ins Innere der
Kammer, Vermeidung von Streulicht und Reflexionen, Vermegldes Auftretens von
storenden Argon-Gasblaschen im Synthese-Bereich esdisiVermeidung von Totvolu-
men (um einen schnellen und vollstandigen Reagenziemasdt zu gewahrleisten). Mit

15 Die NPPOC-Schutzgruppen befinden sich bei den in dieser Arbeit verwendeten 5-NPPOC Phosph-
oramiditen am 5-Ende der in Synthese befindlichen Probe-Sequenzen.
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dem in dieser Arbeit beschriebenen Design werden die obeangeen technischen An-
forderungen zuverlassig erfullt. Das aus handelstibBicKkomponenten entwickelte DNA
Microarray-Synthesesystem erlaubt eine routinemafaystellung malRgeschneiderter Mi-
croarrays im Labormalf3stab. Vergleichbare Systeme steslanty nur wenigen Forschungs-
einrichtungen zur Verfugung.

Nach der Herstellung erfolgt die Microarray-Hybridisiaguunter kontrollierten Bedin-
gungen in einer als optische Durchflusszelle ausgefuttgridisierungskammer. Als
Targetswerden fluoreszenzmarkierte DNA- bzw. RNA-Oligonukleetgéquenzen ver-
wendet. Das Fluoreszenzsignal von auf den Microarraytffesithybridisiertenrarget
Molekulen wird mit Hilfe eines Fluoreszenzmikroskops wiger empfindlichen EM-CCD
Kamera registriert (siehe Abschnitt 5.1). Anders als benkwrziellen Microarray-Scan-
nersystemen ist bei dieser Anordnung ein Echtzeit-Momitpdes Hybridisierungsverlaufs
maoglich. Aus den gewonnenen Bilddaten werden mit eineranrRen dieser Arbeit entwi-
ckelten Bildverarbeitungssoftware die Hybridisierungsale der einzelnen Microarray-
Features ausgelesen.

Im Rahmen der Charakterisierung der Microarrays wurde iscAhitt 8.1 untersucht, wie
sich die im Verlauf dem situ-Synthese generierten Einzelbasendefekte auf die Hglidi
rung der DNA Microarrays auswirken: Mit einer zunehmenderz#hl| kiinstlich induzier-
ter Deletion-Defekte (generiert durch eine Verkurzungklgschitzungsdauer) nimmt die
Bindungsatffinitat der Probes im Median ab, woraus sich sine Abnahme des Hybridi-
sierungssignals ergibt. Die Dissoziation der Duplexelgtfe aufgrund der Heterogenitat
der Bindungaffinitaten im Median — bei niedrigeren Schriggtperaturen. Ein ahnliches
Experiment in Abschnitt 6.11 demonstriert, dass MicroafPaobes, die synthesebedingt
(evtl. mehrere) Einzelbasendefekte enthalten, ganz kechetum Hybridisierungssignal
beitragen konnen.

Die Ursache fur die signifikanten Unterschiede zwischebrdlysierungsexperimenten in
Losung und vergleichbaren Experimenten auf Microarrégi®@achen, ist vermutlich in
der durch zufallige Synthesedefekte hervorgerufenemidgenitat der Microarray-Bin-
dungsaffinitaten zu finden. Dies konnte durch numerischritionen (in Abschnitt 7.4.1)
bestatigt werden.

Der auf den unterschiedlichen Bindungsaffinitaten perfect matci{PM) undmismatch
(MM) Duplexen beruhende Nachweis von Einzelbasendefditdat die Grundlage wich-
tiger Anwendungen, etwa der Analyse von SN§iadle nucleotide polymorphisngene-
tisch bedingte Variationen einzelner Basenpaare) oddResequenzierung von Genomab-
schnitten. Der Einfluss vosingle mismatcibefekten auf die Stabilitat von Oligonukleo-
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tid-Duplexen wurde in Losung (Messung des Duplex-Schirmdrgangs mittels UV-Ab-
sorptionsspektroskopie) bereits eingehend untersudi&X{ASug00; San04].

Neuere Studien hinsichtlich der MM-Diskriminierufign DNA Microarray-Experimenten
[Wic06; Poz06] weisen deutliche Diskrepanzen sowohl imgiéch untereinander, als
auch im Vergleich mit entsprechenden BindungsaffinitatenUV-Absorptionsexperimen-
ten [Sug00; Poz06] auf.

Im Rahmen dieser Arbeit wurde daher (in Kapitel 6) detatilientersucht, wie sich un-
terschiedliche Einzelbasendefekse@le base mismatchasdsingle base bulggésuf die
Bindungsaffinitat zwischen Microarra@robesund synthetischen Oligonukleotitiarget
Sequenzen auswirken. In entsprechenden Microarray-Higerungsexperimenten wur-
den, ausgehend von einem festgehaltenen Sequenzmotemssch Defekt-Typ und
Defekt-Position variiert. Hierzu wurden bei der Hersteljuder MicroarraysProbe Se-
guenzen generiert, die hinsichtlich ihrer Komplemengaau der im jeweiligen Teilexpe-
riment verwendetemargetSequenz gezielt eingebaute Einzelbasendefekte enthalte
Unsere experimentellen Resultate (Abschnitt 6.5) zeidass bei der Hybridisierung auf
dem Microarray die destabilisierende Wirkung von EinzetivaMismatch-Defekten sehr
stark von der Position des Defekts abhangig ist. Misméatefekte in der Mitte des Du-
plexes resultieren in einer deutlich starkeren Mismdg$kriminierung als vergleichba-
re Defekte deren Position sich naher an den Duplexendende¢fiNaiO6b]. Ein ahnlich
starker Einfluss der Defektposition wird auch von [Poz0&] wWic06] berichtet. Im Ge-
gensatz dazu ist hinsichtlich der Hybridisierung frei-bglicher DNA-Strange in Losung
mit Ausnahme von [Kie99] und [Dor03] kein entsprechenderflass der Defektposition
dokumentiert [San04].

Wir konnten erstmals zeigen, dass der Einfluss der Defekiposicht aufsingle base
MMs beschrankt ist sondern auch tsngle bulgeDefekten zu beobachten ist: Fur die
einzelnen Sequenzmotive ist die Positionsabhangigkeitsingle base bulg®efekten
(abgesehen z.B. von Defekt-Typ-abhangigen Variatioraemtisch mit der bei desingle
base MMDefekten beobachteten Positionsabhangigkeit. Unse&ssithgen zeigen auch,
dass die positionsabhangige Wirkung eines Defekts nishtom Abstand des Defekts zu
den Duplexenden, sondern auch von der jeweiligen Duple&esenabhangig ist. Dies ist
moglicherweise darauf zuriickzufiihren, dass das Austheaartiellen Denaturierung an
den Duplexenderefid fraying von der Stabilitat der in den endnahen Sequenzabschnitte
enthaltenemearest-neighbePaare bestimmt wird. Dies lasst vermuten, dass der positi
onsabhangige Einfluss von Defekten unabhangig vom Ddlgkawuf der Grundlage eines

16 Mismatch-Diskriminierung: Diskriminierung zwischen perfect-match Duplexen (vollstindig komple-
mentéiren Duplexen) und mismatch Duplexen, deren Bindungsaffinitit durch eine Einzelbasenfehl-
paarung vermindert ist. Die Diskriminierung zwischen dem MM Hybridisierungssignal und dem
dazugehorigen PM Hybridisierungssignal wird u. a. zum Nachweis von Punktmutationen verwendet.
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Zipper-Models ("molekularer Reil3verschluss”) bescheielwerden kann.

Die systematische Variation der Defekt-Typen erlaubt eiméassende Analyse der Bin-
dungsaffinitaten der verschiedenen MM-Basenpaare (Aligdh6). Die statistische Un-
tersuchung zeigt, dass im Falle von DNA/DNA-Hybridisieguiverwendung von DNA-
Targetd die Mismatch-Diskriminierung bei denjenigen MM-Typen atarksten ist, bei
denen ein G&5-Basenpaar (im entsprechenden PM-Duplex) durch den Mi¢kDéeein-
trachtigt wird. Die von uns ermittelte Reihe von MM-Bindysaffinitatei” in DNA/DNA-
Duplexen stimmt weitgehend mit einer entsprechenden ResheWick et al. [Wic06]
uberein. Bezuglich einer weiteren Studie [Poz06] (bhasid auf RNA/DNA-Hybridisie-
rung) ist dieUbereinstimmung dagegen vergleichsweise gering.

Dies motivierte weitere Hybridisierungs-Experimente $8bnitt 6.8), in denen die Bin-
dungsaffinitaten von DNA/DNA- und RNA/DNA-Mismatch-Duglen direkt miteinander
verglichen werden sollten. Hierbei konnten systematiddhterschiede hinsichtlich der
MM-Diskriminierung bei DNA/DNA- und RNA/DNA-Hybridisienng beobachtet werden:
Purin-Purin Mismatch-Basenpaare-@ GA, A-A und GG) zeigen bei der RNA/DNA-
Hybridisierung eine etwas starker ausgepragte MM-Diskrierung als bei der Hybridi-
sierung von entsprechenden DNA/DNA-Duplexen. Die beotseh Unterschiede sind
vermutlich auf die unterschiedlichen Helix-Strukturemvs-Form RNA/DNA-Duplexen
und B-Form DNA/DNA-Duplexen zuruickzufiuihren.

Single bulgeDefekte werden durch eine ungepaarte Base in einem degrb8ilange her-
vorgerufen. In unseren Experimenten (Abschnitt 6.9) warsiagle bulgeDefekte (aus-
gehend von einem zum jeweiligéfarget komplementarerProbe Sequenzmotiv) durch
Einfilgung (nsertion) bzw. Entfernung deletior) einzelner Nukleotide erzeughhnlich
wie single MMsresultierensingle bulgeDefekte in einer deutlichen Verringerung der
Probe-TargetBindungsaffinitat. Die Identitat der benachbarten Bdsestimmt, wie stark
die Bindungsaffinitat von einerbulge Defekt beeintrachtigt wird: Unsere Untersuchun-
gen zeigen, dass die Bindungsaffinitat deutlich wenigemirdert wird, wenn sich die
ungepaarte Base (innerhalb des Einzelstrangs) in diréldehbarschaft zu einer identi-
schen Base befindet. Die Position desgesd.h. der ungepaarten Base innerhalb der Du-
plexstruktur ist beim Vorhandensein identischer Nachiseh nicht eindeutig bestimmt
(positional degeneradyke95]). Eine Stabilisierung solcheG(oup 1) bulgeDefekte wur-
de schon an freien Duplexen in Losung beobachtet und is&aw und Wartell [Zhu99]
auf die Entropiezunahme infolge der Positionsentartunckzufuhren. Die in unseren
Experimenten beobachtete, unerwartet deutliche Stailisg ist jedoch vermutlich nicht

"Da diese MM Bindungsaffinitdten auf die jeweiligen PM Bindungsaffinititen bezogen sind stellen
sie ein Maf fiir die MM-Diskriminierung dar.
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allein aufgrund der geringfiigigen Stabilisierung inldieser Entropiezunahme zu er-
klaren. Unser Erklarungsansatz beruht auf einer durolbdiye Defekt verursachten Blo-
ckade des Zipper-Mechanismus: Die durch delye Defekt hervorgerufene Verschiebung
zwischen den Einzelstrang-SequenZesnieshify verhindert ein schnelles SchlieRenp¢
ping up des Duplex. Diese Barriere kann beim Vorliegen eiGesup Il bulges- aufgrund
der Positionsentartung — schneller tibersprungen wé&tradmbeiGroup | bulgeDefekten
(bei welchen keine Positionsentartung vorliegt).

Die Bindungsaffinitat zwischeRrobe-und TargetSequenzen wird sehr stark von der Se-
kundarstruktur deffargetSequenzen beeinflusst [Lue03]. Fur ein Experiment zuetdnt
suchung des Einflusses solcher Sekundarstrukturen (Alts8l6), wurden fluoreszenz-
markierte cRNATargetsmit einer Lange von 300 bzw. 800 Nukleotiden hergestek. B
diesen Langen sind stabile intramolekulare Sekundisiren zu erwarten, die in den
dazugehorigen Sequenzabschnitten eine Hybridisieruhgamplementaren Microarray-
Probesverhindern. Tatsachlich konnte in deiting-array-Experiment’ nur auf etwa 20
bis 30% der Lange dieser Target-Sequenzen eine signiéikdylbridisierung erzielt wer-
den.

Mit Hilfe von Sfold [Din04], einem Software-Tool welches a. zum Auffinden effektiver
Antisense Oligonukleotide dient, wurde untersucht, wet siie infolge der Sekundarstruk-
tur verminderte Zuganglichkeit von grof3en Teilen der @sgquenz auf die Bindungsaffi-
nitat der einzelnen Probesequenzen auswirkt. UnserdoBigge zeigen, dass die mit Hilfe
von Sfold auf theoretischer Grundlage (unter Beriicksichtdes Boltzmann-Ensembles
von Target-Sekundarstrukturen) ermittelten Bindunigs&iten mit unseren experimen-
tell bestimmten Hybridisierungssignalen korreliert sibdsere Ergebnisse legen nahe das
Sfold auch zum Auffinden effizienter Microarray-Probe-Sameen geeignet ist. Weitere
Microarray-Hybridisierungsexperimente mit anderen €ugequenzen sind erforderlich
um die im Rahmen der vorliegenden Arbeit gewonnenen Ergebrau untermauern.

Auf der Basis deslouble-ended Zippekodells [Gib59; Kit69] wurde ein thermodyna-
misches Modell des Oligonukleotid-Duplexes entwickelagitel 7), um die experimen-
tellen Ergebnisse, inbesondere den starken Einfluss dekipefition, genauer zu unter-
suchen. Im Gegensatz zum in der Praxis am haufigsten veetemuvo-state nearest-

18 Die Stabilisierung von Group II bulges beruht der erhhten Wahrscheinlichkeit, dass eine der iden-
tischen Basen eine giinstige Konformation einnimmt, bei der ein rasches Fortschreiten des Zipping-
Prozesses moglich ist.

Y Das tiling-array-Experiment beinhaltet einen Satz von 25mer Probe-Sequenzen die entlang der sehr
viel langeren Target-Sequenz relativ zueinander versetzt angeordnet sind. Diese Art von Experiment
verfolgt den Zweck, die Bindungsaffinitit der einzelnen Target-Bereiche zu sondieren.
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neighborModell werden beinZipper Modell auch die an den Enden partiell denaturier-
ten Duplexkonformationen beriicksichtigt. Ausgehenddennearest-neighbowWechsel-
wirkungen benachbarter Basenpaare werden fur die emzdéhiplexkonformationen die
statistischen Gewichte und daraus schlief3lich die Zusseamdme berechnet. Die theoreti-
schen Betrachtungen zeigen, dass die Zustandssumme bdieg¥o von Einzeldefekten
umso grol3er ist, je naher der Defekt bei den Duplexenagp. IDies bestatigen die expe-
rimentellen Ergebnisse: Oligonukleotid-Duplexe mit ealden Defekten sind stabiler als
entsprechende Duplexe mit in der Mitte liegenden DefekEame numerische Analyse des
Defekt-Positionseinflusses auf die Bindungsaffinitagzeiass die Oligonukleotidsequenz,
in diesem Fall als Abfolge unterschiedlicher starkearest-neighbo¥echselwirkungen
betrachtet, wie bei auch experimentell beobachtet, eiiggrifikanten Einfluss auf die Po-
sitionsabhangigkeit der Bindungsaffinitat haben kanesDvird vor allem offensichtlich,
wenn innerhalb der Duplex-Sequenz starkere und schwedii-Paare ungleichmalig
verteilt sind.

Um die experimentell bestimmten Hybridisierungssignaleden auf theoretischer Ba-
sis ermittelten Duplexstabilitaten vergleichen zu kémnvurde in einem Microarray-Hy-
bridisierungsexperiment (Abschnitt 7.4) die Lange deshes — und somit die Gibbs-
EnergieAG der DNA-Duplexe — schrittweise variiert. Wir beobachtenesi sigmoidalen
Zusammenhang(AG) zwischen dem Anteil hybridisierter Probes und der freiet- En
halpie der Duplexe\G. Uber einen relativ weitetybergangsbereich nimmt das Hybri-
disierungssignal naherungsweise linear mit der freieth&pie der Duplexe zu. Damit
weicht das experimentelle Ergebnis deutlich von einemréteszhen Verlauf ab, der durch
die Langmuir-Adsorptionsgleichung beschrieben wird sdraveist einen vergleichsweise
schmalerlUbergangsbereich auf. Die Diskrepanz konnte anhand eimeerischen Simu-
lation mit dem Einfluss von Synthesedefekten erklart werd¥e in den Experimenten
vorliegende breite Verteilung von Bindungsaffinitateie, durch eine variable Anzahl von
Defekten in derProbe Sequenz hervorgerufen wird (die sich zudem an untersltiieh
Positionen befinden), resultiert in einem stark verbretedbergangsbereich i AG).

Die untersuchte Positionsabhangigkeit von Defekten kaumch auf die mehr oder we-
niger starken NN-Wechselwirkungen von Watson-Crick-Basaren Ubertragen werden.
Unsere Untersuchungen in Abschnitt 7.5 zeigen: Duplexeads identischen NN-Paaren
zusammengesetzt, und somit auf der Grundlagetwesstate nearest-neighbdviodell
thermodynamisch aquivalent sind, weisen im Zipper-Mbdielgro3te Stabilitat dann auf,
wenn die stabilsten NN-Paare in der Mitte des Duplex undchevachsten NN-Paare ent-
sprechend an den Enden des Duplexes angeordnet sind. Betétaperatur sind die Er-
gebnisse deZipper-Modells mit denen detwvo-state nearest-neighbddodells praktisch

241



Summary/Zusammenfassung

identisch. Erst mit zunehmender Temperatur ist infolgeva@estarkten Denaturierung an
den Duplexenden die beschriebene Positionsabhangmkbiobachten. Dieses Ergebnis
liefert erstmals eine theoretische Grundlage fur dasbghur auf empirischer Basis be-
schriebene positionsabhangigearest-neighboModell (PDNN).

Im Rahmen der vorliegenden Arbeit wurde auf der Basis vordélstiblichen Kompo-
nenten ein flexibles System zur situ-Synthese von DNA-Microarrays entwickelt. Auf-
grund seiner technischen Moglichkeiten (bei vergleiatiseniedrigen Investitionen), aber
auch weil es im Gegensatz zu kommerziellen Microarraytielaen keine Black-Box-
Technologie darstellt, durfte das hier im Detail besdigige System eine interessante
Ausgangsbasis fur die Entwicklung von Microarray-Systhern sein. Eine (evtl. auf ei-
ner "Open Source”-Basis betriebene) WeiterentwicklungMeroarray-Synthesesystems
ware winschenswert, damit diese vielversprechende ighskitig einsetzbare Zukunfts-
technologie bald breite Anwendung finden kann.

In Hinblick auf die zunehmende Bedeutung der DNA-Microgrfachnologie ist ein fun-
diertes Verstandnis der zugrunde liegenden physikattbe@mischen Zusammenhange er-
forderlich. Vor allem in Hinblick auf die Untersuchungenr Zdetektion von Punktmuta-
tionen wurde in der vorliegenden Arbeit dazu beigetragen.

242






Summary/Zusammenfassung

244



Bibliography

[ABO3] G. Altan-Bonnet, A. Libchaber, and O. Krichevsky. lhle dynamics in double-
stranded DNA Physical Review Lettey90(13):138101, April 2003.

[AIbO3] T. J. Albert, J. Norton, M. Ott, T. Richmond, K. Nuwsly, E. F. Nuwaysir,
K. P. Stengele, and R. D. Green. Light-directed 5 ’- 3’ systh®f complex
oligonucleotide microarraydNucleic Acids ResearcB1(7):e35, April 2003.

[AIk82] D. Alkema, P. A. Hader, R. A. Bell, and T. Neilson. Effts of flanking GC base-
pairs on internal watson-crick, GU, and nonbonded bases pathin a short
ribonucleic-acid duplexBiochemistry21(9):2109-2117, 1982.

[AlI97] H. T. Allawi and J. SantaLucia. Thermodynamics an®IR of internal GT
mismatches in DNABiochemistry36(34):10581-10594, August 1997.

[AmbO05] T. Ambjornsson and R. Metzler. Blinking statistizsa molecular beacon trig-
gered by end-denaturation of DNAJournal of Physics-Condensed Matter
17(49):S4305-S4316, 2005.

[Amb06] T. Ambjornsson, S. K. Banik, O. Krichevsky, and R. tdler. Sequence sensi-
tivity of breathing dynamics in heteropolymer DNAhysical Review Letters
97(12):128105, September 2006.

[And06] D. Andreatta, S. Sen, J. L. P. Lustres, S. A. KovatenX. P. Ernsting, C. J.
Murphy, R. S. Coleman, and M. A. Berg. Ultrafast dynamics MAD "fraying”
at the end of the helixlournal of the American Chemical Sociel8(21):6885—
6892, May 2006.

[App65] J. Applequist and V. Damle. Thermodynamics of ha&loil equilibrium in
oligoadenylic acid from hypochromicity studiekurnal of the American Chem-
ical Society87(7):1450—&, 1965.

[Bar06] A. Barthel and M. Zacharias. Conformational tréiosis in rna single uridine
and adenosine bulge structures: A molecular dynamics fieegg simulation
study. Biophysical Journgl90(7):2450-2462, April 2006.

[Bau03] M. Baum, S. Bielau, N. Rittner, K. Schmid, K. Eggedbh, M. Dahms,
A. Schlauersbach, H. Tahedl, M. Beier, R. Guimil, M. Scheff@. Hermann,
J. M. Funk, A. Wixmerten, H. Rebscher, M. Honig, C. Andreae Bbchner,

245



BIBLIOGRAPHY

E. Moschel, A. Glathe, E. Jager, M. Thom, A. Greil, F. Bestvaf. Ober-
meier, J. Burgmaier, K. Thome, S. Weichert, S. Hein, T. Bmies, V. Foitzik,
M. Muller, C. F. Stahler, and P. F. Stahler. Validation of aelofully integrated
and flexible microarray benchtop facility for gene expresrofiling. Nucleic
Acids Researcgl81(23):e151, 2003.

[Bea81] S.L.Beaucage and M. H. Caruthers. Deoxynucleggidsphoramidites a new
class of key intermediates for deoxypolynucleotide sysithéletrahedron Let-
ters 22(20):1859-1862, 1981.

[Bei99] M. Beier and J. D. Hoheisel. Versatile derivatisatdf solid support media for
covalent bonding on DNA-microchip$lucleic Acids ResearcR7:1970-1977,
1999.

[Ben02] R. Benters, C. M. Niemeyer, D. Drutschmann, D. Blolamd D. Wohrle. DNA
microarrays with PAMAM dendritic linker systemdNucleic Acids Research
30(2):e10, January 2002.

[Bha03] G. Bhanot, Y. Louzoun, J. H. Zhu, and C. DeLisi. Theartance of thermo-
dynamic equilibrium for high throughput gene expressiaays. Biophysical
Journal 84(1):124-135, January 2003.

[Bin04] H. Binder, T. Kirsten, M. Loeffler, and P. F. StadlleBensitivity of microarray
oligonucleotide probes: Variability and effect of base pasition. Journal of
Physical Chemistry BL08(46):18003-18014, 2004.

[Bin06] H.Binder. Thermodynamics of competitive surfadsarption on DNA microar-
rays. Journal of Physics-Condensed MattéB(18):S491-S523, 2006.

[Bla96] A. P. Blanchard, R. J. Kaiser, and L. E. Hood. Higmsiéy oligonucleotide
arrays.Biosensors & Bioelectroni¢4.1(6-7):687—690, 1996.

[Blo03] R. Blossey and E. Carlon. Reparametrizing the loafpapy weights: Effect on
DNA melting curves.Physical Review F68(6):061911, December 2003.

[Bre86] K. J. Breslauer, R. Frank, H. Blocker, and L. A. Marliyredicting DNA du-
plex stability from the base sequenderoceedings of the National Academy of
Sciences of the United States of Amer&2(11):3746-3750, June 1986.

[CamO06] A. M. Caminade, C. Padie, R. Laurent, A. Maraval, anB. Majoral. Uses of
dendrimers for DNA microarraysSensors6(8):901-914, August 2006.

[Car06] E. Carlon and T. Heim. Thermodynamics of RNA/DNA hglixation in high-
density oligonucleotide microarrays?hysica A-Statistical Mechanics and its
Applications 362(2):433-449, April 2006.

[Cha05] C. Y. Chan, C. E. Lawrence, and Y. Ding. Structuresteting features on the
sfold web serverBioinformatics 21(20):3926—-3928, October 2005.

246



BIBLIOGRAPHY

[Che07] W. W. Chen, S. Kirihara, and Y. Miyamoto. Fabricatiof three-dimensional
micro photonic crystals of resin-incorporating TiO2 pelds and their terahertz
wave properties.Journal of the American Ceramic Socie80(1):92-96, Jan-
uary 2007.

[Chi05] P. Y. Chiou, A. T. Ohta, and M. C. Wu. Massively paghlmanipulation of
single cells and microparticles using optical imagé&&ature 436(7049):370—
372, 2005.

[Cog91] J. A. H. Cognet, J. Gabarroarpa, M. Lebret, G. A. \@anaharel, J. H. Vanboom,
and G. V. Fazakerley. Solution conformation of an oligoeotide containing
a GG mismatch determined by nuclear-magnetic-resonarctenatecular me-
chanics.Nucleic Acids Researchh9(24):6771-6779, December 1991.

[Con83] B. J. Conner, A. A. Reyes, C. Morin, K. Itakura, R. leplitz, and R. B. Wal-
lace. Detection of sickle-cell beta-s-globin allele by hgilzation with synthetic
oligonucleotidesProceedings of the National Academy of Sciences of the dnite
States of America80(1):278-282, 1983.

[Cra71] M. E. Craig, D. M. Crothers, and P. Doty. Relaxatianétics of dimer for-
mation by self complementary oligonucleotiddsurnal of Molecular Biology
62(2):383-&, 1971.

[Cri70] F. Crick. Central dogma of molecular biologyature 227(5258):561-&, 1970.

[Cro64] D. M. Crothers and B. H. Zimm. Theory of melting trémms of synthetic
polynucleotides: Evaluation of stacking free enerdgyurnal of Molecular Biol-
ogy, 9(1):1-&, 1964.

[Cue04] J. A. Cuesta and A. Sanchez. General non-existéreogem for phase tran-
sitions in one-dimensional systems with short range icteras, and physical
examples of such transitiondournal of Statistical Physicd.15(3-4):869-893,
May 2004.

[Dan07] D. S. Dandy, P. Wu, and D. W. Grainger. Array feature snfluences nucleic
acid surface capture in DNA microarrayRroceedings of the National Academy
of Sciences of the United States of Amerid4(4):8223—-8228, February 2007.

[Dau93] T. Dauxois, M. Peyrard, and A. R. Bishop. Dynamicd #mermodynamics of
a nonlinear model for DNA denaturatiorRhysical Review E47(1):684—695,
January 1993.

[Der05] G. Derra, H. Moench, E. Fischer, H. Giese, U. Hectligs, G. Hensler, A. Ko-
erber, U. Niemann, F. C. Noertemann, P. Pekarski, J. Poliareisch, A. Ritz,
and U. Weichmann. Uhp lamp systems for projection appbeeti Journal of
Physics D-Applied Physic88(17):2995-3010, September 2005.

[Deu04] J. M. Deutsch, S. Liang, and O. Narayan. Modellingniéroarray data with
zippering.Preprint g-bio.BM/0406039 y12004. arXiv:cond-mat/0304567.

247



BIBLIOGRAPHY

[Din01] Y. Ding and C. E. Lawrence. Statistical predictidisingle-stranded regions in
RNA secondary structure and application to predictingatiife antisense target
sites and beyond\ucleic Acids Researc9(5):1034—-1046, March 2001.

[Din03] Y. Ding and C. E. Lawrence. A statistical sampling@lithm for RNA sec-
ondary structure predictionNucleic Acids Resear¢t31(24):7280-7301, De-
cember 2003.

[Din04] Y. Ding, C. Y. Chan, and C. E. Lawrence. Sfold web seffor statistical folding
and rational design of nucleic acidslucleic Acids Researcl32:W135-W141,
July 2004.

[Din05] Y. Ding, C. Y. Chan, and C. E. Lawrence. RNA secondstryicture prediction
by centroids in a boltzmann weighted ensemBBIA-A Publication of the RNA
Society11(8):1157-1166, August 2005.

[Dod77] J. B. Dodgson and R. D. Wells. Synthesis and thernm&lting behaviour of
oligomer-polymer complexes containing defined lengths &hmatched da.dg
nucleotidesBiochemistry16(11):2367-2374, 1977.

[Dor03] D. R. Dorris, A. Nguyen, L. Gieser, R. Lockner, A. Uutsky, M. Patterson,
E. Touma, T. J. Sendera, R. Elghanian, and A. Mazumder. @digeyribonu-
cleotide probe accessibility on a three-dimensional DNAroarray surface and
the effect of hybridization time on the accuracy of expressiatios. BMC
Biotechnology3:6, 2003.

[Eve07] R. Everaers, S. Kumar, and C. Simm. Unified desacniptif poly- and oligonu-
cleotide DNA melting: Nearest-neighbor, poland-sheragal lattice models.
Physical Review E75:041918, 2007.

[Fin72] T. R. Fink and D. M. Crothers. Free-energy of impetfeucleic-acid helices 1.
bulge defectJournal of Molecular Biology66(1):1-&, 1972.

[Fod91] S. P. A. Fodor, J. L. Read, M. C. Pirrung, A. T. Strylegnd Lu, and D. So-
las. Light-directed, spatially addressable parallel deafrsynthesis.Science
251(4995):767—-773, 1991.

[Fre86] S. M. Freier, R. Kierzek, J. A. Jaeger, N. SugimotoHVICaruthers, T. Neilson,
and D. H. Turner. Improved free-energy parameters for ptixtis of RNA
duplex stability.Proceedings of the National Academy of Sciences of the dJnite
States of Ameriga83(24):9373-9377, December 1986.

[Gao01] X. L. Gao, E. LeProust, H. Zhang, O. Srivannavit, Eilad, P. L. Yu,
C. Nishiguchi, Q. Xiang, and X. C. Zhou. A flexible light-dated DNA chip
synthesis gated by deprotection using solution photogeeeracids. Nucleic
Acids Researct29(22):4744-4750, 2001.

[Gao04] X. L. Gao, E. Gulari, and X. C. Zhou. In situ synthesi®ligonucleotide mi-
croarrays.Biopolymers73(5):579-596, April 2004.

248



BIBLIOGRAPHY

[Gar02] P. B. Garland and P. J. Serafinowski. Effects of dtghnt on the fidelity of pho-
todirected oligonucleotide array synthediucleic Acids Resear¢cB0(19):e99,
October 2002.

[Gib59] J. H. Gibbs and E. A. Dimarzio. Statistical mecharo€ helix-coil transitions in
biological macromoleculeslournal of Chemical Physi¢80(1):271-282, 1959.

[Gil77] D.T. Gillespie. Exact stochastic simulation of géed chemical-reactiongour-
nal Of Physical Chemistr\81(25):2340-2361, 1977.

[Gla06] M. Glazer, J. A. Fidanza, G. H. McGall, M. O. Truls@nE. Forman, A. Suseno,
and C. W. Frank. Kinetics of oligonucleotide hybridizatimrphotolithographi-
cally patterned DNA arraysAnalytical Biochemistry358(2):225—-238, Novem-
ber 2006.

[Got81] O. Gotoh and Y. Tagashira. Stabilities of nearesghbor doublets in double-
helical DNA determined by fitting calculated melting praodiles observed pro-
files. Biopolymers20(5):1033—-1042, 1981.

[Gue87] M. Gueron, M. Kochoyan, and J. L. Leroy. A single-racdf DNA base-pair
opening drives imino proton-exchandeature 328(6125):89-92, July 1987.

[Gut05] Z. Guttenberg, H. Muller, H. Habermuller, A. Geisiea, J. Pipper, J. Felbel,
M. Kielpinski, J. Scriba, and A. Wixforth. Planar chip deitor pcr and hy-
bridization with surface acoustic wave pumpab On A Chip 5(3):308-317,
2005.

[Hag88] P. J. Hagerman. Flexibility of DNAAnnual Review of Biophysics and Biophys-
ical Chemistry 17:265-286, 1988.

[Hal04] A. Halperin, A. Buhot, and E. B. Zhulina. Sensitiitspecificity, and the
hybridization isotherms of DNA chipsBiophysical Journgl 86(2):718-730,
February 2004.

[Hal05] A. Halperin, A. Buhot, and E. B. Zhulina. Brush effeon DNA chips: thermo-
dynamics, kinetics, and design guidelinBsophysical Journgl89(2):796-811,
August 2005.

[Has97] A. Hasan, K. P. Stengele, H. Giegrich, P. CornwellRK Isham, R. A. Sach-
leben, W. Pfleiderer, and R. S. Foote. Photolabile protgg@moups for nucleo-
sides: Synthesis and photodeprotection rafietrahedron53(12):4247-4264,
1997.

[Hel03] G. A. Held, G. Grinstein, and Y. Tu. Modeling of DNA orbarray data by using
physical properties of hybridizationProceedings of the National Academy of
Sciences of the United States of Ameri@0(13):7575-7580, June 2003.

[Hel06] G. A. Held, G. Grinstein, and Y. Tu. Relationship Wween gene expression
and observed intensities in DNA microarraysa modelingystuducleic Acids
Research34(9):e70, 2006.

249



BIBLIOGRAPHY

[Hin78] B. Hingerty, R. S. Brown, and A. Jack. Further refir@emof structure of yeast
transfer-RNA pheJournal of Molecular Biology124(3):523-534, 1978.

[Hol91] S. R. Holbrook, C. J. Cheong, I. Tinoco, and S. H. Ki@rystal-structure of an
RNA double helix incorporating a track of non-watson-crgse-pairsNature
353(6344):579-581, October 1991.

[HuO5] Z. Y. Hu, M. Troester, and C. M. Perou. High reproduidy using sodium
hydroxide-tripped long oligonucleotide DNA microarrays.Biotechniques
38(1):121-124, January 2005.

[HueO4] M. L. Huebschman, J. Hunt, B. Munjuluri, A. Takashirand H. R. Garner.
Design and performance of a variable spectrum synthe&astiew of Scientific
Instruments75(11):4845—-4855, 2004.

[Hun87] W. N. Hunter, T. Brown, G. Kneale, N. N. Anand, D. Rafwich, and O. Ken-
nard. The structure of guanosine-thymidine mismatchesiNB at 2.5-a res-
olution. Journal of Biological Chemistry262(21):9962—-9970, July 1987.

[lva04] V. Ivanov, Y. Zeng, and G. Zocchi. Statistical meglts of base stacking and
pairing in DNA melting.Physical Review E70(5):051907, November 2004.

[Jac61] F. Jacob and J. Monod. Genetic regulatory mecharnissynthesis of proteins.
Journal Of Molecular Biology3(3):318—&, 1961.

[Job02] M. Jobs, S. Fredriksson, A. J. Brookes, and U. LaretegEffect of oligonu-
cleotide truncation on sing le-nucleotide distinction jid-phase hybridiza-
tion. Analytical Chemistry74(1):199-202, 2002.

[Ke93] S. H. Ke and R. M. Wartell. Influence of nearest-neighbequence on the
stability of base-pair mismatches in long DNA - determioatby temperature-
gradient gel-electrophoresidlucleic Acids ResearcR1(22):5137-5143, 1993.

[Ke95] S. H. Ke and R. M. Wartell. Influence of neighboring &amirs on the sta-
bility of single-base bulges and base-pairs in a DNA fragmd3iochemistry
34(14):4593-4600, 1995.

[Kie99] R. Kierzek, M. E. Burkard, and D. H. Turner. Therma@dynics of single mis-
matches in RNA duplexe®8iochemistry38(43):14214-14223, 1999.

[Kim03] C. Kim, M. Li, N. Venkataramaia, K. Richmond, J. Kas, and F. Cerrina.
DNA microarrays: an imaging studyournal of Vacuum Science & Technology
B, 21:2946, 2003.

[Kim04] C. Kim, M. Li, M. Rodesch, A. Lowe, K. Richmond, and Eerrina. Biologi-
cal lithography: Improvements in DNA synthesis methodsurnal of Vacuum
Science & Technology,22(6):3163—-3167, 2004.

[Kit69] C. Kittel. Phase transition of a molecular zippémmerican Journal of Physics
37(9):917—-&, 1969.

250



BIBLIOGRAPHY

[KKO3] F. R. Kretschmer-Kazemi and G. Sczakiel. The aciwt sirna in mammalian
cells is related to structural target accessibility: a carngmn with antisense
oligonucleotidesNucleic Acids ResearcB1(15):4417-4424, August 2003.

[Koe05] R. T. Koehler and N. Peyret. Thermodynamic propsrtif dna sequences: char-
acteristic values for the human genorB&informatics 21(16):3333-3339, Au-
gust 2005.

[Koh06] M. Kohandel and B. Y. Ha. Thermal denaturation of biedstranded DNA:
Effect of base stacking?hysical Review E73(1):011905, January 2006.

[Koo01] E. T. Kool. Hydrogen bonding, base stacking, andisteffects in dna replica-
tion. Annual Review of Biophysics and Biomolecular Struct@ée1-22, 2001.

[Kot00a] E. Y. Kotova, E. Y. Kreindlin, V. E. Barsky, and A. DMirzabekov. Effects
of various fluorochromes and competition between labelgpbolicleotides on
their hybridization to oligonucleotides immobilized orolamgical microchips.
Molecular Biology 34(2):207-214, 2000.

[KotO0b] E. Y. Kotova, E. Y. Kreindlin, V. E. Barsky, and A. Mirzabekov. Optical prop-
erties of fluorochromes promising for use in biological marips. Molecular
Biology, 34(2):266—-271, 2000.

[Kro04] A. H. Krotz, C. Rentel, D. Gorman, P. Olsen, H. J. GaillsV. McArdle, and
A. N. Scozzari. Solution stability and degradation pathwagteoxyribonucleo-
side phosphoramidites in acetonitrilducleosides nucleotides & nucleic acids
23(5):767-775, May 2004.

[LBO3] V. Le Berre, E. Trevisiol, A. Dagkessamanskaia, Sk@pA. M. Caminade, J. P.
Majoral, B. Meunier, and J. Francois. Dendrimeric coatihglass slides for
sensitive DNA microarrays analysislucleic Acids Resear¢cB1(16):e88, 2003.

[LeeO4] I. Lee, A. A. Dombkowski, and B. D. Athey. Guidelinfes incorporating non-
perfectly matched oligonucleotides into target-specijibridization probes for
a DNA microarray.Nucleic Acids Researc82(2):681-690, 2004.

[Lei92] M. Leijon and A. Graslund. Effects of sequence anagkl on imino proton-
exchange and base pair opening kinetics in DNA oligonudeatuplexesNu-
cleic Acids Resear¢t20(20):5339-5343, October 1992.

[LevO5] R. Levicky and A. Horgan. Physicochemical perspest on DNA microarray
and biosensor technologiedirends in Biotechnology23(3):143-149, March
2005.

[LiuO5] W. T. Liu, J. H. Wu, E. S. Y. Li, and E. S. Selamat. Emas characteris-
tics of fluorescent labels with respect to temperature cbaragd subsequent
effects on DNA microchip studiesApplied and Environmental Microbiology
71(10):6453-6457, October 2005.

251



BIBLIOGRAPHY

[Lu06] Y. Lu, G. Mapili, G. Suhali, S. C. Chen, and K. Roy. A d& micro-mirror
device-based system for the microfabrication of complpatially patterned tis-
sue engineering scaffoldslournal of Biomedical Materials Research Part A
77A(2):396-405, May 2006.

[Lue02] K. J. Luebke, R. P. Balog, D. Mittelman, and H. R. Garn Digital optical
chemistry: A novel system for the rapid fabrication of custoligonucleotide
arrays. Microfabricated Sensors, Application of Optical Techrgyidor DNA
Analysis, Richard Kordal, Author Usmani and Wai Tak Lawt@di, American
Chemical Society Publication815:87-106, 2002.

[Lue03] K. J. Luebke, R. P. Balog, and H. R. Garner. Priogidizselection of
oligodeoxyribonucleotide probes for efficient hybridipatto RNA transcripts.
Nucleic Acids Resear¢B1(2):750-758, January 2003.

[Mac98] T.Macke and D. A. Casdlolecular Modeling of Nucleic Acidshapter Model-

ing unusual nucleic acid structures, pages 379-393. Aarefihiemical Society,
1998.

[Mar05] N. R. Markham and M. Zuker. Dinamelt web server focleic acid melting
prediction.Nucleic Acids Resear¢cB3:W577-W581, July 2005.

[Mat03] O. V. Matveeva, S. A. Shabalina, V. A. Nemtsov, A. Bxoflikov, R. F. Geste-
land, and J. F. Atkins. Thermodynamic calculations andssieal correlations
for oligo-probes desigmucleic Acids Resear¢cB1(14):4211-4217, July 2003.

[Mau06] K. Maurer, J. Cooper, Caraballo M., J. Crye, D. Sudu Ghindilis, J. A.
Leonetti, W. Wang, F. M. Rossi, A. G. Stover, C. Larson, H. @&oDill, and
A. McShea. Electrochemically generated acid and its contant to 100 micron
reaction areas for the production of DNA microarrai$.0S Onel:e34, 2006.

[McG97] G. H. McGall, A. D. Barone, M. Diggelmann, S.P. A. kodE. Gentalen, and
N. Ngo. The efficiency of light-directed synthesis of DNAays on glass sub-
strates.Journal of the American Chemical Society19(22):5081-5090, 1997.

[Mer63] R. B. Merrifield. Solid phase peptide synthesis -thgsis of a tetrapeptide.
Journal Of The American Chemical Socieg#$(14):2149—-&, 1963.

[MicO7] W. Michel, T. Mai, T. Naiser, and A. Ott. Optical stucbf DNA surface hy-
bridization reveals DNA surface density as a key parametemicroarray hy-
bridization kinetics.Biophysical Journgl92(3):999-1004, February 2007.

[Mir99] K. U. Mir and E. M. Southern. Determining the influemof structure on hy-

bridization using oligonucleotide arrayature Biotechnologyl7(8):788—792,
August 1999.

[Mod01] M. A. Model and J. K. Burkhardt. A standard for cahition and shading cor-
rection of a fluorescence microscoggytometry 44(4):309-316, August 2001.

252



BIBLIOGRAPHY

[Moo05] M. J. Moorcroft, W. R. A. Meuleman, S. G. Latham, T. Nicholls,
R. D. Egeland, and E. M. Southern. In situ oligonucleotidatisgsis on
poly(dimethylsiloxane): a flexible substrate for micr@grfabrication.Nucleic
Acids Researcl83(8):e75, 2005.

[NaiO6a] T. Naiser, O. Ehler, T. Mai, W. Michel, and A. Ott. biydization to surface-
bound oligonucleotide probes: Influence of point defect@0& arXiv: g-
bio.QM/0612043.

[NaiO6b] T. Naiser, T. Mai, W. Michel, and A. Ott. Versatileaskless microscope projec-
tion photolithography system and its application in ligltected fabrication of
DNA microarrays.Review of Scientific Instrumeni/(6):063711, 2006.

[Nel81] J. W. Nelson, F. H. Martin, and I. Tinoco. DNA and RNAgomer thermody-
namics the effect of mismatched bases on double-helixlgyabBiopolymers
20(12):2509-2531, 1981.

[Nuw02] E. F. Nuwaysir, W. Huang, T. J. Albert, J. Singh, K.Waysir, A. Pitas, T. Rich-
mond, T. Gorski, J. P. Berg, J. Ballin, M. McCormick, J. Nartd. Pollock,
T. Sumwalt, L. Butcher, D. Porter, M. Molla, C. Hall, F. Bla#ér, M. R. Suss-
man, R. L. Wallace, F. Cerrina, and R. D. Green. Gene exmessialysis
using oligonucleotide arrays produced by maskless phbtagraphy. Genome
Research12(11):1749-1755, 2002.

[Owc97] R. Owczarzy, P. M. Vallone, F. J. Gallo, T. M. Paner, M Lane, and A. S.
Benight. Predicting sequence-dependent melting stalilishort duplex DNA
oligomers.Biopolymers44(3):217-239, 1997.

[Owc04] R. Owczarzy, Y. You, B. G. Moreira, J. A. Manthey, L.Nuang, M. A. Behlke,
and J. A. Walder. Effects of sodium ions on DNA duplex oligosnémproved
predictions of melting temperature®iochemistry 43(12):3537-3554, March
2004.

[Owc05] R. Owczarzy. Melting temperatures of nucleic acidscrepancies in analysis.
Biophysical Chemistry117(3):207-215, October 2005.

[Pap06] K. Pappaert, H. Ottevaere, H. Thienpont, P. Van Halam and G. Desmet.
Diffusion limitation: a possible source for the occurrerdeloughnut patterns
on DNA microarrays Biotechniques41(5):609—-616, November 2006.

[Pat82] D. J. Patel, S. A. Kozlowski, L. A. Marky, J. A. Rice, 8roka, J. Dal-
las, K. ltakura, and K. J. Breslauer. Structure, dynamiasl anerget-
ics of deoxyguanosine-thymidine wobble base pair fornmatio the self-
complementary d(cgtgaattcgcg) duplex in solutidBiochemistry 21(3):437—-
444, 1982.

[Pea94] A. C. Pease, D. Solas, E. J. Sullivan, M. T. CronirR.Gdolmes, and S. P. A.
Fodor. Light-generated oligonucleotide arrays for rapid-dequence analysis.
Proceedings of the National Academy of Sciences of the dUSit&tes of Amer-
ica, 91(11):5022-5026, 1994.

253



BIBLIOGRAPHY

[Pet02] A.W. Peterson, L. K. Wolf, and R. M. Georgiadis. Hglration of mismatched
or partially matched DNA at surfacedournal of the American Chemical Soci-
ety, 124(49):14601-14607, 2002.

[PetO4] E.F. Pettersen, T. D. Goddard, C. C. Huang, G. S.Igdud\V. Greenblatt, E. C.
Meng, and T. E. Ferrin. UCSF chimera - a visualization sydimexploratory
research and analysidournal of Computational Chemistr@5(13):1605-1612,
October 2004.

[Pey99] N. Peyret, P. A. Seneviratne, H. T. Allawi, and J.t8ancia. Nearest-neighbor
thermodynamics and nmr of DNA sequences with internal AA, GG, and TT
mismatchesBiochemistry38(12):3468—-3477, March 1999.

[Pie00] J. Piehler, A. Brecht, R. Valiokas, B. Liedberg, &.dGauglitz. A high-density
poly(ethylene glycol) polymer brush for immobilization gtass-type surfaces.
Biosensors & Bioelectroni¢d5(9-10):473-481, November 2000.

[Pol66] D. Poland and H. A. Scheraga. Occurrence of a phassition in nucleic acid
models.Journal of Chemical Physic45(5):1464—&, 1966.

[Por77] D. Porschke. Elementary steps of base recognitidrhalix-coil transitions in
nucleic acidsMol Biol Biochem Biophys24:191-218, 1977.

[Poz02] A. E. Pozhitkov and D. Tautz. An algorithm and pragrfar finding sequence
specific oligo-nucleotide probes for species identificatBMC Bioinformatics
3:9, 2002.

[Poz06] A. Pozhitkov, P. A. Noble, T. Domazet-Loso, A. W. MolR. Sonnenberg,
P. Staehler, M. Beier, and D. Tautz. Tests of rRNA hybridaato microarrays
suggest that hybridization characteristics of oligonotitke probes for species
discrimination cannot be predicteNucleic Acids Researc84(9):e66, 2006.

[Poz07] A. E. Pozhitkov, R. D. Stedtfeld, S. A. Hashsham, Bné. Noble. Revision
of the nonequilibrium thermal dissociation and stringemtshing approaches
for identification of mixed nucleic acid targets by micragrs. Nucleic Acids
Research35(9):e70, May 2007.

[Pta02] M. Ptashne and A. GanBenes&SignalsCold Spring Harbor Laboratory Press,
2002.

[RatO5] V. G. Ratushna, J. W. Weller, and C. J. Gibas. Seagrslaucture in the target as
a confounding factor in synthetic oligomer microarray dasBMC Genomics
6:31, March 2005.

[RicO4] K. E. Richmond, M. H. Li, M. J. Rodesch, M. Patel, A. Mowe, C. Kim,
L. L. Chu, N. Venkataramaian, S. F. Flickinger, J. Kaysen. Belshaw, M. R.
Sussman, and F. Cerrina. Amplification and assembly of ehiped DNA
(AACED): a method for high-throughput gene synthesNucleic Acids Re-
search 32(17):5011-5018, 2004.

254



BIBLIOGRAPHY

[RLO6] E. Rodriguez-Lebron and H. L. Paulson. Allele-sfiedRNA interference for
neurological diseas&ene Therapyl3(6):576-581, March 2006.

[Rot06] P. W. K. Rothemund. Folding DNA to create nanoscalapges and patterns.
Nature 440(7082):297-302, March 2006.

[Sab05] C. R. Sabanayagam, J. S. Eid, and A. Meller. Long sicade blinking kinetics
of cyanine fluorophores conjugated to DNA and its effect astir resonance
energy transferdournal of Chemical Physic423(22):224708, December 2005.

[San98] J. SantalLucia. A unified view of polymer, dumbbeill @ligonucleotide DNA
nearest-neighbor thermodynami&soceedings of the National Academy of Sci-
ences of the United States of Ameri®&(4):1460-1465, February 1998.

[San04] J. SantalLucia and D. Hicks. The thermodynamics oABNuctural motifs.
Annual Review of Biophysics and Biomolecular Strugt88415-440, 2004.

[Sch95] M. Schena, D. Shalon, R. W. Davis, and P. O. Brown. n)taive monitoring
of gene expression patterns with a complementary DNA micaga Science
270:467-470, 1995.

[Sch98] M. Schena, R. A. Heller, T. P. Theriault, K. Konrad, lEachenmeier, and
R. W. Davis. Microarrays: biotechnology’s discovery ptaith for functional
genomics.Trends in Biotechnology6(7):301-306, July 1998.

[Sch99] M. Schena, editoDNA Microarrays: a practical approachOxford University
Press, 1999.

[Sch02] M. SchenaMicroarray Analysis Wiley, 2002.

[Sch05] J. Schuster, F. Cichos, and C. von Borczyskowskfluénce of self-trapped
states on the fluorescence intermittency of single molscuplied Physics
Letters 87(5):051915, August 2005.

[Sch06] D. S. Schwarz, H. L. Ding, L. Kennington, J. T. Moode,Schelter, J. Bur-
chard, P. S. Linsley, N. Aronin, Z. S. Xu, and P. D. Zamore. ip&isg SiRNA
that distinguish between genes that differ by a single miide. Plos Genetics
2(9):e140, September 2006.

[Sch07] J. Schuster, J. Brabandt, and C. von BorczyskowBlgcrimination of photo-
blinking and photobleaching on the single molecule levelurnal of Lumines-
cence 127(1):224-229, November 2007.

[SG99] S. Singh-Gasson, R. D. Green, Y. J. Yue, C. Nelsonl|dttrizr, M. R. Sussman,
and F. Cerrina. Maskless fabrication of light-directedjohucleotide microar-
rays using a digital micromirror arrajNature Biotechnologyl7(10):974-978,
1999.

255



BIBLIOGRAPHY

[Sin84] N. D. Sinha, J. Biernat, J. Mcmanus, and H. Kostelymer support oligonu-
cleotide synthesis .18. use of beta-cyanoethyl-n,n-gdiaikino-/n-morpholino
phosphoramidite of deoxynucleosides for the synthesishA Eragments sim-
plifying deprotection and isolation of the final produblucleic Acids Research
12(11):4539-4557, 1984.

[Ske93] J. V. Skelly, K. J. Edwards, T. C. Jenkins, and S. MeidCrystal-structure of
an oligonucleotide duplex containing G.G base-pairs inibeeof mispairing on
DNA backbone conformatiorProceedings of the National Academy of Sciences
of the United States of Americ80(3):804—-808, February 1993.

[Sou75] E.M. Southern. Detection of specific sequences gniiWA fragments sepa-
rated by gel electrophoresid.Mol Biol., 98:503-517, 1975.

[Sug86] N. Sugimoto, R. Kierzek, S. M. Freier, and D. H. TurnEnergetics of inter-
nal GU mismatches in ribooligonucleotide helix@ochemistry25(19):5755—
5759, September 1986.

[Sug95] N. Sugimoto, S. Nakano, M. Katoh, A. Matsumura, Hk&lauta, T. Ohmichi,
M. Yoneyama, and M. Sasaki. Thermodynamic parameters tigtretability
of RNA/DNA hybrid duplexes Biochemistry34(35):11211-11216, September
1995.

[Sug00] N. Sugimoto, M. Nakano, and S. Nakano. Thermodyosysiructure relation-
ship of single mismatches in RNA/DNA duplex&&ochemistry39(37):11270—
11281, 2000.

[Sun00] M. Sundaralingam and Y. Xiong. Crystal structuredofmain Il of x-laevis
somatic 5s RNA in two conformationBiophysical Journgl78(1):311A-311A,
January 2000.

[Sun05] C. Sun, N. Fang, D. M. Wu, and X. Zhang. Projectionrostereolithography
using digital micro-mirror dynamic maskSensors and Actuators A-Physical
121(1):113-120, 2005.

[Tin73] I. Tinoco, P. N. Borer, B. Dengler, M. D. Levine, O. Chlenbeck, D. M.
Crothers, and J. Gralla. Improved estimation of secondamyctsire in
ribonucleic-acidsNature-New Biology246(150):40-41, 1973.

[Toe03] A. Toegl, R. Kirchner, C. Gauer, and A. Wixforth. Emting results of microar-
ray hybridization trough microagitationJournal of Biomolecular Techniques
14:197-204, 2003.

[Tur92] D. H. Turner. Bulges in nucleic acid€urrent Opinion in Structural Biology
2:334-337, 1992.

[Ura02] H. Urakawa, P. A. Noble, S. El Fantroussi, J. J. Kedlyd D. A. Stahl. Single-
base-pair discrimination of terminal mismatches by usihgooucleotide mi-
croarrays and neural network analységplied and Environmental Microbiol-
ogy, 68(1):235—-244, January 2002.

256



BIBLIOGRAPHY

[Ura03] H. Urakawa, S. El Fantroussi, H. Smidt, J. C. SmootdETribou, J. J. Kelly,
P. A. Noble, and D. A. Stahl. Optimization of single-basé-paismatch dis-
crimination in oligonucleotide microarray#\pplied and environmental micro-
biology, 69(5):2848-2856, 2003.

[Vai02] A. Vainrub and B. M. Pettitt. Coulomb blockage of mdization in two-
dimensional DNA arraysPhysical Review F66(4):041905, October 2002.

[VEO6] T. S. van Erp, S. Cuesta-Lopez, and M. Peyrard. Bubaiel denaturation in
DNA. European Physical Journal,20(4):421-434, August 2006.

[VicOO] T. A. Vickers, J. R. Wyatt, and S. M. Freier. Effectsroa secondary structure
on cellular antisense activitilucleic Acids Resear¢cR8(6):1340-1347, March
2000.

[Vij01] R. A. Vijayendran and D. E. Leckband. A quantitatiessessment of hetero-
geneity for surface-immobilized proteinsnalytical Chemistry73(3):471-480,
February 2001.

[Wal79] R. B. Wallace, J. Shaffer, R. F. Murphy, J. BonnerHirose, and K. Itakura.
Hybridization of synthetic oligodeoxyribonucleotidegtai-chi-174 DNA effect
of single base pair mismatchlucleic Acids Resear¢h(11):3543-3557, 1979.

[Wal01] S. Walbert, W. Pfleiderer, and U. E. Steiner. Phdiibéaprotecting groups for
nucleosides: Mechanistic studies of the 2-(2-nitrophgtlylyl group.Helvetica
Chimica Acta84(6):1601-1611, 2001.

[War85] R. M. Wartell and A. S. Benight. Thermal-denaturatiofDNA-molecules:
a comparison of theory with experimenfhysics Reports-Review Section of
Physics Letters126(2):67-107, 1985.

[Wat00] J. H. Watterson, P. A. E. Piunno, C. C. Wust, and U.rlillIKEffects of oligonu-
cleotide immobilization density on selectivity of quaative transduction of hy-
bridization of immobilized DNA.Langmuir, 16(11):4984-4992, May 2000.

[Wes07] E. M. Westerhout and B. Berkhout. A systematic asialgf the effect of target
rna structure an rna interferencélucleic Acids Researclt35(13):4322-4330,
2007.

[Wet68] J. G. Wetmur and N. Davidson. Kinetics of renatumatof DNA. Journal of
Molecular Biology 31(3):349-&, 1968.

[Wet91] J. G. Wetmur. DNA probes: Applications of the pripleis of nucleic-acid hy-
bridization. Critical Reviews in Biochemistry and Molecular Biolog36(3-
4):227-259, 1991.

[Wic06] L. M. Wick, J. M. Rouillard, T. S. Whittam, E. Gulard. M. Tiedje, and S. A.
Hashsham. On-chip non-equilibrium dissociation curves dissociation rate
constants as methods to assess specificity of oligonudéeptiobes. Nucleic
Acids ResearctB4(3):e26, 2006.

257



BIBLIOGRAPHY

[Woe06] D. F. Woell. Neue photolabile Schutzgruppen mit intramolekularer Béns
isierung - Synthese, photokinetische Charakterisierumy Anwendungiir die
DNA-Chip-SynthesePhD thesis, Universitaet Konstanz, 2006.

[Wol04] D. Woll, S. Walbert, K. P. Stengele, T. J. Albert, TicRmond, J. Norton,
M. Singer, R. D. Green, W. Pfleiderer, and U. E. Steiner. &tigknsitized
photodeprotection of oligonucleotides in solution and aaroarray chipsHel-
vetica Chimica Acta87(1):28-45, 2004.

[Won04] C. W. Wong, T. J. Albert, V. B. Vega, J. E. Norton, DCltler, T. A. Richmond,
L. W. Stanton, E. T. Liu, and L. D. Miller. Tracking the evalom of the sars
coronavirus using high-throughput, high-density resequegy arrays.Genome
Research14(3):398-405, March 2004.

[Wo088] S. A. Woodson and D. M. Crothers. Structural modeldo oligonucleotide
containing a bulged guanosine by NMR and energy minimimaBoochemistry
27(9):3130-3141, May 1988.

[Wu87] H. N. Wu and O. C. Uhlenbeck. Role of a bulged-a resitua specific RNA
protein-interactionBiochemistry26(25):8221-8227, December 1987.

[Yil04] L. S. Yilmaz and D. R. Noguera. Mechanistic approdohthe problem of hy-
bridization efficiency in fluorescent in situ hybridizatioApplied And Environ-
mental Microbiology70(12):7126—7139, December 2004.

[Yoo01] J. S. Yoo, H. K. Cheong, B. J. Lee, Y. Bim, and C. Cheong. Solution struc-
ture of the SL1 RNA of the m1 double-stranded RNA virus of sacomyces
cerevisiae Biophysical Journgl80(4):1957-1966, April 2001.

[Zen06] Y. Zeng and G. Zocchi. Mismatches and bubbles in DR#&physical Journal
90(12):4522-4529, 2006.

[Zha03] L. Zhang, M. F. Miles, and K. D. Aldape. A model of moldar interactions on
short oligonucleotide microarray®Nature Biotechnology21(7):818-821, July
2003.

[Zha07] L.Zhang, C. L. Wu, R. Carta, and H. T. Zhao. Free epefd>NA duplex forma-
tion on short oligonucleotide microarrayslucleic Acids Researcl35(3):e18,
February 2007.

[Zho06] H. Zhou, Y. Zhang, and Z. Ou-Yang-dandbook of Theoretical and Compu-
tational Nanotechnologychapter Chapter 9: Theoretical and Computational
Treatments of DNA and RNA Molecules, pages 419-487. Amer®aientific
Publishers, 2006.

[Zhu99] J. Zhu and R. M. Wartell. The effect of base sequemcthe stability of RNA
and DNA single base bulgeBiochemistry38(48):15986-15993, 1999.

[Zim60] B. H. Zimm. Theory of melting of the helical form in dble chains of the DNA
type. Journal of Chemical Physi¢83(5):1349-1356, 1960.

258



BIBLIOGRAPHY

[Zno02] B. M. Znosko, S. B. Silvestri, H. Volkman, B. Boswedhd M. J. Serra. Thermo-
dynamic parameters for an expanded nearest-neighbor rfaydéke formation
of RNA duplexes with single nucleotide bulgeBiochemistry 41(33):10406—

10417, 2002.

[Z0c03] G. Zocchi, A. Omerzu, T. Kuriabova, J. Rudnick, and &@uner. Duplex-
single strand denaturation transition in DNA oligomers. 020 arXiv:cond-

mat/0304567.

259



BIBLIOGRAPHY

260



Appendix A

Experimental Data

261



Experimental Data

A.1 Experimental Data

A.l.1

Duplexes

A

0.8
0.6
0.4
0.2

0

COM4-A RNA

*
*

N
:\9\%&0 A

&

TATTACTGGACCTGAGC

0

0.4

0.3

0.2

0.1

2 4 6 8 10 12 14 16

COM4-A DNA

Comparison Between MMs in RNA /DNA and DNA/DNA

COM1-B RNA

GAGCGATATTAGCT

©

0.5

2 4 6 8 10 12 14 16

COM1-B DNA

+ +
*
* o+ o +
* *
Lo +
*
+ x * X R
2~ & TR ox
® o g0 T
2 7

GAGCGATATTAGCT

©

2 4 6 8 10 12 14 16

C PET2-A RNA D LBE2-B RNA
+
* x + ot * s *
o6r ok " e+t O T
*
* 1+ 3 4
0.4 *
[ *
% * - 8 B
ao 05 g o«
02 3 oo U % =5 )
% @ 5w T+ % Fo* * ¥ © ing *
* ¥ *
0 0
AGTCACGGACACATGA CGAACATACCTCCTITA
0 2 4 6 8 10 12 14 16 0 2 4 6 8 10 12 14 16
PET2-A DNA LBE2-B DNA
0.25 P
+ +
n 03 N
02r + * * x « + +
+
+
015 * 02 B
*®
0.1 g 5 * ¥ %
5 “ o 0.1 SN g
0.05 - -9, * w * 5T *
Ry WIS 2 Tegsogt Y
0 N 0 ¥ ¥
AGTCACGGACACATGA CGAACATACCTCCTITA
0 2 4 6 8 10 12 14 16 0 2 4 6 8 10 12 14 16

Figure A.1: Direct comparison of DNA/DNA and RNA/DNA mismatch hybridiza-
tion signals (see section 6.8). Parts A-D compare defect profiles of different sequence
motifs (sequences shown at the bottom of the plots). Hybridizations of RNA tar-
gets (top image) and equivalent DNA targets (bottom image) were performed subse-
quently on the same microarrays. The defect positional influence is very similar for
DNA/DNA and RNA/DNA hybridization. However, there are systematic differences
between the binding affinities of the various MM types in DNA/DNA and RNA/DNA
duplexes. The hybridization signal (in a.u.) is plotted versus defect position. Substi-
tution bases A (red cross), C(green circle), G (blue star) and T (cyan triangle) either
result in 3 MM duplexes and one PM duplex at every defect position; Hybridiza-
tion signals of duplexes with single base deletions (yellow line); moving average MM

hybridization signal (black line).
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Figure A.2: For details see Fig. A.1.
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Figure A.3: For details see Fig. A.1.
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Figure A.4:

For details see Fig. A.1l.

265

PET3-A RNA
05
04 + + Yo%
+ * * *
03 *
M v
* * "
02 ¥ g ¥ . ¥
01 S T e
* * ¥ ¥
0
CACGGACACATGATCC
o 2 4 6 8 10 12 14 16
PET3-A DNA
02
015
+ . .
+ L +
0.1 +
+ ¥
*
005} * % + * Le/e/¢ ¥
e
0
CACGGACACATGATCC
o 2 4 6 8 10 12 14 16
PET3-B RNA
0.4
+ * .
03 cox F +
02f % % +
* %
* * ¥ *
*
0
CACGGACACATGATCC
o 2 4 6 8 10 12 14 16
PET3-B DNA
0.15
*
01 + *
X N * + N
.
" + *
005F #* * ,\/j g
& *
beeteegeg
0
CACGGACACATGATCC
o 2 4 6 8 10 12 14 16



Experimental Data

PET4-A RNA PET5-A RNA PET6-A RNA
1.2 #*
* 1 * 4 * -
+ * +
0.3 % * hex N **+ FRCI Yo+ Ok, +
¥ =+ + * 0.8
0.8 . £
02 o ¥ 06f +
® 0.6 +6\®\é* @/E:
) o> Coo 0.4
0.1 *\?\A - 0.4 W TS s
Ha s U e o2 * * 02 * * %
* s * ok
0 0 0
GAC CATGATCCTGT TGTAGTCACGGACACATGAT TCACGGACACATGATCCTGT
0 2 4 6 8 10 12 14 16 0 5 10 15 20 0 5 10 15 20
PET4-A DNA PET5-A DNA PET6-A DNA
*
*
01 + 08 pOor T &
0.4 * % o 4
0.08 . + * + % * * LO* 4 + O 4o ¥y + *
A N 03 T*iJr ; ¥ 0.6
0.06 ® *of° .
02 4 % e 0.4 " ¥
* BN . T +
0.04 * n/g € gﬂh e ;’fa{‘-é/?\&e@/efi
002 ﬁs\& n « X g0 0.1 ?i\‘%@e—ﬂp ;*i* 0.2 g oraxOE L
D0l g oo be T
0 * + 0 0
GACACATGATCCTGT TGTAGTCACGGACACATGAT TCACGGACACATGATCCTGT
0 2 4 6 8 10 12 14 16 5 10 15 20 0 5 10 15 20
PET4-B RNA PET5-B RNA PET6-B RNA
* 12
* 12 w %
0.4 * + * + 1 +
+ n 1 §w * . * T + * * . * ¥ N * +
0.3 + * 08 * 0.8
* ! + 8 ¥ * osf T ¥ A s
02 - 0.6 e ¥ g/E‘ ’ MeéA$ T
by S 5 5o oo F F 0.4 *F * OO o &
*
0.1 ¥ B 02 + * % 0.2 * jf;;
0 * 0 0
GACACATGATCCTIGT 02 L TGTAGTCACGGACACATGAT TCACGGACACATGATCCTGT
0 2 4 6 8 10 12 14 16 “o 5 10 15 20 0 5 10 15 20
PET4-B DNA PET5-B DNA PET6-B DNA
* o8 *
. +
. + ¥ 06 ® ¥ to, * " g
I +
0.1 * 05 0.6
* * +
* oal 4 * + % . L , .
* N %
N 03 FE *_% 04 %w L j*;/g/%
0.05 & 3 3
f\s\ ¥ * 2 02 m\&§ **/*3’624 0.2 ¥ PRLe g/@“z:er
- = . +
%e}_i—@\s_@—eﬁg/;f 01 %‘QG'H ¥ F ¥ 5 ¥ F* * ¥
* * %
0 0 0
GACACATGATCCTIGT 01LTGTAGTCACGGACACATGAT TCACGGACACATGATCCTGT
0 2 4 6 8 10 12 14 16 0 5 10 15 20 0 5 10 15 20

Figure A.5: For details see Fig. A.1.
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Figure A.6:

For details see Fig. A.1.
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Figure A.7: For details see Fig. A.1.

268

]

0.5

5 10 15 20
LBE6-B DNA
+ +
* +
+ + *
* * +
* *
géééﬁﬁ\ s
5 e 2 *
* * 5
*
\/ *

CTCCTTATGACGCTAAGCTA

0

5 10 15 20



Experimental Data

A.1.2 Single Base Insertion Defect Profiles

Insertion defect profile - probe sequence motif PET-I1

—~ 1r
3
8
© 0.8
=4
2
[}
'5 0.6r
©
N
T 04}
5
>
I \/
0 5 10 15 20 25
Base position
. Insertion probe intensities - positional influence eliminated
=3
< .
= 0.2} é\ ‘0
2 or * @? ©
S 02t vw v ** L T 4,
- 0 5 15 20 25
base position
Comparison of group | (blue) and group Il (red) insertions
=3
©
c 0.2f g g .
>
2 of Fo* b O 6 ® @ 00
2 %é § v v Q 8¥ &t
8 02t ‘ y 2
- 0 5 10 15 20 25
base position
TGTAGTCACGGACACATGATCCTG

0 5 10 15 20 25

Insertion defect profile - probe sequence motif NIE-la

o o
=) © -

I
~

Hybridization signal (a.u.)

Base position
Insertion probe intensities - positional influence eliminated

intensity in a.u.

base position
Comparison of group | (blue) and group Il (red) insertions

3 * 4 *

2 0.2 ® 8* y.e

= o " * g

z o gg*mwvw 6@§8
§02p va ¥ L

< 0 5 10 15 20

base position

TGAGCGTTCGTGGTGGGATAGT

L L L L

0 5 10 15 20

Insertion defect profile - probe sequence motif NIE-Ib

o o o
> ) ©

Hybridization signal (a.u.)

o
)

Base position
Insertion probe intensities - positional influence eliminated

I
N}

o
N

intensity in a.u.
o

base posmon
Comparison of group | (blue) and group Il (red) insertions

3 * *
0.2 * v
.; Z;*o 6% *§$* % *x Vv
> or g 4 2 + %+ @
= v
2 + @ 3 0%%
§02f ‘ 8 ® 8, °
£ 0 5 10 15 20
base position
TGAGCGTTCGTGGTGGGATAGT
0 5 10 15 20
Insertion defect profile - probe sequence motif NCO-Ib
35
s
T o8
2
2}
5
= 06
N
2
204
- ™~
0 5 10 15 20 25
Base position
. Insertion probe intensities - positional influence eliminated
=}
<
£
=
|72}
=4
2
£
base position
. Comparison of group | (blue) and group Il (red) insertions
3 02 {5 +
£ & +oQ
z o og **O%"%WQ%%W
§ 02} v Y% A A .
£ 0 5 10 15 20 25
base position
ATCACCCTCAACAATCACTACACT
0 5 10 15 20 25

Figure A.8: Single base insertion defect profiles. For details see Fig. 6.15.
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Insertion defect profile - probe sequence motif LBE-I3
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Figure A.9: Single base insertion defect profiles. For details see Fig. 6.15.

270



Experimental Data

Hybridization signal (a.u.)

intensity in a.u.

intensity in a.u.

intensity in a.u.

intensity in a.u.

© o o o o
U o N o © »

Insertion defect profile - probe sequence motif URA-14

Base position
Insertion probe |ntensmes posmonal influence eliminated

15
base position
Comparison of group | (blue) and group Il (red) insertions

0.2f 5% 02 ooooo

of ¥, 0%9599 gwwg
$9 V§¥¥¥¥;¥
-0.2 s s n s
0 5 10 15 20 25
base position
CACGTCGTCTCCCCTCACCTTAAG
0 5 10 15 20 25

0.1

-0.1

0.1

-0.1

Insertion defect profile - probe sequence motif URA-I1

Base position
Insertion probe intensities - positional influence eliminated

ik e % e %ok K ok K
0 15 20 25
base position
Comparison of group | (blue) and group Il (red) insertions
L * E . *
¥ ¥ w2+ o
L 5 o) ¥ Y ® @ § O V % O ¥ +
V§9¥ gve 2997y
0 5 10 15 20 25
base position
TGATGTTTGAATCTCACGTCGTCT
0 5 10 15 20 25

Insertion defect profile - probe sequence motif COM-11

3
8
©
c
o
2]
c
S
T
N
2
S
>
I
0 5 10 15 20 25
Base position
. Insertion probe intensities - positional influence eliminated
3
£
2
‘@
=
k]
£ 15
base position
. Comparison of group | (blue) and group Il (red) insertions
=)
- v
© t ¥
c 0.2 * o % % v *4¥0 Vo«
2 of Q9yuB¥e g Yo 570040
7] bde 6 @ g ib
2 02t . Q L ¥
- 0 5 10 15 20 25
base position
TTGAGCGATATTACTGGACCTGAC
0 5 10 15 20 25
Insertion defect profile - probe sequence motif LBE-I1
35
8
©
=
=y
2]
=
i<
T
N
T
S
>
T K
0 5 10 15 20 25
Base position
. Insertion probe intensities - positional influence eliminated
=]
©
£
2
2
L -0.
= 0 5 10 15 20 25
base position
i Comparison of group | (blue) and group Il (red) insertions
3 + +
© 0.2} @ +
ool %y N @§%9§%vv9
= r *
2 * Uiv% é**gv vy @é é
£ 02t * . . . ,
- 0 5 10 15 20 25
base position
CACTACGAACATACCTCCTTATGA
0 5 10 15 20 25

Figure A.10: Single base insertion defect profiles. For details see Fig. 6.15.
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Experimental Data

A.1.3 Single Base Mismatches in DNA /DNA Duplexes - Sta-
tistical Analysis to Investigate the Influence of the

Flanking Base Pairs

MM base pair: AA MM base pair: CA MM base pair: GA
20 20 20
p=-0.22 p=-0.11 pu=0.27
15 15 15
10 10 10
5 5 5

0 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15

MM base pair: AC MM base pair: CC MM base pair: TC
20 20 20
u=-0.29 u=-0.24 u=-0.26
15 15 15
10 10 10
5 i 5 Il 5
0 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
MM base pair: AG MM base pair: GG MM base pair: TG
20 20 20
= —0.081 u=-0.33 u=-0.23
15 15 15
10 10 10
5 5 5
0 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
MM base pair: CT MM base pair: GT MM base pair: TT
20 20 20
u=-0.13 = 0.059 u=0.069
15 15
10 10
5 5

0 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15

Figure A.11: All mismatch base pair types X - Y. Measured hybridization signal
distributions (occurrence versus deviation of the particular hybridization signal from
the mean profile) as a function of the MM base pair alone, i.e. independent of the
flanking base pairs. @ denotes the median value of the distributions. A box-whisker
plot of the distributions is shown in Fig. 6.6.

On the following pages (Figs. A.12 - A.22) this data is categgal according to the type
of flanking base pairs. Owing to the restricted set of targgusnces available for this
study the sizes of the data sets measured for the individdiatticonfigurations are very
different. u denotes the median values of the distributions.

The median values of the nearest neighbor pair dependesgtsudre compared in Fig. 6.9.

272



Experimental Data

5'-TAT-3' 5'-TAG-3' 5'-TAC-3' 5'-TAA-3'
3-AAA-5’ 3'-AAC-5 3-AAG-5' 3 -AAT-5'
6 6 6 6
p=-0.39 p=-0.39 }=0.0021 p= -0.055
4 4 4 4
2 2 2 2

0
-156-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5'-GAT-3' 5'-GAG-3' 5'-GAC-3 5'-GAA-3’
3-CAA-5' 3'-CAC-5' 3'-CAG-5 3'-CAT-5
6 6 6 6
p=-0.0072 p=-0.24 p=-033 p=-01
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5'-CAT-3' 5-CAG-3’ 5'-CAC-3' 5'-CAA-3
3-GAA-5 3'-GAC-5’ 3-GAG-5 3-GAT-5

6 6 6 6

p=-0.57 p=-0.26 = -0.087 p=-0.27

4 4 4 4

2 2 2 | 2 I

L 1 1 ,

-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5 -AAT-3' 5'-AAG-3’ 5-AAC-3’ 5-AAA-3°
3-TAA-5' 3'-TAC-5' 3'-TAG-5" 3 -TAT-5'

6 6 6 6

p=-0.036 p=-0.15 p=-0.22 p=-0.12
4 4 4 4
2 2

2 II

Lk

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.12: A-A mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.

5'-TAT-3' 5-TAG-3" 5'-TAC-3' 5'-TAA-3'
3'-ACA-5" 3'-ACC-5 3 -ACG-5 3’ -ACT-5"
6 6 6 6
p=-0.24 =04 p=0.21 p=-0.29
4 4 4 4
2 2 2

I
0 L

-15-1-05 0 05 1

=
o

-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5'-GAT-3' 5'-GAG-3 5'-GAC-3' 5'-GAA-3'
3'-CCA-5' 3-CCC-5 3'-CCG-5 3-CCT-5
6 6 6 6
ji=0.064 p=0.18 p=-035 p=-0.074
4 4 4 4
2 2 | 2 2 ] I
— 0 ukh 1 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5'-CAT-3' 5'-CAG-3' 5'-CAC-3' 5'-CAA-3
3-GCA-5’ 3-GCC-5 3-GCG-5' 3-GCT-5
6 6 6 6
p=-0.47 j=-0.035 p=-0.24 p=-0.29
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5 -AAT-3' 5'-AAG-3' 5'-AAC-3' 5'-AAA-3’
3’ -TCA-5" 3'-TCC-5" 3'-TCG-5 3-TCT-5"
6 6 6 6
p=-0.26 p=-0.09 p=-0.22 p=-0.15
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.13: C-A mismatches. Measured hybridization
rized according to the flanking base pairs.

signal distributions catego-
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Experimental Data

5'-TAT-3 5'-TAG-3' 5'-TAC-3' 5'-TAA-3'
3-AGA-5 3-AGC-5’ 3-AGG-5’ 3-AGT-5
6 6 6 6
}=0.68 =033 p=0.017 p=-0.17
4 4 4 4
2 2

2 |
[ I

2
L

0 0 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 ~-15-1-05 0 05 1 15
5'-GAT-3° 5-GAG-3 5'-GAC-3' 5'-GAA-3'
3'-CGA-5' 3-CGC-5 3-CGG-5' 3-CGT-5'

6 6 6 6
=051 p=0.27 u=0.68 p=-0.28
4 4 4 4
2 2 2 2
0 | 0 0 [ ][] 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 ~-15-1-05 0 05 1 15
5'-CAT-3 5'-CAG-3' 5-CAC-3' 5'-CAA-3°
3-GGA-5 3-GGC-5' 3-GGG-5 3-GGT-5'
6 6 6 6
p=-0.33 p=0.4 }=0.28 }=0.18
4 4 4 4
2 2 2 2
Lo . 1 TR i
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 ~-15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5'-AAT-3° 5-AAG-3' 5'-AAC-3° 5'-AAA-3’
3-TGA-5 3-TGC-5' 3-TGG-5' 3-TGT-5'
6 6 6 6
=035 =056 }=0.16 = -0.00077
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

Figure A.14: G-A mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.

5-TCT-3 5-TCG-3 5-TCC-3 5-TCA-3
3'-AAA-5" 3'-AAC-5' 3'-AAG-5 3'-AAT-5"
6 6 6 6
no data available p=-0.26 no data available p=-0.28
4 4 4 4
2 2 2 2
0 0 0 0 I
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-GCT-3 5-GCG-3 5-GCC-3" 5-GCA-3"
3-CAA-5 3-CAC-5 3-CAG-5 3'-CAT-5
6 6 6 6
u=-0.47 1= 0.087 p=-0.11 = -0.32
4 4 4 4
2 ‘ 2 2 2
, 1 | |

-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5-CCT-3 5-CCG-3" 5-CCC-3 5-CCA-3’
3'-GAA-5 3-GAC-5 3-GAG-5 3'-GAT-5
6 6 6 6
p=-0.2 no data available p=-0.25 p=-0.18
4 4 4 4
2 2 2 2
0 0 0 0 I
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-ACT-3 5-ACG-3 5-ACC-3" 5-ACA-3
3'-TAA-5" 3'-TAC-5" 3'-TAG-5 3'-TAT-5"
6 6 6 6
p=-0.58 no data available p=-0.16 p=-0.48
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.15: A-C mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.
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Experimental Data

5-TCT-3 5-TCG-3" 5-TCC-3 5'-TCA-3'
3 -ATA-5 3'-ATC-5" 3'-ATG-5 3’ -ATT-5
6 6 6 6
no data available p=-0.087 no data available p=-0.1
4 4 4 4
2 2 2 2

0
-156-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5-GCT-3 5-GCG-3" 5-GCC-3° 5-GCA-3
3'-CTA-5" 3'-CTC-5 3'-CTG-5" 3'-CTT-5
6 6 6 6
= -0.32 = -0.63 p=-0.15 = -0.31
4 4 4 4
2 2 2 2
0 0 I 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-CCT-8 5-CCG-3" 5'-CCC-3" 5-CCA-3"
3'-GTA-5 3'-GTC-5" 3-GTG-5 3'-GTT-5
6 6 6 6
p=-0.094 no data available p=-0.042 u=0.094
4 4 4 4
2 I | 2 2 2

-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

-15-1-05 0 05 1 15

5-ACT-3" 5-ACG-3" 5-ACC-3" 5-ACA-3
3-TTA-5 3-TTC-5' 3-TTG-5' 3-TTT-5
6 6 6 6
pu=-0.37 no data available p=-0.086 pu=-0.22
4 4 4 4
2 2 2 2

th

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.16: T-C mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.

5-TGT-3 5'-TGG-3 5'-TGC-3 5'-TGA-3
3 -AAA-5" 3 -AAC-5’ 3'-AAG-5' 3'-AAT-5
6 6 6 6
p=-0.1 p=-0.11 j=-0.26 p=-0.11
4 4 4 4
2 2 2 ‘ | 2
o I

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5-GGT-3 5-GGG-3" 5'-GGC-3" 5-GGA-3"
3'-CAA-5" 3-CAC-5" 3-CAG-5" 3-CAT-5"
6 6 6 6
no data available p=0.74 no data available p=0.1
4 4 4 4
2 2 2

2
|y

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5-CGT-3" 5-CGG-3" 5-CGC-3" 5-CGA-3
3'-GAA-5 3-GAC-5" 3-GAG-5 3 -GAT-5
6 6 6 6
no data available p=-0.55 p=-0.028 p=13
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5'-AGT-3' 5'-AGG-3 5'-AGC-3' 5'-AGA-3'
3'-TAA-5" 3'-TAC-5 3'-TAG-5 3'-TAT-5"
6 6 6 6
p=-0.25 p=-011 j=0.046 p=-023
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.17: A-G mismatches. Measured hybridization signal distributions catego-

rized according to the flanking base pairs.

275



Experimental Data

5'-TGT-3 5'-TGG-3’ 5'-TGC-3' 5'-TGA-3'
3-AGA-5' 3-AGC-5' 3-AGG-5’ 3-AGT-5
6 6 6 6
p=-0.36 p=-0.22 p=-0.24 p=-0.33
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5-GGT-3" 5-GGG-3 5-GGC-3" 5-GGA-3’
3'-CGA-5 3'-CGC-5" 3'-CGG-5 3'-CGT-5
6 6 6 6
no data available p=-0.17 no data available p=-0.15
4 4 4 4
2 2 2 2
0 0 0 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-CGT-3’ 5-CGG-3 5-CGC-3" 5'-CGA-3"
3'-GGA-5" 3'-GGC-5 3'-GGG-5 3'-GGT-5
6 6 6 6
no data available p=-0.26 p=-0.2 p=-0.33
4 4 4 4
2 2 2 2
0 0 I 0 0 I
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-AGT-3 5-AGG-3" 5-AGC-3 5-AGA-3’
3'-TGA-5 3-TGC-5 3'-TGG-5 3-TGT-5
6 6 6 6
p=-051 p=-0.49 p=-0.37 p=-0.77
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

Figure A.18: G-G mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.

5-TGT-3 5-TGG-3 5-TGC-3" 5-TGA-3
3'-ATA-5" 3'-ATC-5" 3'-ATG-5 3-ATT-5"
6 6 6 6
u=-0.35 p=-0.41 u=-0.22 u=-0.27
4 4 4 4
2 I 2 2 2
L 1L . . .

-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-GGT-3 5-GGG-3" 5-GGC-3 5-GGA-3"
3-CTA-5 3-CTC-5 3-CTG-5 3-CTT-5

6 6 6 6
no data available p=0.056 no data available p=-0.1
4 4 4 4
2 2 2 2
0 0 I 0 0

-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-CGT-3 5-CGG-3 5-CGC-3" 5-CGA-3
3'-GTA-5 3-GTC-5 3-GTG-5 3-GTT-5

6 6 6 6

no data available p=-0.52 p=-0.11 p=-0.15
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5-AGT-3° 5-AGG-3° 5'-AGC-3’ 5-AGA-3’
3-TTA-5' 3-TTC-5' 3-TTG-5" 3-TTT-5'
6 6 6 6
p=-0.45 p=-031 p=-0.17 p=-0.23
4 4 4 4
2 2 2 2
|

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.19: T-G mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.
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Experimental Data

5-TTT-3 5-TTG-3' 5-TTC-3' 5-TTA-3
3'-ACA-5 3'-ACC-5" 3'-ACG-5" 3'-ACT-5
6 6 6 6
no data available p=0.053 no data available p=0.38
4 4 4 4
2 2 2 2
0 0 L, . 1t
-156-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-GTT-3 5-GTG-3 5-GTC-3 5-GTA-3
3'-CCA-5" 3’-Ccc-5" 3'-CCG-5" 3'-CCT-5
6 6 6 6
p=0.12 p=-0.052 no data available p=0.099
4 4 4 4
2 2 2 2
0 I 0 0 0 I I
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-CTT-8 5-CTG-3" 5-CTC-3" 5-CTA-3"
3'-GCA-5 3'-GCC-5" 3-GCG-5" 3'-GCT-5"
6 6 6 6
p=-0.13 p=-0.071 p=-0.4 p=-0.048
4 4 4 4
2 2 2 2
0 0 | ol 0
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-ATT-3" 5-ATG-3" 5-ATC-3" 5-ATA-3
3'-TCA-5 3'-TCC-5" 3’-TCG-5" 3-TCT-5
6 6 6 6
p=0.091 p=-0.34 p=-0.42 p=-0.34
4 4 4 4
2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

2
i

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.20: C-T mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.

5-TTT-3' 5-TTG-3' 5'-TTC-3' 5-TTA-3'
3'-AGA-5" 3'-AGC-5 3'-AGG-5 3'-AGT-5
6 6 6 6
no data available pH=0.24 no data available pu=0.28
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

AR | I ||

-15-1-05 0 05 1 15

5-GTT-3 5-GTG-3" 5-GTC-3" 5-GTA-3
3-CGA-5 3-CGC-5" 3-CGG-5" 3-CGT-5
6 6 6 6
p=0.2 p=-0.018 no data available u=0.17
4 4 4 4
2 2 2 2
. . 1 . 1]
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-CTT-3 5-CTG-3" 5-CTC-3 5-CTA-3
3 -GGA-5 3-GGC-5" 3-GGG-5 3 -GGT-5
6 6 6 6
p=-0.1 u=0.14 1= 0.00061 p=0.48
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5'-ATT-3' 5'-ATG-3' 5'-ATC-3' 5-ATA-3
3'-TGA-5" 3'-TGC-5 3'-TGG-5 3 -TGT-5
6 6 6 6
p=0.27 p=-011 p=-0.15 p=0.075
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

Figure A.21: G-T mismatches. Measured hybridization
rized according to the flanking base pairs.

signal distributions catego-
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Experimental Data

5-TTT-3 5'-TTG-3’ 5'-TTC-3' 5'-TTA-3’
3 -ATA-5 3-ATC-5' 3 -ATG-5 F-ATT-5
6 6 6 6
no data available p=-0.12 no data available p=-0.017
4 4 4 4
2 2 2

oL

0
-15-1-05 0 05 1 15

-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

2
0 Ilh |
-1

5-1-05 0 05 1 15

5-GTT-3" 5-GTG-3" 5'-GTC-3 5 -GTA-3"
3'-CTA-5 3’-CTC-5 3-CTG-5 3'-CTT-5
6 6 6 6
p=-0.083 p=-0.036 no data available p=0.25
4 4 4 4
2 2 2 2
Lo . . . 11
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-CTT-3 5-CTG-3 5-CTC-3 5-CTA-3
3'-GTA-5 3'-GTC-5 3'-GTG-5 3'-GTT-5
6 6 6 6
1= 0.99 u=0.34 u=0.48 = 0.69
4 4 4 4
2 2 2 2
, 1 . ldu 1 . L
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15
5-ATT-3 5-ATG-3" 5-ATC-3 5'-ATA-3"
3-TTA-5 3-TTC-5 3-TTG-5 3-TTT-5'
6 6 6 6
=052 = -0.082 p=-0.2 = -0.0012
4 4 4 4
2 2 2 2

0
-15-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

0
-156-1-05 0 05 1 15

Figure A.22: T-T mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.

5-TAT-3’ 5'-TAG-3" 5'-TAC-3 5'-TAA-3'
3 -AGA-5 3'-AGC-5" 3’ -AGG-5 3 -AGT-5
6 6 6 6
}=0.68 =033 = 0.017 p=-0.17
4 4 4 4
2 2

2 |
. il

-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

2
b

0
-15-1-05 0 05 1 15

0
-15-1-05 0 05 1 15

5'-GAT-3' 5'-GAG-3' 5'-GAC-3' 5'-GAA-3'
3-CGA-5’ 3-CGC-5" 3-CGG-5' 3-CGT-5'
6 6 6 6
p=0.51 p=0.27 1= 0.68 p=-0.28
4 4 4 4
2 2 2 2
Lo . 11} . |
-15-1-05 0 05 1 15 -15-1-05 0 05 1 15 -15-1-05 0 05 1 15 ~-15-1-05 0 05 1 15
5'-CAT-3 5'-CAG-3' 5'-CAC-3 5'-CAA-3'
3-GGA-5 3-GGC-5' 3-GGG-5 3-GGT-5
6 6 6 6
p=-0.33 =04 1=0.28 p=0.18
4 4 4 4
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Figure A.23: G-A mismatches. Measured hybridization signal distributions catego-
rized according to the flanking base pairs.
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A.1.4 Single Base Insertions - Statistical Analysis

5T T-3° 5-TG-3' 5-TC-3" 5-TA-3
I-AAA-5 3-AAC-5’ 3-AAG-5 I-AAT-5
Group: Il =0023 Group: Il =0.048 Group: Il = 0.0049 Group: Il = ~0.009]
0 p e 10 P L 0 P g 0 P W

-
-

I i

0 a 0 0
-04 -0.2 0 0.2 -04 -0.2 0 0.2 -04 -0.2 0 0.2 -04 -0.2 0 0.2
5-GT-3 5-GG-3 5-GC-3" 5-GA-3°
3 -CAA-5 3'-CAC-5 3'-CAG-5" 3'-CAT-5"
10| Group:n = 0.031 1o Group:T =0 1o Group: u=-0.12 10| Group:T 1= ~0.064
5_L SL 5L SJ_L
0 0 0 0
-04 -0.2 0 0.2 -04 -0.2 0 0.2 -04 -0.2 0 0.2 -04 -0.2 0 0.2
5-CT-3° 5-CG-3 5-CC-3" 5-CA-3
3'-GAA-5" 3'-GAC-5" 3 -GAG-5" 3 -GAT-5"
Jof GouT 1=00063]  [Group: T 1= 0.015 1o] GroupT p=-0012] | [Group:T 1= -0.098]

:
=

0 0 0 4_L‘; 0
-04 02 0 02 -04 -02 0 02 -04 02 0 02 -04 02 0 02
5-AT-3' 5'-AG-3' 5'-AC-3' 5-AA-3
I-TAA-5' 3-TAC-5' 3-TAG-5' I-TAT-5'
10| Group il u=06.017 Jof Group T =0 1o GroupT u=-00a1]  FGrouprl p=-0075]

o
)
m
o

0 [ 0 0
-04 -02 0 02 -04 -02 0 02 -04 -02 0 02 -04 -02 0 02

Figure A.24: Insertions of adenine bases - influence of the neighboring base pairs.
Distribution of hybridization signal intensities (deviation from the mean profile in
a.u.). p denotes the median value of the distribution. Group II insertions have at
least one identical neighbor base, whereas Group I insertions don’t have an iden-
tical neighbor. Group II insertion have consistently increased hybridization signals
compared to Group I insertions.
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Figure A.25: Insertions of cytosine bases - influence of the neighboring base pairs.
Distribution of hybridization signal intensities (deviation from the mean profile in
arbitrary units).
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Figure A.26: Insertions of guanine bases - influence of the neighboring base pairs.
Distribution of hybridization signal intensities (deviation from the mean profile in
arbitrary units).
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Figure A.27: Insertions of thymine bases - influence of the neighboring base pairs.
Distribution of hybridization signal intensities (deviation from the mean profile in
arbitrary units).
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B.1 The Digital Micromirror Device (DMD™™)

The DMD is an opto-electromechanic spatial light modulatdvich is commonly em-
ployed in video projection systems. The DMD (developed byaselnstruments Inc.)
comprises an array of tiny (16 micron sized) tilting mirroesch corresponding to a sin-
gle image pixel. A DMD with XGA resolution comprisd$24 x 768 = 786432 of these
individually addressable micromirrors (Fig. B.1).

Figure B.1: Electron micrograph of a digital micromirror device. A pinhead is
shown for size comparison. (Photo: Texas Instruments)

The DMD is a micro-opto-electromechanic system (MOEMS)aklihis produced with
standard semiconductor fabrication techniques (phbtmitaphy, etching etc.). Each sin-
gle mirror, which has a reflective surface of aluminum, isrggton a torsion bar only a few
microns in size (Fig. B.2). By applying a small torque thenarican be tilted by an angle
of £10° with respect to the DMDs normal axis. The torque is createelégtrostatic forces
between the mirror and the addressing electrodes benagtB(B). The addressing elec-
trodes are connected to SRAM memory cells under each thespmnding micro-mirror.
Since the addressing voltage of the SRAM cell (5 V) is not sigfit to reorientate the
mirrors, the DMD is operated in a bistable mode, in which & valtage of about 26 V
is applied to the mirrors. For reorientation of the mirraal (nirrors simultaneously) the
image information is loaded into the array of SRAM cells kethehe mirrors. Then, the
temporary removal of the bias voltage allows all mirrorseorrentate into the positions
determined by the addressing voltage of the SRAM cells. fabkshment of the bias volt-
age latches the mirrors in their new positions.

Depending on the mirrors orientation the light originatingm the illumination system
is either reflected towards the projection optics (the miisdON) or into a light trap (if
the mirror is in OFF-position). The technique is therefoafler Digital Light Processing
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Figure B.2: Schematic of the DMD. Each micromirror (coated with reflective alu-
minum) (purple) is attached to a support post (grey) which is connected with the
yoke (cyan) and with the flexible torsion hinge (red). The SRAM cell below each
mirror determines the potential of the address electrodes (yellow) and thus (via elec-
trostatic attraction between the mirror and the address electrodes) the orientation of
the mirror. Tilt motion is limited to £10° by the yoke (cyan) touching the landing
site. (Image: Texas Instruments)

Micromirror

Landing Tip

| ’ |

Addressing {’l . Addressing
electrode Bias electrode

Vadd GND

Figure B.3: Working principle of the DMD. Electrostatic forces between the mirror
and the addressing electrode result in tilt the mirror around the axis of the torsion
hinge. The tilt angle (+10°) is limited by the landing tip touching the landing site.
See text for further details.
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(DLP®). Pixel brightness is determined by pulse-width-modalatimirrors are switching
at a high frequency between ON- and OFF-position). The smgctime between ON and
OFF state is about 1ps. Compared to liquid crystal (LC)-SLMs, DMDs provide a high
contrast ratio combined with small intensity losses (dupdlarizers, filters etc.). DMDs
are also suitable for UV irradiation (and thus can be usedhotgithography applications,
e.g. light-directed synthesis of DNA microarrays) wherggsd crystal polymers quickly
degrade under UV exposure.

B.2 Modification of the DLP Video Projector for
use of the Spatial Light Modulator in Pho-
tolithography Applications

The DMD system has been obtained from an A+K AstroBeam 540 &0 projector.
The integration the optimized illumination- and projeatioptics of the video projector in
the UV photolithography setup (interesting due to the hightlcollection efficiency and
illumination uniformity) soon turned out to be inappropedecause of the high UV ab-
sorption in the optical train.

To improve the positioning of the DMD the short connectomexn the DMD board and
the DLP electronics main board was replaced by a 40 cm longpid@xtension cable
(Fig. B.4). Removal of the electrical shielding doesn’'trag® affect the function of the
DMD. The DMD board has been rotated by°4% that the tilting axis of the micromir-
rors is oriented in vertical direction. Thus, the vectorsnaident light and reflected light
are oriented in a horizontal plane. The 120 W UHP lamp (pdi@abeflector) of the As-
troBeam projector has been transferred into an externaihguReplacement of this lamp
by a more powerful 250 W UHP lamp (ellipsoidal reflector) riegd by-passing the con-
trol electronics. Since the video projector mainboard eiga confirmation of the lamp
operation via the lamp power supply, the lamp-operationaigeeds to be provided man-
ually.

B.2.1 Gamma-function of the DLP-Projector

The intensity response of display devices (e.g. monitorgid@o projectors) on image
brightness values provided from the computers graphictenelis determined by the de-
vicesgamma function

Personal computer display hardware is currently resttitde?4 bit color depth (8 bits for

I The A+K AstroBeam 540 DLP video projector is very similar to the DAVIS DL X10.
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VGA video

from PC
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UHP lamp driver
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I Projector
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Figure B.4: Modifications of the DLP video projector. Since the UHP lamp is
removed a "dummy signal” pretending lamp operation, has to be provided to the
projector electronics. The dummy signal has to be switched “on” manually ca. 5 s after
pressing the power-button (on the control panel). The color wheel - a fast spinning
filter wheel - provides a feedback signal to the DLP electronics main board - thus
cannot be removed. For safety reasons it has been accommodated in an external box.
For better accessibility the DMD board (carrying the Digital Micromirror Device) is
separated from the electronics main board (which is fixed on the projector chassis).

each of the 3 color channels). Thus there are in total 256Igueys available.

For a variety of experiments it may be interesting vary thposxre intensities by using
grey level masks. The DMDs intensity response on the gresl latensity value of a full
screen image was measured with a photometer which was tbatitee focus of the micro-
scope objective (microprojection setup). Tdeemma functioof the DMD (light intensity
versus image grey level value) is shown in Fig. B.5. The maar response is described
by a2.2 gamma curvépower law with an exponent of 2.2), that is typical for mang-d
play devices. At large brightness values the intensitiescat off. The cut-off level is
determined by the contrast value set in the projectorsgstinenu.
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Figure B.5: Gamma function of the AstroBeam projector. The intensity response
It on the image brightness I;, (normalized on a maximum value of 1) follows a
power law with an exponent of 2.2. For an image brightness larger than about 80% of
the maximum value a cut-off is observed. The position of the cut-off depends on the
contrast and brightness values chosen in the AstroBeams "Display Settings Menu”.

B.3 Optics of the Microscope Projection Photo-
lithography System

e UHP: Philips UHP-lamp 250W 1.35 TOP 222 H4 elliptical reftatlliptical reflector geometry: major
axis~80 mm, minor axis~50 mm)

e L1: plano-concave lensf=50 mm, diam. 25 mm (silica), placement between UHP lamp winend
the outer focal point of the elliptical reflector

e L1-12: 145 mm

e L2: plano-convex lensf=50 mm, diam. 50 mm

e L2-F1: 120 mm

e F1: UV cold mirror (UV barrier filter from the Optoma projectamp module)
e F1-L3: 165 mm

e L3: plano-convexlens (BK7)f=100 mm, diam. 50 mm

e F1-F2: 215 mm

e F2: UV cold mirror (Oriel)

e F2-F3: 165 mm

e F3: UV band pass (bk-370-35-B, Interferenzoptik Elektkd@mbH), diam. 25.4 mm
e F2-L4: 250 mm

e L4: plano-convexlens (BK7)f=125 mm, diam. 50 mm

e L4-M1:170 mm
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Figure B.6: Schematic of the microscope projection photolithography system.

M1: mirror

M1-M2: 380 mm

M2: mirror

M2-DMD: 60 mm

DMD-L5: ca. 164.5 mm, to be fine-adjusted
L5: tube lens, Carl Zeisg,=164.5 mm

M3: mirror/beam splitter
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B.4 Fabrication of the Synthesis Cell
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Figure B.7: Punching tool (top) for the fabrication of the PDMS gasket (center).
The tool, producing a diamond-shaped cutout (the cell volume) with clean edges,
is essential for smooth operation of synthesis apparatus. Wire-cut EDM (electrical
discharge machining) has been employed for producing the sharp-edged structure in
hardened steel. Dimensions of diamond-shaped cell volume: length 16 mm; width
5 mm. The outer edge of the gasket was cut with another (smaller) version of the
punching tool.

Part names are referring to Fig. 3.13.

e The top-plate is made from a 10 mm thick plate of transpareakrblor@ plastics
(polycarbonate). Produce four tapped holes for fastenangwss (not too far away
from the center of the plate, to enable proper sealing actibarther, two holes for
fastening the cell-assembly on the projection lithogragétyp are required.

¢ Inlet and outlet tubes are made from syringe needles<@9%m). By using a drilling
machine as a "lathe” the plastic adapter of the syringe meisdieduced to a cylindric
bit as shown in Fig. 3.13.

e Produce holes for inlet/outlet needles. (diam. 1 mm on tipeupide of the top plate).
At the bottom side of the top-plate the needle (blunt end mtiearcoupling) should
protrude 1 mm. The needles are fastened with epoxy glue.

e To obtain a transparent and chemically inert (solvent tasi¥ surface, a glass mi-
croscopy slide is glued onto the lower side of the top-plB&fore gluing (with trans-
parent PDMS silicone rubber), the slide needs to be cut ir8gsi to produce gaps for
the fastening screws. Moreover, two 1 mm diam. holes forhet/putlet tubes have
to be drilled into the glass slide by using a diamond tool. Byrgy the glass slide onto
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the top-plate the gaps between the needles and the glassaded with PDMS (avoid
getting PDMS into the needles!). PDMS (Dow Corning Sylé@rm84) was purchased
from World Precision Instruments.

The bottom-platte is made from 5 mm aluminum. The exposurelew should not
be too large (ideally implemented as a long hole) to achiegpgr sealing action by
pressing the Chip-substrate/PDMS-gasket against thpltip-

Fabrication of the PDMS-gasket: PDMS Sylgard 184 (Dow Qughiis mixed thor-
oughly (ratio between elastomer base and curing agent:),1@etjassed and poured
into a glass petri dish. Curing for 20 minutes at@0A custom-made punching tool
(Fig. B.7) is used to produce the streamlined cutout forntiregsynthesis volume.
Connectors: PFA (PTFE) tubes (internal diam. 0.8 mm) fittigbn the 0.9 mm

diam. syringe needles. PTFE tube end fittings (UNF 1/4” 28 @Yide a removable
connection with the fluidics system.
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B.5 Technical Notes on Light-directed DNA Chip
Synthesis

B.5.1 Handling of Phosphoramidite Reagents

The coupling efficiency of phosphoramidite reagents is \sysitive to contamination
with (even trace amounts of) water. To maintain low moisttoaditions the following
precautions should be considered:

e Storage under moisture free conditions at€20Use dry argon atmosphere and desic-
cant.

e Open storage bottles only in glove box under dry argon atimagp Use silica gel
beads to maintain a low moisture content in the glove box.

e Use oven-dried glass ware to minimize surface-adsorbeerwat
¢ Dissolve phosphoramidites only immediately before sysithe
e Use dry MeCN with<10 ppm of water.

e Use molecular sieve bags (in the MeCN storage bottle anceim¢kivator solution) to
adsorb water from the solvent.

e Phosphoramidite solutions should be used the same day@erede

Solution stability and degradation pathways of deoxyribmeoside phosphoramidites in
MeCN are discussed in [Kro04].

B.5.2 Additional Notes on the Synthesis

Prior to the first phosphoramidite coupling the substratsoaked in MeCN for about

2 minutes. The initial coupling is performed for 1 minute dhen repeated once. Accord-
ing to Richmondet al. [Ric04] an increase of the coupling time (of the first baseypnl
from 20 s to 6 h resulted in an 80% increase in the amount ofdalyjth probes.

Coupling and exposure time, washing steps and image qu@aBtyhe key parameters for
high quality synthesis. According to [Ric04] the number afoefree probe sequences
could be increased 100-fold by making several technicat@vgments on their synthesis
apparatus. Improvements include the extension of the oaupme from 20 to 60 s and

of the exposure time from 50 to 150 s, additional argon drgitegps and modifications on
the projection optical system (image-locking).

Upon prolonged exposure the solvents tetrahydrofurandéJ BAd pyridine cause signifi-

cant swelling of the PDMS gasket. Exposure to these solent#ained in oxidizer and

capping reagents) should therefore be minimized.
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B.6 Technical Notes on Microarray Dendrimer Sub-

strate Preparation

Figure B.8: (A) Teflon slide holder for up to 12 round cover glasses. The stainless
steel pin secures the glasses. For use with dichloroethane the nylon screws should
be replaced by stainless steel screws. (B) Substrate functionalization in a 500 ml
graduated cylinder requires about 250 ml reagent solution.

e For dendrimer functionalization of the microarray sultstsaa compact slide holder
for handling of up to 12 cover glasses was developed. Partheoteflon (PTFE)
slide holder are assembled with stainless steel screwsamthas withstand a bath
in dichloroethane solution. The holder enables fast andotigh washing and dry-
ing of the slides. Use of the holders resulted in significammtreased quality of the
substrates and enabled reduction of the reagent consumptio

e To minimize reagent consumption (ethanol analytical gragmdrimers in dichloro-
ethane) the substrate functionalization is performed i@ Ml graduated cylinder.
Three slide holders (with 36 slides in total) are immerseakiaut 250 ml of solution.

e Drying of the slides under a nitrogen stream should be pearin such a way that
the liquid is blown away from the center of the slides. Dryaiglroplets on the surface
has to be avoided because this can produce irremovabls.stain
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B.7 Technical Notes on the Synthesizer Control
Software DINA Syn
The light-directed fabrication of a DNA microarray has bédty automated. The synthe-

sizer control softwar®NASynintegrates control of the fluidics system with the maskless
microphotolithography system (including image displdaytser and filter control).

& Synthesis Controller

File Help
Project] Run] Options] Breakpts.] Functions 1 Functiohs 2 l Functions 3] Pragram Execution  Program ] Vaweg] Intensity Ca|ibraﬁ0n1
Flawi capd 120 FlawCapg. Flowx poller ¥ 13l =
g il = 161135 WAIT 1
16114 DISPLAY again
FlowiDep Flash=cri 16115 GAIT 40
16116 SHUTTEER. CLOSE

16117 WAIT 1

16118 FILTEER. GREEN

16119 WAIT 1

16120 PRINT Z Light off

156121 PRINT 4 Block und Eammer splilen o

1612z 47 * rinse_block S

FlushDep FlushG n ushic 16123 4/ ™ flush block

| {16124 A/ spuelen der Reaktionskammer in Vorwae
16129 Vvian

16125 V11
shic 16126 V13 1
Pesume
S 16130 ¥ 13 0
16131 ¥ 17 0
Break Clozesli, A, L : R, A ==
1 dl | 2

15127 ¥17 1
0% | |Purstion: 211475

16128 WAIT 5

File: CyJavaProgramme\SyntheseProjekteiDefec: |

'status: not running
i

;Shutter: closed Filter: visible

Figure B.9: The graphical user interface of DNASyn. The buttons in the left panel
enable manual access to user-defined macro functions. The textbox at the right shows
the code of the synthesis script loaded.

DNASynwas implemented in Ja4. It is running with Windows XP Professional (and
is also expected to work with Window98). The use with Windoi®sHome or Windows
Vista is not recommended since these operating systemd almv direct access to the
hardware ports via the kernel mode driléserPort
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B.7.1 Basic Features

Synthesis
script
(synthesis procedure for

the particular DNA chip) \

Mask files
(ipeg images)

Standard /

macros
(fluidics parameters etc.)

[—

Manual .
operation automatic
(via GUI) mode

@ @ Fluids control
/ (via serial port)

Graphical User Inferface | e Mask display
(1024x768 XGA)

DNASyn

Synthesis script interpreter

Filter and Shutter
control
(via parallel port)

Figure B.10: Concept of the DNASyn microarray synthesis control software.

DNASynincludes a flexible macro programming language for the aatechcontrol of
the synthesis process, and a graphical user interface (f6lufanual control of various
synthesizer functions (see Fig. B.9). The macro languag®dses only a small number

of basic commands.

Keywords

START

END

MACRO macronamg|...}
PRINT n note

/l comment

WAIT n

VXY

DISPLAY imagename.jpg
DISPLAY AGAIN
SHUTTERON/OFF
FILTER GREEN/UV

Begin of the main program

End of the main program

Macro header

DNASyn shows texhotein output linen
Comment in the source code

Wait for n seconds

Valve operation X: valve number ; Y: O=close 1=open
Virtual mask display

Display the previous image again
Shutter control

Filter changer control

e Switching of solenoid valves (fluidics operations) is peried with the VX Y com-

mand.

e The DISPLAY imagename.jpgommand loads the JPG image from the synthesis di-
rectory and shows it on the DMD. The keyword AGAIN is used toa€ the previous

image.

e The WAIT ncommandf duration in seconds) is used for time control of the synthesi

processes.
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e Comments begin with // followed by a space character.

Macros

Typical routines (e.g. amidite coupling or photo-deprtteg can be combined to macro
commands, as shown in the following example.

MACRO rinse 20
{

/IRinse synthesis cell with MeCN for 20 s - this is a comment
V181

V21

V131

V171

WAIT 20

V20

V130

V170

V180

}

Macro commands can be called from the main program and fraimmwother macros.
Manual control (via button-click in the control panel) isalbased on macro commands.
Most control panel buttons are assigned a macro functiortrdeodes for these functions
are listed (and can be modified if necessary) in theftitetions.prg

A synthesis program comprises a list of macros (a librastafdard macroand additional
user-defined macros) and thein program Standard macros describe routine synthesis
processes. Basically they are not different from user-ddfinacros, but since they include
critical time parameters (duration of fluidics processgppsure times etc.) and since they
may be called from other macros, modifications in standarcrasashould be considered
cautiously. Upon loading a synthesis program (file extangpeg) the parser oDNASyn
initially reads the main program (between the commands STARI END). In the next
step macro calls are substituted by the corresponding nwtes. To consider nested
macros this is repeated until all macros are resolved. A ¢et@ly resolved synthesis
program for a 25mer array synthesis typically compriseaia#$0000 commands.

Frequently used macro functions

flush flush synthesis cell with argon
flow_ X flow reagent X through the synthesis cell
rinse. X fill MeCN into the storage bottle for reagent X
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rinse_ block rinse valve block with MeCN
flush_ block flush valve block with argon
prime. X fill the tube between the storage bottle X
and the valve block with reagent X
reverse. flush fast flush of the synthesis cell
with argon in reverse direction
deprotect photodeprotection
couple. X coupling of the phoshoramidite X
oxidize oxidization of phosphite bonds

Number-extensions to the functions name (e.g. flush10)fyptee duration of the opera-
tion (in seconds).

B.7.2 Communications between the Control PC and the Syn-

thesizer Hardware

For serial communication with the solenoid valve contmdlie Java Communications API
(Sun Microsystems) is employed. The communications paenshidave been set to the
requirements of the valve controller (see below).

The control of the shutter and filter-changer via the parptet has been implemented with
a Java native code. Direct control of the parallel port rezgiihe java packagearport The
library parport.dll needs to be installed in the directory Systems32/driverish YWarport
the channels of the parallel port can be set and read in @lstfaiward way. For direct
access on the I/0O ports (user mode) the driveerPort(written by Tomas Franzon) needs
to be installed (for this purposéserport.sysneeds to be copied to System32/drivers).
Possibly the Windows98 compatibility mode needs to be exthbMWith the executable
Userport.exthe access to the parallel port (base address $387) is ddedna

B.7.3 Dual Screen Support

DNASynprovides dual screen support to display the control pangltiaa photolithogra-
phy mask patterns on different devices - TFT monitor andwjgl®jector (DMD), respec-
tively. This requires the use of a dualview graphics card extension of the Windows
desktop onto the second display. The control panel is displan the primary screen
(TFT-monitor with 1281024 pixels). Display of the photolithography masks on the
secondary display (video projector) is achieved by operningndow at the correspond-
ing desktop coordinates - no further programming tricksregeessary. The Class Dis-
playFrame, an extension of the Java Class JWindow enaldpkadiof the masks without

297



Supporting Information

a window frame and without a menu bar. In the initializatioethod of DisplayFrame the
commandhis.setLocation(1280,@pens the JWindow on the extended desktop in the area
covered by the secondary TFT display.

B.7.4 Additional Hints

e Mask files (JPEG format required) have to be copied into theesdirectory (synthesis
folder) as the synthesis program.

¢ Avoid compression of the JPG mask images. Compressionddgsay pixels) result
in a grainy structure of the microarray features.

e Display of several images at an interval of less than abounh&ysresult in delays.

e Not to interfere with time critical procedures no furtheograms should be running
on the control computer during a synthesis. In particulanis/scanners should be
deactivated. Disconnect the computer from the local areaark.

e DNASynshould be executed as a jar-file (java archive) from java(exg with the
command java -jar DNASyn.jar). Even though this is possiktike fluidics timing
behavior can can be affected. In the Windows Task Manageraeased priority level
should be given to the java.exe process. Do not select thesigpriority level (real
time) as this may affect the operating system stability.

B.8 Solenoid Valve Driver for Fluidics Control

The valve block of the synthesizer is operated by the miartyotier-based solenoid valve
driver Elub 0670/01developed by the electronics workshop of UBT. Operatinglarsnd
valve requires an initial spike voltage of 24 volts. Afteradjustable time (100-500 ms)
the voltage is reduced to a lower hold voltage of 8 V, to préwerheating of the coil.
Driver operation is controlled via serial communicatiors(R32) with the control PC.

Serial communications parameters:
9600 baud, 8 data bits, no stop bit, no parity, no handshake

Connector (9-pin male) at the controller
Pin 2: TxD (Data out)
Pin 3: RxD (Data in)
Pin 5: GND

Connector (9-pin female) at the PC
Pin 2: RxD
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Pin 3: TxD
Pin 5: GND

Valve operation is controlled by transmission of ASCII commands via the
PC-serial port RS232:

open valveeVenXX (XX: valve number 1 to 36)
close valveaVenxX (XX: valve number 1 to 36)

The command®Ven is used to request the valve status. The 36-digit answergssent
back to the control PC (e.g. 0010111100...) reports thes{dtopen; 0=closed) of all 36
valves that can be addressed (not all in use).

B.9 DNA Microarray Design

Synthesis masks (shown in Fig. B.11) are generated withaetveeprogram#/laskDesigner
andMaskFileGen The software concept is described in Fig. B.12. WithskDesigner
microarrays can be designed manually via a graphical userface. Microarray geom-
etry (feature arrangement, feature size and spacing) &ezmtevith commands provided
in the menuEdit. Once the geometry has been defined, the probe sequencéar{edn
in sequences lists, ASCII-format) can be assigned to thereélocks. Photolithography
masks are generated with the command "Generate Masks” ivi@ia” menu of MaskDe-
signer. The MaskDesignesoftware can also be employed as a viewéey menu), e.g.
to find particular sequences on the microarray or to invastigequence similarity (e.g. to
find the longest common subsequence).

The manual method of chip design is, however, somewhatusdido account for the
fact that chip designs are often very similar, the Java pnogviaskFileGerhas been de-
veloped. Based on a shahip script file in which the geometry of the individual feature
blocks and the file path to the corresponding probe sequestsésl specified, th€hip def-
inition file is generated. Th€hip definition fileformat is equally used bilaskDesigner
to save and read the data of manually designed chips.

Another, more efficient method is microarray design withiatMab: a MatLab program
generates a single large sequence list, which is employdddskFileGerto generate the
Chip definition file The arrangement of the probes in form of feature blocksisiciered
in the MatLab program: feature blocks (two-dimensional aglays containing probe se-
quences in form of character arrays) are copied straigh¢hat to the appropriate position
in the master array (corresponding to the whole-chip-adefined in theChip script filg.

299



Supporting Information

Figure B.11: The above example of a synthesis mask pattern (resolution: 1024 x768
pixels) generated with MaskDesigner comprises about 13000 features (4 x4 pixels with
a one pixel separation gap). About 80 mask patterns are required for the synthesis of
a 2bmer microarray. Synthesis masks are saved in jpeg format. Minimum compression
is applied to prevent pixelation artifacts.

When the master array is complete, a linear list of probe execps (to be used bylask-
FileGen) is extracted from the master array. The feature block géynmeeencoded in the
order of the sequences. The sequence list in conjunctidnanstandarhip script fileis
used byMaskFileGerto generate the correspondi@fpip definition file

For use with the synthesis softwdd®&ASynthe bmp image format produced MaskDe-
signerneeds to be converted into jpeg format. Conversion of therg&@es is performed
with MatLab in a batch process. MatLab further has the acgmnthat it can generate
jpeg images with almost no compression losses. This is itapbbecause compression
artifacts (pixelation) can affect the quality of the syrgized microarray probes.

Mask pattern generation with MaskDesigner

The principle of mask pattern generation is described in Bd.3: Synthesis masks M
are affiliated to the corresponding photo-deprotectiop Bte For features represented in
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MatLab
(generate prearranged

probe list)

Chip script file

(Description of the ==—=—=>
array geometry) MaskFileGen
Probe sequence lists
(generated e.g.
with MatLab) H
Chip

definition file

Manual design
(via graphical user mep> MaskDesigner

interface) Chip editor

Chip viewer
Probe sequence lists ==—>> Maskpgenerator

|

Mask files
(bmp images)

Figure B.12: Synthesis masks are generated with the programs MaskDesigner and
MaskFileGen. Chip designs are saved in the Chip definition file format. This file for-
mat is also the interface between the script-file based MaskFileGen and the graphical
user interface based MaskDesigner. Arrays of probe sequences can also be created
with MatLab: the prearranged probe sequence list (feature block structure encoded
in the order of the sequence list) can be used with MaskFileGen to produce a Chip
definition file which can be loaded by MaskDesigner to generate a set of synthesis
masks.

white color on the synthesis mask le corresponding microarray features are illuminated
in the exposure step,D In the subsequent coupling step & phosphoramidite building
block can attach to deprotected probes. Thepling sequencg.e. sequence of coupling
steps G performed in the synthesis process) needs to be specifieentergge the set of
mask patterns for the corresponding deprotection (exedsteps [ The default coupling
sequence is TACG TACG TACG TACG... .

For a 25mer microarray synthesis in principle 26=100 masks are required. However,
with a little optimization typically 80 masks are sufficiefithe optimization comprises that
a coupling reaction on a particular feature, or more specifee exposure of the particular
feature prior to the next suitable coupling step, is perfanas early in the synthesis as
possible.
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Probe sequence 1 3-TTAGCGTCACCGAA...
Probe sequence 2 3-TGATTACGATGGA...

Coupling sequence [ TANATATACAT AT AT AS G
Exposure sequencel T TAG CGTC AC CGA A
Exposure sequence2 T GA T TACGA T G GA

Mask patterns E [ [ulE [Nl FEwite & ] [ME ]

Mask number 01234.. — ..282930 ..

Figure B.13: Principle of virtual mask set generation. Different probe sequences
located in features 1 and 2 - probe sequence 1 and probe sequence 2 - are treated
individually. Probe sequences are compared with the coupling sequence to establish
the exposure sequence for each feature. The exposure sequence determines in which
mask patterns a feature is undergoing UV exposure (in the corresponding photomask
the feature is shown in white). Mask patterns shown at the bottom - for simplicity -
comprise two features only.

Example: In mask number 4 (employed in the photo-deprotection step prior to cou-
pling of T) the feature corresponding to probe 1 is displayed in white, whereas the
feature corresponding to probe 2 is displayed in black. Photo-deprotection of feature 1
in mask 4 (prior to coupling of T) results in coupling of T to the probes in feature 1.

B.10 Microarray-Analysis with ScanRA

ScanRAhas been developed for quantitative image analysis of micag hybridization
signals. The regular arrangement of the microarray featisremployed for placement of
a readout grid. Small distortions of the regular featurarmgement (e.g. due to optical
distortions) are compensated by using a quadrilaterabrgagtid (see section 5.2).

Functions of the software

e Loading and processing of 16-bit TIFF images (display ifriegsd to 8 bit gray scale)

e Image alignment (the microarray needs to be aligned apjpmgarallel with the hori-
zontal/vertical axis)

e Placement of the readout grid: the four corner points (sehbyse click into the four
corners features of the feature block to be analyzed) defipadrilateral grid. Further
the number of features in x and y direction and the size oféadout frame (chosen to
fit into the homogeneous center region of the microarrayfeqtas to be specified.

e Readout of averaged feature intensities (8 or 16 bit), ¢aticun of the standard de-
viation of the pixel intensities within the individual feme readout frames (useful for
detection of inhomogeneities, particles etc.)

e Batch processing of image series: The readout grid needs tdefined only once.
Image drifting (due to thermal expansion of the hybridiaatthamber) can be com-
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Figure B.14: Graphical user interface of ScanRA. A quadrilateral readout grid (for
demonstration the distortion is exaggerated) - to account for small image distortions
- is put on the microarray fluorescence micrograph. Feature intensity is integrated
over the readout boxes (white boxes).

pensated by the drift correction function.

e Feature intensities and standard deviations are savechmtadSeparated Value (CSV)
file format.
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Figure B.15: The readout grid is exactly positioned on the microarray features.
Averaging over the readout boxes yields the hybridization signals of the individual
microarray features.
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Figure B.16: Software-based PID-temperature controller. Implementation with ProfiLab
Expert 3.0 (ABACOM GbR). The RedLab measurement module (Meilhaus) is employed for
input/output of analog signals. Temperature can be set manual or in a program mode. Pro-
grams are entered as tables (ProfiLab-Function "Korrekturtabelle”) of time versus temperature

(recompilation necessary). Between two successive temperature set-points the temperature is

varied linearly. The temperature controller application is run on the "microscope control PC”
in parallel with the image acquisition-software SimplePCI (Compix Inc.).
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B.12 cRNA Secondary Structures

Minimum free energy
secondary structure

AG: =-301.8 kcal/mol

Figure B.17: The minimum free energy (MFE) secondary structure of the eGFP
cRNA target sequence T2 — see section 8.6.2 — was calculated on the Sfold web server
[Din04]. Owing to intrastrand base pairing large parts of the sequence are unavailable
for hybridization to DNA microarray probes. The base numbering 1 to 825 corre-
sponds to bases 556 to 1380 of the eGFP-Tub plasmid sequence (see section 8.6.2).
Compare with the centroid structure in Fig. B.18. Green dots represent base pairs
common in the MFE and centroid structures. Blue dots represent base pairs present
only in the MFE structure.
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Ensemble Centroid

@
EREESS S

AG: = -200.66 kcal/mol
Figure B.18:

Centroid secondary structure [Din05] of the eGFP cRNA tar-
get sequence T2. The centroid structure was calculated on the Sfold web server
[Din04; Cha05] from a Boltzmann-weighted structure ensemble. "The centroid struc-
ture can be considered as the single structure that best represents the central tendency
of the set” [Cha05]. Compare with the minimum free energy secondary structure in
Fig. B.17. Green dots represent base pairs common in the MFE and centroid struc-
tures. Red dots represent base pairs present in the centroid structure, not however
in the MFE structure.
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B.13 3-D Visualization of Nucleic Acid Structures

Figure B.19: B-DNA structure - stereo view (use cross-eye-technique for 3D effect).
Stereo images of the ideal B-DNA structure were created with UCSF Chimera.

Figure B.20: A-RNA structure - stereo view (use cross-eye-technique for 3D effect).
Stereo images of the ideal A-RNA structure were created with UCSF Chimera.
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Figure B.21: Top views of the helix structures - B-DNA (left) and A-RNA (right)
- demonstrate significant differences in base stacking
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