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Abstract

Based omecentdevelopments caused thebig data revolution, data science has massively increased
its importance for businesses. Withilme marketing context, various types of customer data have
become available enormous amountdneedo be processed as efficiently as possible for creating
valuabl e knowl edge. Therefore, data scientist

partmentgo achievecompetitive advantages in the modern highly digiealieconomy.

Within theraisingfield of data sciengenachine learningas become an outstanding trend since these
approachesre able to automatically solveimerous classification and prediction proldenith
enormous performanc&hus, machine learning iseen asa key technology which wiltadically
transform business practioethe future Even thoughmachine learninfpas already been appliéul
various marketirg tasks researchis still at an early stageequiring furtherinvestigatiors of how

marketing carsuccessfully benefftom machine learningpplications

Besides thesdatadriven opportunities provided bgigitalization, technostress has evolved into an
enormous downside of digitaéd workplacesleading toa significantdecreasene mp | oy ee s 0 |
formance However existing research lacke provide evidencaboutdifferent coping strategiesnd

their potential tesupport employeda overcoming technostregaurthermoretesearclturrentlyfails

to consider technostressgardingoothhighly digitalizedoccupationagroupslike data scientistand
respectivewvorkplace environmentfor providing a deeper understanding of how employees suffer

from strescaused byhe use ofligital technologies.

Due to these recent challendesdaa scientists,iis cumulativethesis providsusefulinsights and

new opportunitiedy focusing on machine learnirand technostress issues as two aspehbish
promi se major potentials f ori renthedrbeyingcontexs.at a s
Five research papesse includedor effectivelytackling bothfields ofresearchthree paperdeliver

both methodological and empiridaidingsfor extending machine learnimg marketing researdby
examiningmodel architectures as well as applymgchine learning toecentmarketingproblems

In addition, two research papearsntribute to researdby providingknowledge aboutechnostress
issuesof data scientists asheeterogeneous aridghly digitalized occupational group as well as ex-
amining different coping strategies feffectively overcoming stress due to the use of digital tech-
nologies.Beyond thatthefindings deliver practical implications for marketing managéne aim to

improve the performance of data scientista aontemporary marketing environment.
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Introduction

1 Motivation

Due toits enormouseconomic value, relevant data has become the oil of busin@sseder Aalst,
2014) During the last decadthe big data revolution has providedmerouspportunities and chal-
lenges for applying data science to creatieiable knowledge out @ustomer datéErevelles et al.,
2016; Lukosius & Hyman, 2019Based orenormous accompanyirdgvelopments regarding the
availability, collectability, and storage of huge amounts of various daeta]y every department
within a company hagot new opportunitiesf developingmprovementsn decision makingvarious
recent studies have already confirmed the important@sodatadriven decision making (see, e. g.,
Ferraris et al. (2019); Muller et al. (2018); Wamba et all 720 showing that the application of data
science for analysing big data increases the performance of organisations armlildsispmpeti-
tive advantages. I. e., it is particularly important to perform dai@nceinstead of just storing the
data as wll as the contained informatig@hen et al., 2012; Davenport, 2008) this contextmar-
keting has always beempopularapplication field of this datdriven decision makingProvost &
Fawcett, 2013; Wedel & Kannan, 2016)

For efficiently meetinghesebig data developmentsf t oday 6s mar keting envi
creating competitive advantages caused by-dat@n decision makingt is indispensabléor com-
paniesto employ experts who are capable of fulfillinge thumerous data scientasksconcerning
working with and creating knowledge out of défmvenport & Patil, 2012; Erevelles et al., 2016;
van der Aalst, 2014Hence, the relevance stichemployees so-called data scientists hasex-
ceedinglyraised duing the last decade due to the availabiligpture and storage of huge amounts

of data due to the digital transformatiand, thus, has led to a major demand for these employees
(Davenport, 2020; Ismail & Abidin, 2016; Mauro et al., 2018; Murawski &B2017) Due to their
massive importance for building competitive advantages out ofdiistan decision making, it is
crucial for companies to aim for improving the performance of data scientists. In this cordaest,
methodological as well asomain(e. g, marketing)knowledgefor effectively solving data science
problems is highlyequired(Ayankoya et al., 2014ylanieri et al., 2015Waller & Fawcett, 20183
Therefore data scientists need to constantly train their skills and competepeepting recent
trends andnnovativetechnologiedor furtherimproving their tasktspecific performancand, conse-

guently, building competitive advantages



Within the wide field of data sciencesearchmachine learning has become outstandingrend

which has reached particular importafmegaining competitive advantages due to the developments
of the big data revolutiofCui et al., 2006; Hazen et al., 2014; Ma & Sun, 2020; Saura, 2020
following yearsmachine learning will fundamentally transform core processes within nearly all com-
pani es 6 b usBrynelfssen &Mcafert 2017 )l this context, it has been proven that
marketing maalsostrongly benefit from machine learning &ipptions as they represent the state of
the art within marketing analyti¢slagen et al., 2020; Huang & Rust, 2018; Jordan & Mitchell, 2015;
Rust, 2020; Wedel & Kannan, 2018hereforejt is highly important to understand how these mod-
els are composdar effectively tackling marketing tasks by applying machine learning m@dels

& Sun, 2020)However, machine learning within marketing research is still at an early stage, requir-
ing further studies and enhancements in the future for consextiyding this promising area of
research (Chintagunta et al., 2016a; Chintagunta et al., 2016b; Dimetreska et al., 2018; Ma & Sun,

2020; Saura, 2020).

Besides the opportunities and changes offerdthéygigital transformation and, in particular, the big

data revolutionthese developmentsay alscenormously demand employg€kkonen et al., 2019;
Schwemmle & Wedde, 2012; Timonen & Vuori, 2018)this context, a massive psychological dark

side of digitalization has been mseext to its advantages, affting both productivity and welieing

of employees: usingpformation and communication technologi&ST) at work causes technostress
which represents a specific form of stress induced by the frequent use of digital technologies at work
(Ayyagari et al. 2011; RagtNathan et al., 2008; Tarafdar et al., 2007; Tarafdar et al., Z0&6h-
nostresfhiasbemme of particularelevancedue to the rapid implementation of countless ICT during

the last two decaddBlartl, 2019; Osmundsen et al., 201l8nding tahe consideration ofhedigital
transformation at worlas a doubledged swordApt et al., 2016)For overcoming technostress at
work, employees require suitable resources like, e. g., organisational factorsN&hgua et al.,
2008)envi ronment al aspects (Gallwuch et al ., 201!
al., 2015; Sumiyana & Sriwidharmanely, 2020). However, the application of various coping strategies
which may be actively and autonomously implemented byrti@ag/ee is inadequately examined in
technostress research and, therefore, requires further investigations (Pirkkalainen et al., 2019;
Tarafdar et al., 2019).

Moreover research currently fails to considechnostresg the context of specific occupatidna
groups but focusson general relationships between technostress constructs i(&ygadari et al.,
2011; Fischer & Riedl, 2020; Raguathan et al., 2008; Tarafdar et al., 2007; Tarafdar et al., 2010;



Tarafdar et al., 2011; Tarafder al., 2015)Since the investigation of stress within separate occupa-
tional groups in order to create knowledge regarding their specific regularities is widely established
in psychological research (see, e.@Grace & van Heuvelen (2019); Rees & Cooper (1992); Tsave

& Cooper (1993)) the examination of technostress in the context of data scientists as a highly
digitalized job group appears to be necessary for supporting data scientists in overcoming technostress

and, thus, improving their performance.

Due tothesenecessitieand recommendatiorfigr futureresearchthis doctoral thesis aims to provide

useful knowledge for further improving the performance of data scientists in modern marketing con-
texts. To achieve this goal, the focus is on both machine learnptigafons to marketing problems

and employeesd technostress iIissues as these t
creating competitive advantages in todayods di

prevailing research @stions are proposed as follows:

RQ1: How can data scientists improve their performance by successfully applying machine

learning algorithms ircontemporarymarketing contesf

RQ2: How can data scientists improve their performancefigctivelyovercominy tech-

nostress at work?

As provided inFigure 1, thighesis contains five research papers wiédkleeitherRQ1regarding

the topic of machine learning applications (research paper#&lor RQ2 regardingtechnostress

issues (researchpapers#5) as i mportant aspects of Thdsat a s
papers have already been publisbedre currently nder review within sophisticated academic jour-

nals.
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Figure 1. ContextualFramework of tfs Thesis

In the context of machine learniragpplications this thesisdelivers new opportunities of applying
supervised machine learning models to marketing and, further, cawpaiaus algorithms regard-

ing their performance at solvirgspecific task. Moreover, a deeper understanding of how these al-
gorithms may be successfully ropiled is offered so marketers are able to receive important
knowledge for creating models which achieve high-gsécific performance in order to enhance

return on investment.

In addition, this thesis also provelmsights into technostress as an enormous downside of digitali-
zation data scientists have to struggle with. By that, technostress knowledge regarding data scientists
as a specific occupational group as well as the examination of different coping siradeggiecess-

fully overcome technostress is to be examined for enabling data scientists to overcome performance

threats caused by ICT use.

To achieve this, this thesis is structured as follawghapter , the theoretical background of data
scienceandmahi ne | earni ng i n t o daghiyHy digimbedkoecupatiorgl, d a
groupas well as technostress research and, further, the researchiagkrmiag a detailed overview

of the included research pap&®utlined.Theseresearch pagrs araghen providedn the following

chapters to  within this thesis. Finally, chapter provides a summarizing conclusion of the

compiledfindings.



2 Theoretical Backgroul

2.1 Data Science irContemporaryMarketing

Within themarketingcontexf the systematic utilization @fuantitative dathasan impressive history

of more than 100 year®Vedel & Kannan, 2016)Within this bright historythe founding of the

Marketing Science Institutey theinitiative of the Ford Foundation atlde Harvard Institute of Basic
Mathematics for Applications in Busineiss1961is seen as the rjua impact for successfully apply-
ing analytics to marketinggsues(Winer & Neslin, 2014) Since thenthe field ofdata science has
been widely used for extending marketing rese@¢bdel & Kannan, 2016)

In modern business environmsgnboth the opportunities and challenges for applying data science to
createvaluable knowledge out @lustomer dathavebeenmassively raised due to the big data revo-
lution (Erevelles et al., 2016; Lukosius & Hyman, 20XYerall, big data is defined Asgedatasets
containing structured antr unstructured data that can be processed and seddiyr creating
knowledgesuch & patterns and trendsut of it (Hazen et al., 2014)n this context, te big data
revolutionis differing from conventional data collectidy several characteristiczlled thethree

Vs volume,i. e, huge amounts of available dateelocity, i. e, rapid processes of data creatian
reattime; and variety i. e, the creation of numerous types of unstructured @@ftentagunta et al.,
2016a; Erevelles et al., 2016; Lycett, 201R)rthermorethe collection and analysis bfg datais
also associated wittwo other characteristics called veracity and vdlugcett, 2013; Wedel &
Kannan, 2018)while veracityis describé as the importance of consideritige quality of collected
dataregarding reliability and validitfIBM, 2012; Wedel & Kannan, 2016Yalue representshe
focus on data which is valuable for gaining doraspecific knowledgéLycett, 2013)

In the context omarketing,the big data revolution hasansformedonsumes into permanengen-

eratos of both traditional, structure@ndtransactional data as well as more contemporary, unstruc-
tured,andbehaviaral dataleading to a transformation afarketingdecision makingErevdles et

al., 2016) Digital data which is collected through online and mobile applications provides valuable

i nsights on cons umgandmi@ractioasearound gralycts, lservieasivmarketr r

ing actiongWedel & Kannan, 2016 he analysis of such dagéaables marketers to gain knowledge

out of complex and dynami c da (Caintagdintaetaln20L6aje r s 6
while surveys and experiments may enable rapid and diverse data collection as well, big tihata mos
exhibits observational characterist{®¢gda & Sun, 2020; Wedel & Kannan, 2016)



Due to these developmentompaniegim for processing the collecteldtain order tocreate valu-
able insightgProvost & Fawcett, 2013)n this context, research hakeadyproventhe succes®f
datadriven decisiormakingby showing that applying data science to big dasa-called big data
analyticsi increases the performance of organisatidresréris et a.2019; Miller et al. 2018;
Wamba et aJ.2017). Consequently, the conduct @hta analysis instead pfst stoiing the dataand
its contained informations of specialrelevance for building competitive advantag€sen et al.,
2012; Davenport, 2006T herefore thefield of data sciences closely relatedo big data, both mas-

sively increasingn popularitywithin both research and business pracfitaller & Fawcett, 2013)

Generally, data sciencepresentshe application of quantitative and qualitative methodsxtioact

valuable information forsolving relevant problems and predig outcomes(Waller & Fawcett,

2013) In doing so, the term data analytics is used interchangéagbrwal & Dhar, 2014)Data
scienceutilizes numerousdata miningtechniquesvhich perform thesxtraction of knowledge from

data aiming for the overarching goal of I mpro
(Provost & Fawcett, 201 3for performing higkquality data sciencegry broaddomain knowledge,

e. g., for solving marketing problems, is mandamsywell (Ayankoya et al., 2014; Manieri et al.,
2015;Waller & Fawcett, 2018

Since big data is massively changmgrketing processesany of the methods developed by mar-
keting academicm the passupportt o d aegcidian making itustomer relatioship management
marketing mix, and personalizatiteading to arnncreased financial performan@#&’edel & Kannan,
2016) The application of data science methoddigndatahasbecome cruciafor decision making

in marketing(Amado et al., 2018yealising thabig data is onlyable to offevaluable insightsf it is
efficiently analysedThus,bringing together data science and marketing researcevoagedan es-
sentialinterdisciplinary field within marketing analyticgsing abroad set of methods for measuring,
analysing, predicting, and managing mankgtperformance in order to maximise effectiveness and

return on investmer{iVedel & Kannan, 2016)

The usage of knowledge extracted out of big data for marketing decision making also helps marketing
managers to receive credibility within companiBegers& Sexton, 2012)marketeranaytake ad-
vantage of collectelig data in various ways, e. g., for interaction with customers via chdthais

et al., 2019)for product and service personalizat{&mshari et al., 2019and automatic implemen-

tation of realtime marketing actions like online advertisi@@bbar et al., 202@) order to increase

perceived customer value, satisfaction, and loyalty which leads to higher success of these marketing



actions(Wedel & Kannan, @16). Furthermore, dta science has been broadly applied for performing
targeted marketing, online advertisimgstomer relationship managemeang crossselling recom-
mendationgProvost & Fawcett, 2013Y0 achieve thishig dataoffersmany differentypes of data
including clickstreamsocial media,video, image, text, and location de#a sources of useful
knowledge(Ma & Sun, 2020; Wedel & Kannan, 2016) this contextdirect marketing hgsarticu-

larly gained benefits out of data science, i. e., in terms of collecting, analysing, and interpreting data
(PalaciosMarqueés et al., 2016; Provost & Fawcett, 2013; Tiago & Verissimo, 2014)

Consequently, marketing reseamdals with the benefits @nalysingthese kinds of dtavia data
scienceapproacheaimingto provideuseful knowledg®ut ofit, i. e.,online revieve for identifying

C U st osugyestolds for improvements and, thus, incregsiaduct and service qualifQi et al.,

2016) social mediadatafor evaluatingorand equity and competitive positiof@dodey et al., 2016)

mobile retail data for better recommendatiandpersonalizd offerings(Portugalet al, 2018) GPS

data for gedargeting customers with contextual promosi¢Banejee et al., 2013xeyword search

for i mproving the desi gn o f(Ghose &Yaag)20@9nnilcliock-e b s i t

stream datéor recognizingsegment®f customergSchellong et al., 2017)

Due to the opportunities provided Hye big data revolution, marketing research constamibyes
awayfrom conventional approaches and focuses on dynamic and analytical decision (baking
al., 2018) More specifically,the availability of big datahas enormously increaséaterest in the
empiricatthentheoretical approach which aims to devetog@rketing theorypased on observed em-
pirical findings In this contextmodern marketers require advanced analytical skills forlimgniig
data, i. e., data mining tools, cognitive computing, arathine learning approach@aikosius &
Hyman, 2019)Consequentlyfuture marketingresearch needs to extethe application of data sci-
ence and, in particular, machine learning approachesrious types of dafar gaining new com-
petitive advantages burther improving marketing decision making in modern digitalized environ-
ments(Chintagunta et al., 2086Chintagunta et al., 2019.



2.2 Machine Learning inMarketing

Basically machine learningrepresentsa subgroup within the artificial intelligence paradigm
(Goodfellow et al., 201 Avhichis describedasprogramminga digital computefor acing compara-
bleto humais and animalsvho apply the process of learnii@amuel, 1959)Within machine learn-
ing, the concept of learningpresents thautomaticsearch for more suitable representations of input
datawith respect to given task(Chollet & Allaire, 2018) I. e., such algorithms improve their per-
formance in solving a specifienarketing)problem by collectingelevantexperience out obther

examples and, therefore, are rather trained than programmed

Machine learningnodelsmay be distinguished betwesupervised, unsupervised, aethforcement
learning approachggordan & Mitchell, 2015; Ma & Sun, 2020; Stinis, 2019jithin supervised
learning, the algorithm is trained via labelled training data, the.training examlps contain both
input values and the accompanying output valile superviseanodeldefinesaclassifier or predic-
tor functionwhich denoteghe outpubased ornthegiveninputby processing the given training data
During training, the model is optimised by processing a validation set after each it@viti&rSun,
2020) After the training sectiors finished the modetanclassify unknown data based on agtern
information detected during thearning process’he most populasupervisednachine learning ap-
proachesomprisededsion tree (Breiman et al., 1984%upport vector machiné€ortes & Vapnik,
1995) nave bayegDuda et al., 1973k-nearest neighbo€over & Hart, 1967)andartificial neural
networks(Jain et al., 1996which havebeenfurther developeihto numerousigh-performingvar-
iants e. g., treebased ensemble learning meth@@pitz & Maclin, 1999; Rokach, 2010onvolu-
tional neual networkgLeCun et al., 1989and long short term memory neural netwditkechreiter
S. & Schmidhuber, 1997In themarketing conteximportantsupervised learning probleroemprise
natural language processing tatike, e. g.,sentiment classificationf online texts (Dhaoui et al.,
2017) customer churn predictidivafeiadis et al., 2015pand customer loyalty evaluatipAnsari &
Riasi, 2016)

For performingunsupervised learning, the training diatanlabelled andoes not contaianyoutput
variables The algorithm aims to deteuseful features and patterwich have not been identified
yet (Dimitrieska et al., 2018; Ma & Sun, 2020; Saura, 20P@superviseanachine learningnodels
are inter alia,clusteringalgorithms(Xu & Wunsch, 2005and topic models lik&atent dirichlet allo-
cation(Blei et al., 2003)which are already wekstablished in marketing reseafba & Sun, 2020)



Recent developments within unsupervised learpartjcularly deal withunsupervised artificial neu-
ral network architectures such @sepautoencoderévincent et al., 2010anddeepbelief networks
(Hinton et al., 2006)Typical unsupervised marketing isswesmstitutecustomer segmentatigisai

et al, 2015)or discovering topics in online communitiéReisenbichler & Reutterer, 2019)

Finally, reinforcement learning represeatslass of algorithms whetlee model aims to optimize a
learningfunctionwhich is connected to its environmddordan & Mitchell, 2015; Kaelbling et al.,
1996) Themodel (oragenjis performing a reactioto agiveninput and thereby, changes the current
state of the environment. This change is announced to the agerfeedbacksignalindicating
whether the action impacts the state positively or negatiVély agent is then aiming increasehe
long-term sum of these feedbacks by systematic trial and. énrthtis context, the main distinction

to supervised learning is that the nebid told the new current statieut not which action would have
been the best choice for enhancin@Kiaelbling et al., 1996)Reinforcement learning problerase
usually implemented fazontrottheoretic settingwhere the agent learascontrol stratgy for acting

in an unknown dynamical environmégdbrdan & Mitchell, 2015)Reinforcement learninkas raised
relevance due to the successful implementation within artificial neural networks which are able to
process largamounts oinput data ad, subsequently, discover complex relationships between ac-
tions and environmen{8ruyn et al., 2020However, @en though reinforcement learnieghanced
relevancewithin overall business practi¢Ma & Sun, 2020)it merelyplays a minorale in market-

ing contexs due to thegopularity of supervised learning approacfi@syn et al., 2020)

Based orthe existence and availability of big data within online marketing ca)t®sgichine learning
applicationsn marketing researgharticularlyaddresgligital marketing(Saura, 2020)More specif-
ically, machine learning approaches are particularly suitable witbomenerce marketing since it
has been proven to be both easy and cheap to collect online customer behaviousdettaan
automatecenvironmeniKohavi & Provost, 2001)in this context,tiis highly important to perform
classification and predictiom reattime since the Internet has besmownto bea very fastpaced
environment(Jabbar et al.,, 2020Pue to the automatised nature of machine learning, these algo-
rithms canperform such redime reactions and, hence, are capable of influencing customer behav-

iour.

Even thoughmarketing research hadreadydealt with machine learning models in greatdethe
rapid developments within the digital revolution and, in particblaihthe infinity of countless types

of customerataas well aghe possibility of creating new algorithms or improving existing models
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lead to a high necessity obnstantly expanding this area of marketing resedicarefore further
researchiegarding innovativand successfuhachine learning approaches as well as manketing
applicationgs highly recommended for creating compeétadvantagesoutofo mpani es & mar
activities(Ma & Sun, 2020; Saura, 202@verall,theutilization of machine learning ithe market-

ing context is still akn early stage/hich will strongly enhance in the futug@imitrieska et al., 2018;

Ma & Sun, 2020) Thereforefurther studies which successfully apply machine leartongew mar-

keting issuesnd, particularly, shed light orpractical implementatianof such modelsre highly
important for enhancingmodern marketing researctand practice(Chintagunta et al., 2046
Chintagunta et al., 20b% In this context, theexcellent performance of supervised learning ap-
proaches in complex marketing taglesticularly srikeswhich in turn impliegocusing on innovative

supervised models.

2.3 The Data Scientist

From aglobal perspectivea data scientismay be describeds an expert who extracts knowledge
from collected data as well as manageththe whole data lifecycle anélevantlT infrastructures
(Manieri et al., 2015)However,research has proven thhe occumtional group of datacientists
appears to beery heterogeneous in the context of required skills and (Bsk&nport, 2020; Ismail
& Abidin, 2016; Mauro et al., 2018)nd,therefore has to be considered in maietail In this context,
research has already defined bfiles (Costa & Santos, 201andeducationaturricula(Richards

& Marrone, 2014) or collected information from experslikalef et al., 2018; Stanton & Stanton,

2016)to identify a data scientist's required skills and occupational roles.

Regarding thgob-relatedskill variety as proposetly Hackman & Oldhan{1976) datascientists
require a widdield of both hard and soft skills, i. especific knowledge due to the usenoimerous
ICT as well asdvanced skills imathematicsstatistics machine learning, armbmmunication skills
(Costa & Santos, 2017; Doyle, 2019; Ismail & Abidin, 2016; Richardéagrone, 2014)

Besides ts variety of skills,data scientists also exhibit heterogeneous work profiles which occur due

to the various application fields, structures within the respective company, and various data science
objectives:several studiebave pointed out different occupational profitlssaiated withd d at a s c i
enti stodé as ,tehge bugrnessanalysts, date engmesasisticians, and data analysts
(Bagkarada & Koroni os, 2 0 1 7 .;Theskgob stles oeclir dueto2h@ 1 9 ;

separate process stages ofdh lifecycle the respective employees are then working at.
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Consideringthis variety of skills, roles, and taskgthin the occupational group of data scierstist

both business practice amdsearch stateithatit seems to be unrealistio find employeesulfilling

all the requireddemandsand, hence createdthe term"Unicorn Data Scientistfor such experts
(Bagkarada & Koronios, 2017; D.daheefore definingadatd 2 0 ;
scientist as amwverall expert who extracts knowledge from collected data as well as manages the
whole data lifecycle andelevantIT infrastructures aproposed byManieri et al.(2015) appears

inappropriate

Furthermore, the tasks of the data lifecywl@ch aimto creae knowledge out of collected data are
fulfilled by several employees working in various affiliations due to the presence of huge amounts of
data in many departments within a compédgnssen atl., 2017)and moreoverthe necessity of
advanced domain knowledge fuerforming data scien€¢@yankoya et al., 2014; Manieri et al., 2015;
Waller & Fawcett, 2018 These employees do not workfal-time data scientists but, at the same
time, require data science skifts answeringspecific questiondlowever, sich workers who fulfil
analytical work tasks of data sciengiare often not classified as one but keep other job titles which
are closely rela&d to their respective departmemhis wide spreading of employees who perform
data science within companies leads to difficulties in detecting these employees within a company:
due to the given heterogeneity of skills, roles, and tasks, they can heithetected by job titles nor

department affiliations.

Overall, managers need to be able to detisth scientistsvithin the companyfor significantly en-

hancing the performanceHowever, esearclcurrentlylacksto provide a more practically based
definition of data scientists as an occupational groegause the focus is on both a universal but
unrealistic definition as well asumerous job titles around different tasks within the data lifecycle.
Furthermore, i;ice various employees within different departments of a given company fulfil data
science tasks by holding other occupational naatéte-based definition appears to be inappropriate

for detecting them. Consequently, since employees who frequenthdhihi scientiststasks appear

to be a crucial source for creating competitive advantages and, at the same time, detecting them is an
indispensable prerequisite for improving their job performance, a definition with a strong reference

to reality appearstbe necessary.
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2.4 Technostress

As dready pointed out, the digital transformatiandthe big data revolutiomffer enormous oppor-
tunitiesand chanesfor improving the performance dfusinesses. Howevehe rapid velocity of

these developments enormously demands empldgeadoptnew capabilities for efficiently han-

dling work tasksas well(Okkonen et al., 2019; Schwemmle & Wedde, 2012; Timonen & Vuori,
2018) resulting ina massivepsychologicaldark sde of digitalization using ICT at workcauses
technostresasa specific form of stressduced bythe frequent use of digital technologies at work
which affects both productivity and wddeing of employeefAyyagari et al., 2011; RaghNathan et

al., 2008; Tarafdar et al., @@, Tarafdar et al., 2010Lonceptually introduced as employéesi na b i |
ity to handle the use of digitedchnologies in a healgtway by Brod (1984) technostress became of
particular importance due tbherapidimplementation ohumeroudCT (Hartl, 2019; Osmundsen et

al., 2018)leading toan ambivalence of digital transformation at wohpt et al., 2016)

Overall, echnostresis induced ifemployeeperceive an inabilityo successfullgstablismumerous
requirements and trendsgarding digital technologieSuchfeelings mayoccur with regard tee. g.,
skills which are no longer required, an informatmrerload,frequent interruptionsluring tasks at
work, or the overlap of work and leisure tirfiearafdar et al., 2010)n this contexttechnostress
triggered by severabpecificstimuli called technostress creatarsich have been defined byarafdar
et al.(2007)as follows:

1 Techneuncertaintyi e mp | o goafes®ricaused bynew technologicaldevelopments at
work.

1 Techneinsecurityi the fear of being replaced bsither other employees with highéCT
affinity or bya digital technologytself.
Techneoverloadi requirements to work faster, longer, and mehéch areinduced by ICT
Techneinvasioni blurring boundaries between work alailsuremattersor time periods

Technecomplexityi employeesfeelingsof missingskills regardinglCT useat work

Besides this welestablished distinctigechnical problembke system failuresluring ICT useep-
resented by techronreliability (Riedl et al., 2012andworkflow disruptionsdue to ICT usagde-
scribed bytechnaeinterruptiongGalluch et al., 201%)ave been classified as additional stressors due

to the use of ICT as well
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Ifane mp | o percepiions of thee technostress creators go beyginénpersonal angbb-related

resourcegheupcomingechnostress leatistechnostresselatedstrairswhichrepresenindividual's

psychological, physical, or behavioural responses to technostress c(@smasoff & Venable,
2017) Examples for such strains are, inter afieental exhaustiofAyyagari et al., 2011; Srivastav
et al., 2015)and psychological detachmefBarber et al., 2019; Santuzzi & Barber, 20IB)ch-

nostress is also relatedriegativejob-relatedconsequences for employees, elagyver productivity

at work(Tarafdar et al., 2007; Tarafdar et &015) lessjob satisfaction antbyalty to the employer
(Tarafdar et al., 20113s well asserious health issuéi&e higher burnout rate€Srivastava et al.,
2015)

For reducingechnostress and its negative consequelitcssnecessary to have access to resources
which may inhibit the negative effects afccurring technostress creatdPirkkalainen et al., 2019;
Tarafdar et al., 2011; Tarafdar et al., 2019}his contextseveral orgasationaltechnostress inhib-
itors have been discovered, i, providing technical support, literacy facilitation, and involvement
facilitation (RaguNathan et al., 2008} urthermore, other factors have been proven as successfully
stemming technostress, e, tgning and method contr¢Galluch et al., 2015t environmental level

and technologyselt-efficacy (Tarafdar et al., 2015s well aspersonality trait{Srivastava et al.,
2015 Sumiyana & Sriwidharmanely, 20ptthee mp | o y e dnocentrdst¢ghe adaption oflif-
ferent ways oftopingwhich are of particular importande overcoming stresdue toi ndi vi dual
abilitiesto implement such strategies their ownareinsufficiently investigatedh thetechnostress
context(Tarafdar et al., 2019)

Copingstrategies argenerally defined asognitive and behavioural attempts which aim to manage
specific external or internal demands which &
(Lazarus & Ftkman, 1984)Coping strategies are often distinguished in different types, jeraip-
lem-focused and emotiefocused copingFolkman et al., 1986junctional and dysfunctionabping
(Erschenset al, 2018, proactive and reactive copiriBirkkalainen et al., 20199r, in more detalil,

up to 14 different way® overcome streg€arver, 1997)Neverthelesghere is not a clear consensus
considering the role of coping: while information systemsearchhasfollowed the transactional
theory of stres¢lLazarus & Folkman, 1984pr a long timeand therefore, consided coping as a
mediator(see e. g.,Gaudioso et al(2016; Hauk et al.(2019) Zhao et al. (2020) a few recent
information systems studies (Nisafani et al., 2020; Pirkkalainen et al., 2019) as stallias from
industrialand orgarsgational psychologyl ewin & Sageyr2009; Searle & Le€2015 Yip et al, 2008)
assume coping asoderating theelationship betweejob-relatedstressors and strainst the same
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time, coping strategies in technostress contextiighgy understudied and need furthetterdisci-
plinary investigation(Pirkkalainen et al., 201J;arafdar et al., 2019)

Besides these general issuegardingtechnostresgelatedresearchalsolacks to create a deeper
connectionbetween technostress and specific job groppsr studiesprimarily focus on general
relationshipsetween technostress construégyagari et al., 2011Fischer & Riedl, 2020Ragu

Nathan et al., 2008; Tarafdar et al., 2007; Tarafdar et al., 2010; Tarafdar et gl.Ta@fdar et al.,

2015 but, at the same timép notconsiderspecific job titlesn order to get a more individual un-
derstanding of employees' technostress and further to examine whether there is a need to define dif-
ferent strategies to overcome technostress even within a jobWlaiss variouspsychological stud-

ies investigatestresswithin occupational groups in order to gain a deeper understanding of their re-
spective specificities (see, g, Grace & van Heuvele(2019; Rees & Coope(1992; Travers &
Cooper(1993) and, furtherexaminerelationships between several worlqaattributesandwork
stress(i. e., customer contacf{Hartline & Ferrell, 1996) leadership functionGanster, 2005;
Hambrick et al., 2005andeducational backgroun(&olubic et al., 20093s jobrelated characteris-

tics andcompany siz€Dekker & Barling, 1995; van Dijkhuizen & Reiche, 1988)well aglifferent
dimensions of organisational culture witrenterprisegLansisalmi et al., 2000; Thompson et al.,
1996) as companyelated characteristicsgurrent technostress research fails to offergpécific
findings. However, such investigations are of prominent relevance regarding job categories with a
high level of digitalization atvork sincetechnostress and TQuseare closely relatedn this context,

data scientistare bothparticularly suitable and important for examining technostdesstothar

highly digitalized workplaces and their crucial role in gaining competitive advantages for companies.

Overall both employees aranployers are highly recommendegay high attention ttechnostress
issuesand, moreover, to aino redue@ technostresConsequently, furthanterdisciplinary as well
as contextrelatedtechnostress research is highly regdi
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3 Research Agenda

Consideringthe circumstances explained abotresre is agreat importancéor marketing business
practice to improve the performance of data scientigtsairketing contegtleading toa high recom-
mendation of further research within this tofdn the ondnand, the countless opportunities more
purposeful and personalized marketawgivities provided by machine learniagd,specifically, su-
pervised learningapproachesare of enormousimportance for marketers who aim &xtract
knowledge out of various customer data and, subsequently,isiggd@hmationin order toincrease

the performance of marketirggtivities. On the other hand, th@angerof increasedechnostress
caused byhe rapid developmentd digitalizationthatemployeesiave todeal with hato beclosely
observeds well Consideringheparticular importance qgfeoplewho workas data scientisttue to

their crucial role in datariven decision makingemployers are highly recommendedavoid high
levels of technostressithin this highly digitalized occupational grougowever, research still lacks
both jobspecificand copingrelated investiggonsregarding negative consequences of G& For
effectively meeting these issues and, consequently, solving the research quuestia@es] in this
thesisdéd motivation, five research panpengso, ar e
research papers ##3 meet RQL1 regarding machine learning applications in marketing and, further,
research papers #4#5 tackleRQ2 by consideringechnostress issues important aspecfer im-

proving the performance of data scientistsontemporary marketing contexts

Research paper #heetsRQ1 byinvestigaing the potentials ofleep neural network@ong short

term memoy networks specifically)in the context of sentiment analysis tagkg preciselyperform-

ing the sentiment analysis taskthewidely utilized IMDB large movielataset (Maas et a011)

the paper provides an examination8dfyperparameters within thmodeland how theséyperpa-
rameters influence network performand&e hyperparameters weseparatelyaried within their
characteristiovaluesfor investigating the influence of the respective hyperparametéremverall
network performancaVhile 5 hyperparameters have been shown to increase classification accuracy,
3 othervariantssurprisingly loweedthe network performancurthermorethe improvementsould

not be cumulated within the network which leads to the assumptigariusinteraction effects
between thdnyperparametersdence research paper #lontributes tadhe deeper understanding of

the functioningwithin machine learning applications fautomatically analyag onlinereviews.

Sincethe expansion omachine learnindor improvingdatadriven decision making in marketing)

highly recommendedesearch paper #hd research paper #8thaddress RQ1 bfpcusing omew
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applicationof machine learning within marketing taskd.first, research paper #2 successfirhy
plemens variouspractically relevanimachine learning models fautomaticallypredicting call cen-
trearrivalsandcompares these approaches with conventional time series models regarding prediction
accuracy For doing thisthe models were trained wittvo call cente datasetgrovided by a German

online retailer containingalf-hourly time seriesamplesf 174.5weeks i. e., 31,410 observations

each For comparing tteemodels, four different lead times were implemented as wellassvali-

dation with an expanding rolling windowhich constitutesan iterative process where the training
data is rolled forward during model trainingesults show that machine learnialgaithms may
outperform traditional models witarandom foresapproacldelivering the strongest performance.
Furthermore, this paper enhastiee practical implementations of machine learnimgproviding a

methodological walkhrough encoding ahe compaison process.

In contrast, research paperf8uses on the importaria®mmerce problem of online shopping cart
abandonment bytilizing different machine learning algorithnfisr automaticallypredictingsuch
abandoners based theirclickstream behaviour. With a sample of 821,048 aggregated clickstreams,
numerous machine learning approaches were trained and compared with standard logistic regression
as a conventional benchmark model regarding predipgv@rmance and practicabilitin doing so

the paper provides a deep methodological contribution on successfully applying machine learning to
online shopping cart abandonment, proving that machine learning approaches are able to deliver
stronger predictin accuracy as classic models. Within the implemented approaches, gradient boost-
ing with regularization yielded the best results for unknown test data but, at the same time, a decision
tree approach as well as boosted logistgression provided comparaldccuracy wittclearly less

model complexity. Hence, these methods have proven to be interesting alternatives due to their suc-

cessful tradeff between performance and practicability.

For considerablycontributing to RQ2research papers #4 and #5 both focuteohnostress issuas

the striking @wnside of digitalization at worlResearch paper #aeets theppeal for furthemter-
disciplinary technostress researcbgarding the role odlifferent coping strategiefor overcoming
technostress at worPirkkalainen et al., 2019 arafdar et al., 2019pased ora sample 083,362

German knowledge workecsllectedby an external panel during a larger technostress research pro-
ject, amoderated mediation model \davariancebasedstructural equation modiéhg was developed

for investigatingthe effectiveness dfvo reactive coping strategi€active-functional and dysfunc-

tional) as moderating the relationship betwestressors due to the use of I@Ind e mp |l oy ee s
haustion with exhaustion mediating the influence of technologiated stressors on productivity
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Thereby, this paper brings togethslyphological and information systems research by applying the
job-demands resources mo@Bkemerouti et al., 2001 technostress reseayclonceptualizing cop-

ing as a personal resource. The results provided valuable findimysing that a higher levelf
technostresselatedob demandss associated with higher levels of both exhaustion and productivity
proving that employees should Bemandedy ICT useat a medium levelFurthermore, while ac-
tive-functional coping is associated with less exhaustion and, in contrast, dysfunctional coping is
related to a higher level of it, both coping strategies have been found to buffer the effects of tech-
nostress on exhaustion contrdufig prior results regarding the effects of dysfunctional copiihis

means thabesides the negative consequences in-teng,dysfunctionalcopinglike drinking alco-

hol or refusing to accept existing problems may help overcoming technostress utaiercosdi-

tions which, in turn, has to be carefulgnsideredy both employers and employees.

At last, research paper #5 meets the lack of research reggtohsygecificknowledgeof technostress

by examining technostressthin theheterogeneous and highly digitalized occupational group of data
scientistsAt first, the paper tacklethe problems of classifying data scientists due to their heteroge-
neity of roles and tasKsy deliveiing a definition approach of data scientists basedheir use of

ICT. Subsequenthf, our di fferent gr oup swerletedtedy perfosning ent i
latent class analysiga job- and companyelated workplace attributashich are associated with
general work stregsn a samplef 486 German data scientist®hese groupwere thercomparediia

global and pairwise van der Waerden normal scoreftasgmining insightsnto how different types

of data scientists perceitiee challenges of technostreBesults show thatata scientista/orking at
different workplaces exhibit significant distinctions of technostress creators, strains due to the use of
ICT, and job performancén this context, the technostresdated findings partially contradict results

of work stress studie¥hus, thepapercontributes to technostress researclexgminingfindings of

work stress researgh technostress context provides evidence that data scientists as an important
occupational group which has been shown to be crucial for creating competitive advantages must not
be unified in the context of technostrdag, instead, differ in their perception of technostresthwi
respect taheir workplace environmenManagers ar¢hereforerecommended to implement more

specific strategies to provide support for data scientists in overcoming technostress at work.

An overview of thedescribé research papers can be seen in Tabkubsequently, the described

research papers are provided in the following
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Paper Title Authors Content Methodology Data
Working in Detail: A performs the | MDB | arge n
HowLSTM Nicholas Daniel Derr: %2 deelong short term memory (LSTM)etv_vorks . Deep LSTM 50,000 online
#1 Hyperparameter . ; A anal yses hyperparamétersevia separate varis . .
; Daniel Baier ; ) . networks movie reviews
Selection Ipuences A investigates the potenti a
Sentiment Analysis Result hyperparameter variants on overall network performance
A successfully implemwrdls n

centre arrivals' facasting

Call Me Maybe: A ¢ omp ar demrnimgapptoacmes and conventional tin Various machine 2 datasets of
Methods and Practical Tobias Albrecht . pat M [EPHD: . . learning call centre arri-
. L . series models via crosslidation with an expanding rolling )
#2  Implementation of Arficial Theresa Maria Rausc window approaches; vals (31,410
Intelligence in Call Center Nicholas Daniel Derr: . . conventional observations
) A A enhances practical i mplen, .
Arrival sé F g . time series model each)
providing a methodological walthrough example of the
developed comparison process
Predicting Online Shoppin _ A success fully i mp | ement s n Various machme 821,048
- Theresa Maria Rausc shopping cart abandonment prediction learning
Cart Abandonment with . ; : i . aggregated
#3 ; . Nicholas DanieDerra A compares machine | ear ndtimg approaches; .
Machine Learning . : : - clickstrean
Lukas Wolf regression as a conventional benchmark model regarding standard logistic ;
Approaches - L ; observations
predictionperformance and practicability regression
A brings together psychol og
Mitigating the Negative Julia Becker A conceptualizes c owpithimtge JAR
Consequences of ICT Use . : . model,moderating the relationship efressors due to ICT use Covariancebased 3,362 German
. Nicholas Daniel Derr: . .
#4 The Moderating Effect of L and exhaustion structuralequation  knowledge
Active-Functional and Christian Regal A investi gat efanctionalendmdysfunetioralf modelling workers
Torsten M. Kuhimanr

Dysfunctional Coping copingas reactivestrategies for overcomintigchnostress
focusing on both organisational and individual outcomes

A defines empl oyseientstswatlle wo r
specific usage of digital technologies
NicholasDanieIDerr'A classifies different type
Examining Technostress ¢ o ¢ based on 8 general workplace attributésich are related to
i Christian Regal
#5 Different Types of Data , . overall work stress
: ; . Simon Henrik Rath . .
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Abstract: Sentiment analysis of written customer reviews is a powerfultov@generate
knowledge about customer attitudes for future marketing activiieanwhile,
Deep Learning as thmost powerful machine learning methigdof particular
importance for sentiment analysis tasks. Due to this cuelvance, an LSTM
network based on a literature review to solve the challerd@sgification task
of the IMDB Large Movie Dataset is cited. Hyperparameteese varied sep
arately from each other to better understand their single influenddé® over-
all model accuracy. Furthermore, we transformed variantspeghive impacts
into a final model in order to investigate whether the impaatsbe cumulatec
While preparing the amount of training data and the nurabiteration steps
resulted in a higher accuracy, firained word vectors artdgher network ca:
pacity did not work well separately. Even though implementivegvariants
with positive influences together raised the model’s performance,

the improvement was lower than some single variants.
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1 Introduction

Sentiment analysis (SA) has bemre of the largest fields of research in natlaaguage processing
(NLP), data mining, text mining and information retriesaice the beginning of the 21st century.
Due to the eveincreasing use ohternet and online activitige-commerce, forums, blogs and social
networks)for presenting personal opinions about products and services, the analgsisesulting
huge amounts of data (Big Data) is of particular importancenimketing managers (Zhang et al,
2018b). MeanwhileDeep Learning (DLalgorithms deliver stronger results in processing sequential
text data for SA taskihan other Machine Learning (ML) methods do (LeCun et al, 2015). For this,
the current literature focuses on the development of models that classifgrgmgmchmark datasets
(IMDB Large Movie Dataset by Maas et al (2011); YBlataset by Zhang et al (2015)) with a new
accuracy higlscore. We argue that this context only the overall performance of an architecture is
observed whilghe various influenceof individual hyperparameters on the model performanee
insufficiently analysed. For this reason, the separate effects of vduypasparameters within an
LSTM network for the IMDB Large Movie Datasséntiment analysis task are observed through
sepaate variation. Simultaneousligfter a short introduction (Section 1), the discussion of theoretical
backgroundsncluding SA (Section 2.1) and DL models for SA (Section 2.2) as wétleadescrip-
tion of the IMDB dataset (Section 3.1) and related wokc(ien 3.2), an LSTM which is able to
solve the IMDB SA task with high accuracyasnstructed (Section 3.3). Within this model, 8 hy-
perparameters are separatedyied to investigate their impact on classification performance. Subse-
guently, the variationswith a positive impact on validation accuracy are transformtma final
model in order to cumulate the effects. This final model is twenpared with the single hyperpa-
rameter variants by test accuracy. In addittbe,machine times required are atseasured (Section
3.4). Finally, the resultare discussed in Section 4.

2 TheoreticalBackground

2.1 SentimentAnalysis

SA, also called mood analysis, is the field of computational studies of emasiansll as opinions,
feelings, evaluations arattitudes towards objects suab products, services, organizations, individ-
uals, events, topics and issuesnedl as their characteristics (Ain et al, 2017; Medhat et al, 2014).
They areanalysed in forums, blogs, social networkspenmerce websites,perts andther internet
sources (Ravi and Ravi, 2015). SA is a subset of both NLRféextive computing (AC) (Yadollahi

et al, 2017; Zhang et al, 2018a) and tarefore be seen as an intersection of both areas of research.
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It is carried out bymethodsof information retrieval and data mining (Ravi and Ravi, 2015). While
the different SA tasks can be correctly subdivided into the subareas of opimimg (analysis of
contained opinions in texts) and emotion mining (analystontained emotions inxts) (Yadollahi

et al, 2017), a more comprehensagproach summarizing opinions and emotions (Ravi and Ravi,
2015) seems tbe more effective. Since the concept of a sentiment encompasses both gmudions
emotions, a precise SA can only be achieved hjyamg both areaamultaneously (Ain et al, 2017;
Medhat et al, 2014).

While SA is often used as a synonym for sentiment or polarity classificétisrgonsidered to be
the central SA task (Cambria et al, 2013). However, indttisle this trend oliterature is taken into
account (see inter alias Araque e{2017) and Medhat et al (2014)) so the term SA is used inter-
changeably aftethe various fields of SA tasks were shown. A sentiment, respectively palasty
sification, is the recognition @he sentiment orientation within a text ahe classification into one

of at least two classes. As the most common taskAinthe polarity classification classifies texts
according to their opinion intoedefined sentiment polarity, whereby both bmgartiary and finer
n-gradeclassifications are possible (Ravi and Ravi, 2015). Polarity classificatiotakarplace on
three granularity levels, regardless of the classification ofpgahion, emotion or both). For this,
the document, sentence argpect level ardifferentiated (Medhat et al, 2014; Yadollahi et al, 2017;
Zhang et al, 2018a)here the polarity classification at the document level is considered to be the
most common. At the document level, a complete text document is considetteebmallest unit.
This document expresses an overall positive or negapivéon or emotion and it is usually assigned
either to the positive or the negatsiass (Aggarwal and Aggarwal, 2017; Medhat et al, 2014; Yadol-
lahi et al, 2017Zhang et al, 2018a)’et, the length of the document is irrelevant (Yadolkethal,
2017). At this level it is assumed that not every single sentence coataosnion relating to the
subject so the document contains irrelevant senteaggarwal and Aggarwal2017). Since the
IMDB sentiment classificatiotask is to classify film ratings of different lengths and without focusing

on specific aspects with respect to their polarity, the IMDB task is performed @b¢henent level.

Approach Reference Accuracy

Support Vector Machines (SVM) Wang and Manning (2012) 89.16%
Maximum Entropy (ME) Brychdnand Habernal (2013) 92.24%
Naive Bayes (NB) Narayanan et al (2013) 88.80%
NB-SVM Mesnil et al (2014) 91.87%

Decision Trees (DT) Zhou and Feng (2017) 89.16%
Deep Learning (DL) Howard and Ruder (2018) 95.40%

Table I ML methods for the IMDB sentiment classification task
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The polarity classification approaches can be divided intebsléed, lexicoibased, while hybrid
approaches are ultimatelycambination of ML with apreviously created lexicon (Maynard and
Funk, 2011; Ravi and Ravi, 2018)L techniques treat sentiment classifications as text classification
tasks and usgyntactic and linguistic properties to solve problems (Medhat et al,.ZXgyclearly
outperform the semantic approaches in dealing with specific tasksgdR@&WRavi, 2015). They are
divided into methods of supervised, unsuperviged semisupervised learning, whereby unsuper-
vised ML methods only plag minor role in SA re=arch and are only marginally or not explained in
therelevant overview literature (Medhat et al, 2014; Ravi and Ravi, 2015; Yadeilahi2017).

For polarity classification with supervised learning, probabilistic classiéiecs as Bayesian Net-
works, Naive Bayes classifiers and Maximum Entrapgssifiers, linear classifiers such as Support
Vector Machines and ArtificiaNeural Networks (Deep Learning), Decision Trees and -Rased
classifiers arérequently used (Medhat et al, 2014; Ravi and Ravi520n terms of the IMDR.arge
Movie Dataset, the classification performance of the different methstieven in table 1. Thereby,
DL models have achieved a large number of comkdsification rates higher than 92% in recent
years, massively outperfoing other ML approaches (compare our literature review in Section 4).
The currentiMDB benchmark performed with DL achieves 95.40% accuracy (HowardRaddr,
2018). To summarize, while ML approaches have-sgscific higheaccuracy than lexicoproduc-

tion, DL outperforms conventional ML.

2.2 Deep Learning

DL approaches are part of the research field of artificial intelligencgA#d) et al, 2010) as well as

a methodologically emerging area of ML calRdpresentation Learning. Within DL metlsodev-

eral stages of representatimansformation take place in succession (LeCun et al, 2015). Meanwhile,
DL is defined as a class of ML techniques based on Artificial Neural Networks (Aiiiluse nu-
merous (hidden) process layers in hierarchical achites to learcharacteristics and recognize
patterns from data (Deng, 2011, 2014hwever,the depth required for the concept of DL is not
uniformly defined in researgtschmidhuber, 2015).

In the context of ANNSs, the concept of learning describe®eegs foupdating the network archi-
tecture and the weights of neuron connectioreffioiently handle a specific task (Jain et al, 1996).

In DL, the most commonlysed supervised learning algorithm is the backpropagation method for
error minimization whch allowed to map direct connections of neurons over selagels so that

the weights within the ANNs were efficiently learned (Deng, 2@bhmidhuber, 2015). In general,
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backpropagation is a special case of the gegeaalient descent proce&chmidhuber, 2015). This
approach by Rumelhaet al (1986) repeatedly adjusts the weights within an ANN to minimize the
difference between the actual output vector and the known output vector sttphintting an opti-

mal set of weights. The quality tfe weights is described/ibhe difference between the actual and

target output vectors in a quadratic eftorction.

Basically, Deep Neural Networks are classified in Feed Forward (FNNRexwarrent (RNN) Neural
Networks (Jain et al, 1996; Schmidhuki#&d15). Furthermore, the forward models are divided into
Deep Autoencoders (DAEDeep Belief Networks (DBN) and Convolutional Neural Networks
(CNN) (Deng, 2014; Zhang et al, 2018b). The recurrent networks were later developedaaliecdo
Long Short Tem Memories (LSTM) (Gers et al, 199%pchreiter and Schmidhuber, 1997). While
DAEs and DBNs are only usddr (unsupervised) preraining in polarity classification tasks, ene
dimensionalCNNs, but especially RNNs and their powerful relatives LSTMs aretablassify text
data very well (LeCun et al, 2015).

RNNs are more powerful than any forward DL model because of their abilityeate memories
(Schmidhuber, 2015). Due to the backward links, theyacaount for time sequences and are there-
fore perfetin processing sequentidata, e.g. natural language. RNNs have a cyclic architecture and
are able to learthe data properties through a memory from previous inputs (Jain et al Ztz91)

et al, 2018a). The memory of an RNN is its ability to procdsbaelements of a sequence where
the input of a unit thus consists of two parts,dheent input and the output of previous calculations
(Zhang et al, 2018a). This possible because the information from previous calculations is stored as
aninternalstate within the RNN (LeCun et al, 2015; Zhang et al, 2018a).

However, especially at deep RNNs, the vanishing or exploding gradientsy backpropagation
training has proved to be very problematic due to {mmm dependencies (Bengio et al, 1994;
Hochreiter, 1991; Schmidhuber, 2018)ang et al, 2018a). To address this phenomenon called fun-
damental DLproblem, LSTMs were developed (Gers et al, 1999; Hochreiter and Schmidhuber,
1997). Today, the most successful RNNs are based on this archi{@xag;2014; Schmidhuber,
2015). By using s@alled constant error carousedéso known as memory cells, LSTMs are able to
remember processes tlahiteady took place many time steps ago. These units are connected to them-
selveswith a weight of 1 and thusopy their own state. This connection is linkedatmther unit,

called gate unit, which decides when to erase the learned memmoct, information is erased, and
which new information is stored in the mem¢{@ers et al, 1999; Hochreiter and Schmidhub®,7;



36

LeCun et al, 20157Zhang et al, 2018a). Accordingly, a distinction is made between input, &ordet
output gate units (Hochreiter and Schmidhuber, 1997; Zhang et al, 2Z0&8additional possibility
of forgetting information and the associatetluenceon the internal memory enables the effective

use of longterm dependenciegithout vanishing or exploding gradients.

Conventional RNNs and LSTMs can only use the information of previmessteps and therefore

do not use all available informatiaf sequential datéZhang et al, 2018a). For this reason, Bidirec-
tional LSTMs (BILSTM) havébeen developed. They consist of two opposing LSTMs stacked on top
of eachother and are thereby able to process text sequences forward and backwasdraettime
Finally, the internal states of both networks are taken into accouoalirlating the output of the
bidirectional network (Schuster and Paliwal, 199He bidirectional architecture often provides bet-
ter sentiment classificatioresults than its unicectional counterparts since the context between a
givenword within a text and its subsequent words might be as important as the ¢omesitious
words for classifying the sentiment of this word (see, e.g., HoarddRuder (2018), Johnson and
Zhang 016)).

The danger in supervised learning processesabed overfitting, is oftesaused by a limited amount
of training data, too many parameters to be leaftednetwork capacity) or a large number of train-
ing epochs. In such a case, ttework leans to identify specific characteristics of the training data
which are irrelevant or even obstructive for classifying unknown data (Srivastaa2014). Thus,
the taskspecific generalization decreases with additioraahing epochs so the model Issaassive
usefulness in the analysis of unknodata. RNNsparticularly their bidirectional variantare quite
susceptible tmverfitting due to their huge capacity (memory architecture and additiac&ivard
neuron connections) so that such modelsuatally trained wittfewer epochs than other architec-

tures in order to learn cumbersome speddatures (Hong and Fang, 2015).

In addition, to avoid overfitting, another hyperparameter can be integratedhe model. This
method, known adropout regularization, randomly se@tshare of its output per layer to zero, thus
extracting a thinned net from tloeiginal complex model. The size of this eliminated share is deter-
mined by thedropout rate. As a result, the network does not learnraglgvant patternsontained

in the training data which improves unknown data performance (&ivastava et al, 2014). The
additional implementation of a recurrent dropoate makes this method implementable for RNNs
(Gal and Ghahramani, 2015).
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Since L algorithms (like other ML methods as well) can not use text datgpas datasets in text
form have to be converted into numerical vectors (Zhetngl, 2018a). This results in very high
dimensional property vectors (call€he Hot Encoding (OH)) sinaeach word contained must be
assigned its owmalue. ML applications, therefore, require a feature selection step that renmeves
important properties or words for the task to be performed and thus reédecksiensionality with-
out reducing the quality dhe subsequent classificati(Rui et al, 2016; Yang and Pedersen, 1997).

An advantage of sentiment classification via DL is that, in contrast to Eilh@nethods, no feature
selection is necessary to avoid these {dghensionalfeature vectors since Dinodels are able to
handle highdimensional data vemyell and process a feature selection by using the embedding layer
for trainingso-called word embeddings. Using a specific algorithm, it generates smaiftesrical
vectors and at the same time more tinfation contained by removirige words which are irrelevant

for the classification task. Examples of suwabrd embedding algorithms are Word2Vec (Mikolov et
al, 2013) and GloVéPennington et al, 2014). The word embeddings and the weights are learned
simutaneously based on the present training data. If there is insufficient trdetiador a classifi-
cation task, prérained word embeddings calculated using ohéhe two algorithms can be used.
Such pretrained vectors are freely availablea internet(for Word2Vec: see Google (2013), for
GloVe: see Stanford (2014)).

3 Experiments
3.1Dataset

The IMDB Large Movie Dataset was developed by Maas et al (2011). It was designed to meaning-
fully test and compare binary sentiment classification methods. This dataset contains 100,000 film
ratings from the Internet Movie Database (50,000 labeled and®Qrda@beled samples), with each
movie represented by a maximum of 30 ratings (Maas et al, 2011). The goal of the IMDB SA task is
to correctly classify whether a movie rating is positive or negative. The average length of a review
document is 231 words (Wgmand Manning, 2012). Within the labeled data, there are 25,000 positive
and 25,000 negative reviews each, with only clearly polarized contributions taken into account.
Therefore, neutral reviews are not included. The labeled dataset is also divides 0@ r2views

for training and testing each (Maas et al, 2011). The unlabeled training dataset with 50,000 reviews
is intended to, e.g., train a sesupervised architecture with unsupervisedtpaaing. Thisdataset
contains positive, neutral and negatsentiments (Maas et al, 2011). In general, is has to be men-

tioned that the particular difficulty of classifying film ratings presents a major challenge for all ML
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methods (Turney, 2002). The basic difficulties and ehgks in text analysis, includingny, sar-
casm, various word diffractions, synonyms, stop words, etc. are just as demanding as the different

lengths of the evaluation documents.

3.2 RelatedWork

Reference Architecture Specific Architecture Test Accuracy
Le and Mikolov (2014) FNN PV-FNN 92.58%
Dai and Le (2015) LSTM SA-LSTM 92.80%
Johnson and Zhang (201 CNN RE-CNN 93.49%
Dieng et al (2016) RNN Topic-RNN 93.72%
Johnson and Zhang (201 LSTM OH-BILSTM 94.06%
Miyato et al (2016) LSTM VA-LSTM 94.09%
Gray et al (2017) LSTM Block-Sparse LSTM 94.99%
Radford et al (2017) LSTM Byte-Level LSTM 92.88%
Xu et al (2017) RNN SSVAERNN 92.77%
Howard and Ruder (201§ LSTM ULMFIT 95.40%

Table 2 DL models for the IMDB sentiment classification task

The IMDB Large Movie Dataset classification task has already been solved by a variety-of high
performance models, especially during the last 4 years the accuracy of the task has been improved
regularly.The currently best architecture was set up by Howard and Ruder (2018) with their ULMFIT
model and achieves an accuracy of 95.40% in classifying the IMDB test data. The 10 most powerful
DL architectures are listed in Table 2. Within these models, it iseadtle that LSTMs were used
disproportionately (6 out of 10). Also, Merity et al (2017) describe these architectures as particularly
advantageous for language modelling tasks, as LSTMs are more resistant to the fundamental deep
learning problem of the vashing gradient than other architectures. In addition, Johnson and Zhang
(2015) also demonstrated the efficient use of CNNs for sentiment classification. Although they do
not match the accuracy of the best LSTM models, they are convincing due to thestitwenplas-
sification rates and comparatively low computational effort. However, LSTMs seem to be more
promising in setting a new accuracy hggore. The literature review also shows that the implemen-
tation of unsupervised elements, especially fortpaiming, has positive effects on the performance

of deep learning models (8 out of 10 models contained unsupervised learning structures). Neverthe-
less, due to the question regarding the influences of individual hyperparameters on the overall classi-

fication performance, the implementation of unsupervisednaiaing is superfluous.
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3.3Model

Pre-processed IMDB Raw Training Data (25,000 Samples)

Embedding Layer| 20,000 Training Samples (80%) |

o
N2A
.

BiLSTM Layer 1

OO
®

©
©

5,000 Validation
Samples (20%)

BiLSTM Layer 2 ©) e o o (& () |
[O @ e oo @& |
Layer (Dense) | (x I

5 Epochs

Output (25,000 Sentiments)

Figure 1: The LSTM model

As Figure 1 shows, our LSTM model has a bidirectional architecture, similar to Howard and Ruder
(2018) model, but it initialljcontains only 2 BIiLSTM layers and 20 units per layer and direction.
After the initial embedding layer which is used for training the word embeddings, both BILSTM
layers are utilized for learning representations. The final,-fitdiynected dense layer exezsithe

binary classification of the 25,000 training (respectively test) samples with a sigmoid function. As an
optimizer the "RMSprop" algorithm (Hinton et al, 2012) is used, as a loss function a binary cross
entropy. The number of words used as featigel€),000, and the maximum review length is 500
words. The model is trained for 5 epochs (which is a good number of epochs compared to the results
of Hong and Fang (2015) for highly regularized LSTMs) with a batch size of 100, the validation split

is 20% 6,000 samples, respectively).

In this model, the following hyperparameters are now to be varied to examine their single impact on
the correct classification rate: The number of words considered as features, the sequence length of
the comments, the propati of validation data, the use of grained GloVe word embeddings, the
number of hidden BILSTM layers, the number of units per hidden layer, the dropout and recurrent
dropout rates (for preventing overfitting), and the size of the data batches (cainiggtrthe training

data is divided into batches of a fixed size which are given successively through the network; the
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weights of the network are updated after every batch). For each hyperparameter, a specific value is
set and a variant is selected thaggests a greater learning performance. Within the experiment, only
one hyperparameter is chosen into its variant value at the same time. The other hyperparameters stay

at their default value. The selected values are summarized in table 3.

The hyperparamets "validation data" and "batch size" were chosen lower in the variant since a larger
amount of training data as well as smaller batches suggest a better classification performance. Since
an adaptation of the network parameters takes place after ealchdva#dler batches mean a higher
number of such adjustments and thus deeper learning processes. For all other values, however, a
stronger performance is assumed if the values are higher. The values are changed separately while
the other hyperparameters miain their default configuration. The determined values are then com-
pared with the global default variant using the validation data performance in order to show their
single impacts on the network performance. In this way, 8 comparison pairs are cktdategbCh
hyperparameter). If a hyperparameter variation has a positive effect on the validation performance, it
will be transformed into a final model which will be compared to the default configuration for inves-
tigating whether the effects on accuraey de cumulated to a higierforming model. The hyperpa-
rameter "dropout"” is tested for preventing overfitting during training. At the same time, the machine
times are observed. The computations are accomplished with Amazon Web Services (m4.2xlarge,
32GB).

3.4 Results

Model Default Variant Train Acc | Train Loss | Val Acc Val Loss Machine Time
Standard ol o 94.60% 0.1541 87.84% 0.2905 18 min 20 sec
Max feature{ 10,000 20,000 95.89% 0.1258 88.68% 0.3106 18 min 7 sec
Max len 500 1,000 95.49% 0.1326 88.66% 0.2947 18 min 1 sec
Val split 0.2 0.1 95.18% 0.1395 88.48% 0.2931 19 min 26 sec

GloVe no Yes 50.23% 0.6932 50.14% 0.6930 16 min
Units / Layel 20 100 94.52% 0.1574 86.12% 0.2992 44 min 17 sec
Layer 2 3 94.98% 0.1421 87.74% 0.3195 26 min 31 sec
Dropout no Yes 91.65% 0.2275 86.74% 0.3513 21 min 28 sec
Batch size 100 50 95.10% 0.1431 88.90% 0.2916 28 min 16 sec

Table 3: Training and validation results of the default configuration and the variants

Without any hyperparameter variation, thefault model reaches 94.60% training an®8% vali-

dation accuracy. The values of the loss function were 0.1541 for training and 0.2905 for validation.
Due to overfitting in unregularized BIiLSTMs, this value is already reached during the 2nd training
epah. Nevertheless, our model performs on a quite respectful level since there istranprg
integrated. The training session required 18 minutes and 20 seconds.
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The increase of word features (10,000 to 20,000 words) provided 95.89% training and &&i68%
dation accuracy (loss function: 0.1258 resp. 0.3106) which means an increase of 0.84% in validation
performance compared to the default model. This result was reached in the 2nd epoch as well, another
rapid overfitting was observed. The training reqdid8 minutes and 7 seconds which was surpris-
ingly less than the default model. Since the accuracy rate was higher, this hyperparameter variant was
implemented in the final model.

The increase of the maximum sample length (500 to 1,000) also improvestfibrenance (95.49%

for training and 88.66% for validation accuracy, 0.1326 resp. 0.2947 for the loss function values),
this time an increase of 0.82% in validation accuracy compared to the default model was observed.
Not surprisingly, the 2nd training egoperformed best, this variation needed 18 minutes and 1 sec-

ond training time. This variant was also implemented into the final model.

Changing the ratio of training and validation data from 80:20 to 90:10 resulted in a further increase
in validation accuacy to 88.48% (+ 0.64%) which was already achieved during the 2nd epoch (train-
ing accuracy: 95.18%; loss function values were 0.1395 for training resp. 0.2931 for validation).
Subsequently, overfitting could be observed again. This was accompanied byeasenn compu-

ting time to 19 minutes and 26 seconds. Since the accuracy increased due to the greater amount of

training data, the final model will also be trained with the higher number of samples.

The use of prérained word embeddings from the GloVeatmse caused a massive loss of accuracy.
While computing time was clearly the shortest at precisely 16 minutes, a training accuracy of 50.23%
and a validation accuracy of only 50.14% could be achieved (loss function values: 0.6932 for training
resp. 0.698 for validation), which corresponds to a validation accuracy loss of 37.70% compared to
the default model. This very poor performance is due to the lack e$pesific training of the word
embeddings, which means that the values remained almost camgarthe 5 epochs. The strong
benefitsof prd r ai ni ng in | iteratur e, as found in Ho
through huge datasets used to learn the word embeddings and weights. At the same time, the word
embeddings are not frozen, lwainstantly adapted during the learning process. While the GloVe word
embeddings used here is also based on just 400,000 words, for example, WIKIDBXicorpo-

rates embedding vectors for about 103,000,000 words. Thus, the word embeddings used are far from
having enough information to precisely solve the specific classification task of the IMDB dataset.
The pretrained embedding vectors are therefore not integrated into the final model. However, unsu-
pervised preraining is indispensable for creating a paufarly powerful architecture if it is carried
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out with very large amounts of useful information and the parameters found are then further adapted
to the task.

Increasing the units per hidden layer from 20 to 100 led to a massive increase in comptitagonal

to 44 minutes and 17 seconds. This is the consequence of the higher computational effort since the
additional units also process a large amount of information during the training. However, the valida-
tion accuracy fell by 1.72% to 86.12% (training.®2P%6) and the values of the loss function were
worse as well (0.1574 for training and 0.2992 for validation). This result is particularly surprising
given the fact that the most powerful LSTM models from the literature have clearly greater capacities.
However, the performance can not be explained by overfitting, since the training data were not clas-
sified very well and the best validation performance was not achieved until the 5th epoch. This result
indicates additional influences between different hyperpaters, which go beyond separate varia-
tions of individual parameters. Due to the inadequate outcome of this study, the final model does not
require an increase in the number of units as the higher storage capacity should lead to an increase in

classificaton performance, which was clearly missed.

The integration of a third BILSTM layer, similar to Howard and Ruder (2018) network, also resulted

in a lower validation accuracy of 87.74% (training accuracy: 94.98%) and worse values of the loss
function (0.1421for training and 0.3195 for validation), however, this difference is lower compared

to the higher number of units€d(1% vs default configuration). This ratio was reached during the 3rd
epoch so overfitting can be observed another time (presumably Wipaddnetwork capacity). The
machine time increased to 26 minutes and 31 seconds. Although this result does not necessarily pre-
clude the inclusion of a third hidden layer to the final model, due to the increased machine time and

the simultaneous (minorketerioration of the accuracy, the third BiLSTM layer will not be included.

Using a dropout / recurrent dropout regularization with the values 0.2 / 0.2 reduced the validation
accuracy of the model by 1.1% to 86.74% (training accuracy: 91.65%) with sisautamcrease of

the calculation time to 21 minutes and 28 seconds. The values of the loss function were 0.2275 for
training and 0.3513 for validation. However, the dropout was introduced to avoid overfitting and thus
increase the stability of the modein&e the top value was reached in the fifth epoch, the dropout
was successful so that the regularization is to be evaluated advantageously and integrated into the

final model.

The use of a smaller batch size (50 versus 100 samples) brought the higtlasbmadiccuracy gain

of a single changed hyperparameter (1.06% to 88.90%). The training performance was 95.10% and
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the values of the loss function were 0.1431 for training and 0.2916 for validation. It is also positive
that the validation quota could beaohed twice (epoch 2 and 3) before overfitting begins. In this
case, the model benefits from a higher number of parameter adjustments regarding the smaller batch
size. However, machine time was quite high at 28 minutes and 16 seconds, due to the sroaller de
ination of the training data. By increasing the performance, the final model will be trained with

smaller batches as well.

Model Train Acc | Train Loss Val Acc Val Loss Test Acc | Test Loss | Machine Time
Standard modd 94.60% 0.1541 87.84% 0.2905 87.01% 0.3652 18 min 20 sec
Max features| 95.89% 0.1258 88.68% 0.3106 86.54% 0.3603 18 min 7 sec

Max len 95.49% 0.1326 88.66% 0.2947 86.87% 0,3301 18 min 1 sec
Val split 95.18% 0.1395 88.48% 0.2931 87.60% 0,3361 19 min 26 sec
GloVe 50.23% 0.6932 50.14% 0.6930 52.81% 1.2817 16 min
Units / Layer 94.52% 0.1574 86.12% 0.2992 86.04% 0.3741 44 min 17 sec
Layer 94.98% 0.1421 87.74% 0.3195 85.90% 0.3415 26 min 31 sec
Dropout 91.65% 0.2275 86.74% 0.3513 85.53% 0.3599 21 min 28 sec

Batch size 95.10% 0.1431 88.90% 0.2916 87.51% 0.3534 28 min 16 sec
Final model 93.01% 0.1948 88.36% 0.3042 87.46% 0.3779 83 min 28 sec

Table4: Results of the hyperparameter variants incl. the final model and test data performances

On the basis of thdiscussed validation results of the hyperparameter variations, the default config-
uration should now be modified seeking for a more powerful final model. A total of 5 single hyperpa-
rameter variants could be identified as wedrking, including the higherumber of words consid-

ered as features, the larger comment length, the use of smaller batch size, the greater amount of train-
ing data, and the integration of dropout regularization to avoid overfitting (as the validation results
showed, overfitting in LSTM& a big issue to deal with). The tested-pegéned GloVe word embed-

dings, on the other hand, could not be taken into account due to the massive loss of accuracy. Also,

the implementation of additional layers and units could not improve the network.

Thetraining of the final model was highly more computationally intensive than the variants of indi-
vidual hyperparameters (83 minutes and 28 seconds). This observation is not surprising due to the
observed calculation times of the individual variations, thmprdational effort of the individual
hyperparameters just adds up in the final model. The accuracy, however, reached 93.10% for training
and 88.36% for validation which corresponds to an increase of 0.52% in validation performance com-
pared to the defauloofiguration (reached in the 5th epoch so the dropout implementation was suc-
cessful in avoiding overfitting). But, at the same time, it is highly noteworthy that the performance in
the validation data is worse than in the variants of the individual pesititing hyperparameters

which were set to improve the network accuracy (dropout regularization was implemented to avoid

overfitting). This means that LSTM hyperparameters do not just work on their own but seem to in-
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teract with the other hyperparametettisgs. In fact, this experimental design is walited for un-
derstanding the effects of the various hyperparameters on the network in general, but it is not optimal
for finding the strongest setting within an LSTM. Nonetheless, the final model has achibeigher

validation performance than the already wadtforming default configuration.

For further evaluating the variants and the final model compared to the default configuration, the test
dataset of the IMDB dataset was classified. For thigaiveest data was preprocessed as well as the
training data (vectorization and word embeddings learned by embedding layer). The default config-
uration achieved 87.01% test accuracy while the created final model achieved a comparatively
stronger accuracy &7.46%. Compared with the single variants, the separate variation of the valida-
tion split and the batch size were even outperforming the final model while the variant of the valida-
tion split reached the highest test accuracy (87.60%) with a machine tifBenohutes and 26 sec-

onds. To summarize, the test classification performance could be increased by 0.45% (resp. approx-
imately 113 additionally correctly classified comments) through varying the 5 hyperparameters clas-
sified as positive and by 0.59% (reapproximately 148 additionally correctly classified comments)
through the separate variation of the validation split compared to the default model. The 0.45% in-
crease in classification performance represents an improvement associated with highly increased
computational time requirements while the higher increase of 0.59% could be reached with only a

small gain of machine time.

4 Discussion/ Conclusion

The aim of this work was to investigate the impacts of single hyperparameter variants within an
LSTM netwak to perform the IMDB Large Movie Dataset SA task. For this purpose, an LSTM
network based on the taspecific DL models from the literature of recent years was created. A total

of 8 hyperparameters contained in this network were separately variednapared with the default
configuration by their validation performance. In this way, 5 hyperparameters (maximum number of
words taken into account as characteristics, maximum comment length, dropout regularization, use
of a larger training dataset, and tinge of a smaller batch size) could be demonstrated as positive
influences while implementing additional hidden layers, additional units per layer atréipes

GloVe word embeddings could not achieve any positive effects. The variants which improve the
validation accuracy were then transformed into a final model to see whether the impacts of the sepa-
rate hyperparameters could be added. While the validation data performance of the final model was

higher than the default model, some single variants outpeetb the final model so the effects of
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single variants were not able to be cumulated. In addition, comparing the default configuration, the
separate variants and the final model based on test data accuracy, the default model achieved 87.01%
with a maching¢ime of 18 minutes and 20 seconds, while the final model achieved 87.46% at a clearly
higher computation time of 83 minutes and 28 seconds. At the same time, the separate variants of the
validation split and the batch size even outperformed the final rdadeb test accuracy and machine

time (with the separate variation of the validation split as the overall best configuration performing a
test accuracy of 87.60%). In this way, the already precisely classifying default configuration could
be increased ba further 0.45% (approximately 113 additional comments) through creating the final
model and even 0.59% with a separate variant. In fact, the separate influences of the hyperparameter
variants on accuracy could not be cumulated but, at the same timegchmentime did.

Looking at the separate variants, it is striking that the better performance was not achieved by in-
creasing the network capacity (additional layers or units per layer) but the consideration of a larger
number of features, longer commentsla larger number of training samples were able to raise
accuracy, even the use of smaller batch sizes contributed to a stronger performance. In particular, the
network was able to benefit from larger amounts of data and a greater number of iterasioAtstep

the same time, the results for the variants that result in an increase in capacity (number of units /
layers) are surprisingly negative and should not be implemented as a single variant in BILSTMs which
already have a large network capacity. Oveth#, results indicate interactions between the various
hyperparameters that can not be observed in this experimental setup with separate variants. This is
supported by the current literature who use a much higher capacity than the model configured here.
Accordingly, higher capacities should definitely not be excluded from the construction of DL models
for performing SA, rather such changes should be examined together with other hyperparameter var-

iants in order to possibly further increase the classificgg@formance.

In spite of the lower classification performance compared to the currently best models, it was possible
to clearly demonstrate how the single hyperparameters of an LSTM model influence the performance
of the overall architecture. In compansto the architecture by Howard and Ruder (2018), the per-
formances of the model used here are significantly lower. This is due to the fact that Howard and
Ruder (2018) use a huge unlabeled dataset for efficientlyraireng their network. In addition, ¢y
combined different hyperparameters for increasing the network capacity (additional BILSTM layers
and more units per layer) while preventing overfitting with dropout regularization. The results of their
ULMFIT model indicate interactions between the eliéint hyperparameters as our experiment with

separate variants did.
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While the separate influences of the hyperparameter variants on overall accuracy could be shown
precisely, the experiment has to be limited due to the fact that the validation splittdertraning

epochs has been set randomly so small variances due to different validation samples can not be ex-
cluded. Though, since every configuration is trained for 5 epochs with 5 different validation splits,
the risk of a variance at the validatiosu#s is negligible. Furthermore, no effects between the indi-
vidual parameter variants were analyzed. These effects could be observed by the surprisingly poor
classification results for those variants which increase network capacity and the accuraéipalf the
model compared to different single hyperparameter variants. In this respect, the investigation is lim-
ited, and we would like to encourage further research in the field of hyperparameter variants in LSTM
networks. In particular, studies that use thaper as a first step to understand the single hyperparam-
eter effects on the network and go on investigating combinations of variants (i.e. using a fractional
factorial design (see, e. g., Gunst and Mason (2009)) can further advance the currentgisill fr
state of research. We believe that a deeper understanding of hyperparameter influences in LSTMs
will definitely help to outperform the current IMDB Large Movie Dataset highscore with new and

innovative LSTM models.
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1 Introduction

Artificial Intelligence (Al) is considered the key enabler for the digitalization of a company in a broad
spectrum of areas (Brynjolfsson and McAfee, 2017). Today, in the courseredsing availability

of data, affordable as well as scalable processing power, and the development of advanced machine
learning (ML) techniques, Al is about to radically transform how firms make decisions (Agrawal et
al., 2019). It is expected to fatdie the internal decisiemaking processes of organizations by mak-

ing it smarter, faster, and overall more efficient. To benefit from this potential competitive advantage,
companies need to identify existing domain problems, find compatible Al soluilodgut an im-
plementation concept into practice (Overgoor et al., 2019). This requires a thorough understanding
of the taskspecific capabilities and feasibility of Al methods like ML. So far, a lack of expertise in

this area paired with a high level ofrpeived complexity is often preventing the implementation of

ML solutions in practical settings (Tambe et al., 2019).

Particularly the interaction of companies with external stakeholders, such as customers, is about to
be fundamentally transformed by Al &dlan and Haenlein, 2019). Fueled by an almost unlimited
flow of information about their customers, servargented companies in particular, can capitalize on
Al-driven decision support. Based on latent characteristics and previous customer behawoh-ML t
niques can predict future interactions (Wedel and Kannan, 2016). One of the most prevalent and
dominant points of interaction between many organizations and their customers and therefore, critical
for managing customer experience, are call centersstoroer service centers (Whiting and Donthu,
2006). To constantly provide high service quality in the form of short waiting times at this touchpoint,

a sufficient number of call center agents is needed (Atlason et al., 2008). Consequently, the process
of predicting call arrival volumes and deciding on the required staffing level is a critical success factor
in this area. In this connection, the capabilities of innovative ML techniques promise more flexible
and precise predictions and thus, the possibilitgntfanced organizational planning and better cus-

tomer service.

Despite the encouraging prospects for service improvement and cost savings, a comprehensive un-
derstanding of the potential of ML models for creating additional value in call denéeasting is

lacking. In order to gain more profound insights into the performance and practicability of such Al
driven models in this context, research comprising a methodological perspective with a focus on pre-
diction accuracy as well as a practicablenon the selection and implementation of models is re-

quired.
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This study proposes a twstep approach that, in the first step, provides a thorough understanding of
the forecast accuracy of ML methods in call arrival forecasting and, in the second ¥ep,tinea
underlying process of method comparison and selection feasible to deneskens in practice. Spe-
cifically, we conduct an wulepth analysis of the forecast accuracy of viable ML models based on the
call arrival data of a real German online retailgsing two different datasets, i.e., the customer sup-

port and customer complaints queue of the corresponding call center, we perform a comprehensive
method comparison opposing selected ML models to the three most commonly used time series mod-
els in thisfield. In the second step, we provide a methodological salkugh example for a valid

model selection process based on cr@dilation with an expanding rolling window. We illustrate

the practical implementation of the process in a programming envirdrihat is accessible to non-
machine learning experts and practitioners using the random forest (RF) algorithm as-pes-best

forming model for an irdepth example.

This paper therefore aims to present a starting point for shifting traditional call camensting
towards a paradigm drawing on-Ativen methods. By systematically evaluating the predictive po-
tential of ML models in comparison to commonly used methods, new sophisticated but yet applicable
models for practical use are identified. In a bussneetting, following the explicated implementation

in a reproducible programming environment is supposed to empower practitioners to develop insights

on the use of ML for forecasting call center arrivals in individual data environments.

The remainder ofhiis paper is structured as follows: In Section 2, we present the theoretical back-
ground of Akdriven methods in customer analytics and review the state of research in call center
arrivalsé forecasting, before addSusegaently, inldéc- mo d
tion 3, we describe the methodology of our research. In Section 4, we present the results of our anal-
ysis for two different customer service channels and in Section 5, we discuss the theoretical contri-
bution and the limitations of ostudy. We then illustrate the implementation of the-pestorming

RF model by giving a detailed code and wHilkough example and demonstrate methodological as
well as practical implications of the proposed approach. Finally, Section 7 presents aysamuna

concluding remarks.
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2 TheoreticalBackground

2.1 Artificial Intelligencein CustomerAnalytics

For businesses, the strategic challenge of understanding and managing customer relationships is be-
coming increasingly important and demanding at the $sn@e While organizations today have easy
access to enormous amounts of data about their customers, extracting relevant information to support
prospective decisiemaking and thus, standing out from competitors in the long term has become a
difficult hurdle to overcome for many of them (Kitchens et al., 2018). In the course of these changing
market dynamics, businesses slowly realize the potential of Al in predictive analytics to enhance
organizational decisiomaking by forecasting customezlated datarad, therefore, effectively infer

their future behavior (Huang and Rust, 2018). Predictive analytics techniques generally comprise
statistical models and other empirical methods aimed at creating predictions as well as approaches
for assessing the quality those predictions in practice (Shmueli and Koppius, 2011). More recently,

ML as a subset of Al has been added to the domains contributing effectively to business prediction
problems as they provide a way to handle complex problems by forecasting &ttubased on more
extensive sets of historical values (Chen et al., 2012). In literature, innovative ML approaches have
been successfully applied to various customer analytics problems such as customer preferences anal-
ysis (Yang and Allenby, 2003), custormetention (Donkers et al., 2003), and customer profitability

management (Reinartz et al., 2005).

However, so far, the practical implementation of ML models in predictive customer analytics is lim-
ited (Wedel and Kannan, 2016). Drawing on the early distindetween forecasting methods and
forecasting systems proposed by Harrison and Stevens (1976) may explain this slow adoption. While
the former transforms input data into output information in a mere technical way, the latter in addition
includes the pgae concerned with the forecast and the resulting actions. Based on that view, the
evaluation and selection of a forecasting system explicitly go well beyond the accuracy of its predic-
tion model and includes meaning and usability in practical implementatiaerms of this applica-

bility, many ML approaches still exhibit shortcomings as they do not provide much insight into the
influence and dynamics of the underlying factors that lead to the prediction results (Martens et al.,
2011; Najafabadi et al., 261 Due to this lack of comprehensibility and interpretability, many ML
techniques are commonly considered as black box models (Mekr and Kim, 2017; Guidotti et

al., 2019). Moreover, such models are frequently perceived as complex regarding threeimgtien.

A high number of hyperparameters gives models the flexibility of adapting to a multitude of business
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problems but, at the same time, makes it complex for the user to build and optimize the ML algorithm.
This especially applies to the broad clasartificial neural networks (Bergstra et al., 2011; Paliwal
and Kumar, 2009). For the above reasons, other categories of ML approaches come into the focus for

practical use.

Widely established methods like support vector machines and Bayesian apppraaties ease of

use while maintaining good performance levels on data sets characterized by moderate complexity
(Arora et al., 1998; Verbeke et al., 2011). Foesed models, and in this field especially ensemble
learning methods like RF and gradient dowg gained popularity for their robustness and flexibility

in modeling inputoutput relationships of various types and volumes of highly complex data (Fang

et al., 2016; Lemmens and Croux, 2006). Research found them to provide high prediction accuracy
aswell as descriptive results in diverse customer analytics problems such as churn analysis (Burez
and van den Poel, 2009) and credit risk management (Fantazzini and Figini, 2009). In addition, a
small number of hyperparameters makes their constructiotgneizaition, and optimization more

manageable and comprehensible (Breiman, 2001).

2.2 CallCenterAr r i \Farécasing

In recent years, the role of call centers has fundamentally changed in many organizations and across
all industries. While caltenters previously only had an information function which did not exceed
simple order processes, nowadays, more and more complex tasks and customer demands need to b
fulfilled across multiple communication channels using modern digital technology (Aksih, e

2007). However, instead of experiencing declining importance in the course of this transformational
process, the opposite is the case. Call centers are increasingly transforming into customer interaction
centers that form the basis for an efficiamid valueoriented customer relationship management
(Gans et al., 2003). They constitute an interface to the customer and provide complex services, while,
at the same time, giving companies the opportunity of collecting large amounts of otherwise inacces-
sible customer data (Ibrahim et al., 2016). Subsequently, it is possible to anticipate customer needs
and behavior through data analysis and forecasting techniques (Taylor, 2008). Based on those in-
sights, internal processes and external expectations cdigmedao optimize business performance

as well as customer experience.

One of the most important internal processes in call centers is the staffing of agents as customer
service representatives who directly handle tasks such as order taking, compbaitiorgsnfor-

mation, and help desk functions as well as aftdes and supplementary services (Dean, 2007; Koole
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and Pot, 2005). While overstaffing results in high personnel costs, understaffing can lead to extended
waiting times for customers and conseqtly causes lower perceived service quality, decreasing
customer satisfaction, and a lack of customer loyalty (Brady and Cronin, 2001). To determine the
optimal staffing level, an accurate and robust prediction of call arrival volumes based on historical
data is needed (Weinberg et al., 2007). Hence, the search for appropriate forecasting methods is the
focus of scholars and practitioners alike. However, preceding literature so far mainly investigated
traditional statistical models without taking into agnt the substantial changes coming along with

the transforming role of call centers in organizations (Gans et al., 2003). Today, the increasing volume
and variety of data through a multitude of channels as well as the necessity of realtime analysis and
predictions call for more flexible and powerful methods.

Call center arrivals are count data limited to m&gative integers. Such discrete data are frequently
estimated as Poisson arrival rates (see ,e.qg.,
with arrival rates not being easily predictable, other researchers point out ascertained randomness of
arrivals in real call centers (see e.g., Aksin et al. (2007); Shen and Huang (2008)). Generally, call
center arrivals data exhibit specific charactarssand challenges that affect the forecasting process.
Firstly, an important feature of call arrival rates is their time dependence that typically manifests itself
in intraday (or subdaily), daily, weekly, monthly, or yearly seasonalities as repedt@gpan the

arrival counts (Ibrahim et al., 2016). Secondly, the data are ofterdhigdnsional and sensitive to
contextual factors. Hence, additional information like holidays, promotional activities, and other spe-
cial events may improve model predwts by indicating variations and outliers in the data (Barrow

and Kourentzes, 2018). Thirdly, procedural characteristics are affecting the forecasting of incoming
calls, such as (a) the specific call type (e.g., complaints, order taking, esaésisesice) associated

with the forecast, (b) the length of forecast intervals, which may commonly range from monthly or
weekly to daily or even subaily (i.e., hourly, hakhourly etc.) time spans, and (c) the period between

the creation of the forecast ane thirst interval of the prediction, i.e., the lead time. Lead time is an
organizational parameter resulting from staffing regulations and is assumed to strongly affect forecast
accuracy as more recent data promise better predictions (Aksin et al., 208¢h Rad Albrecht,

2020). Given these properties, the need for methods with high modeling flexibility, while being able

to handle time dependencies and complex data structures, becomes evident.

With time dependence often being considered as one of thempireght features of the call arrival
data, common forecasting techniques in research mostly originate from the field of time series anal-

ysis with call arrivals being a set of contiguous, dependent observetions Tiph; &8 each one



58

being recordedequentially at time t (Box et al., 2015). The most widely investigated and compared
methods in literature include simple stationary time series models as well as the nonstationary sea-
sonal autoregressive integrated moving average (ARIMA) model (Boxeakthd, 1970), Holt Win-
tersd exponential smoothing models (Holt, 200
2008). While ARIMA and exponential smoothing provide sophisticated complementary solutions to
the general forecasting problem (Hyndmad &thanasopoulos, 2018) and constitute the most com-
monly used approaches in call center forecasting due to their high prediction accuracy (Andrews and
Cunningham, 1995; Barrow and Kourentzes, 2018; Mabert, 1985; Taylor, 2012; Thompson and Tiao,
1971),the andom wal k model iis frequently wutilized
forecasts and its informative value for model comparisons (Taylor, 2008). Besides, regression analy-
sis in the form of generalized linear models (GLM), linear firffécts, randoneffects, and mixed
effects models is implemented for <calll arriv,
L6Ecuyer, 2013; Nelder and Wedder burn, 1972).

Il n contrast, research on ML t eigstlliniitginfamcy. Ebadi c a l
Jalal et al. (2016) first indicate tirgensitive ML models to be eligible for forecasting call volumes

in call centers. Toimproveshdrter m accuracy in call arrivalsbd

a hybrid method gdsting seasonal moving average predictions by means of nonlinear artificial neu-
ral networks and found it to outperform tradi!
Moreover, ML is shown to be capable of modeling complex outliers andtthasprove call arrival
prediction accuracy and to yield better results than ARIMA and an innovation state space model
(ETS) (Barrow and Kourentzes, 2018). Recently, Rausch and Albrecht (2020) investigated RF algo-
rithm as another ML method in their comsam of novel time series and regression models for call
center arrivals forecasting. RF was found to yield higher prediction accuracy for nearly all of the
considered lead time constellations. Despite first promising findings and the investigation aff sever
approaches, current research lacks a comprehensive understanding of the full capabilities of ML in
call center forecasting. To close this gap, an extensive assessment of the forecast accuracy of ML
models in comparison to the most commonly used meisadi#l to be done. However, according to
comparisons of common methods conducted on call center data, the selection of the best forecasting
method can ultimately be highly dependent on the characteristics of the specific prediction problem
(Andrews and @nningham, 1995; Taylor, 2008). Therefore, a feasible process of model comparison
and selection needs to be established to give methodological guidelines to practitioners and to match

the set of researched forecasting methods with those considered iceprBatlay, although a lot of
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progress has been made regarding the devel opm
real business environments is frequently still done based on experience or ordinary stochastic models

with limited predictivecapabilities (Ibrahim et al., 2016).

2.3 MachineLearning Approaches

Models from the field of ML are assumed to i m
range of feasible methods by providing additional robustness and accuracy to predisidhe
practicability of models play a central role in this field of application;pammetric ML algorithms,

that are comprehensible and comparatively easy to implement, such-baseeemnodels,-kearest
neighbor (KNN) algorithm, and support vectoachines, come to the fore (Coussement and van den
Poel, 2008; Li et al., 2010; Singh et al., 2017).

2.3.1 Bagging: Randonfrorest

Treebased methods are frequently utilized in business prediction problems since they yield desirable
accuracies despite tinease of use (Breiman, 2001). In bagging, successive decision trees are grown
independently from earlier trees, i.e., each tree is constructed using a bootstrap sample of the data
(Breiman, 1996). A subclass of bagging methods are RFs, as proposedhiigrB2001), which add

an additional layer of randomness to bagging and change how the trees are constructed. Thereby,
nonparametric the RF algorithm is one of the most widely used ML algorithms, supported by its
robustness towards outliers and its motse@mputation time compared with boosting and other

bagging methods (Breiman, 2001).

The algorithm draws bootstrap samples from the training data and then grows an unpruned
regression tree for each bootstrap sample by randomly saniplingf the predictors at each node

and choosing the best split among them. More formally, the resulting RF is an ensetbieesf
"YOMBRY ® ,wheredd @B hw is an-dimensional vector of predictors associated with a
dependent variable; trensemble producésoutputs @ Y O M o Y & , where® hd

pf8 M is the prediction for the dependent variable bydttetree (Svetnik et al., 2003). The outputs
ofall € trees are aggregated to produce one final predigiiéor regession trees it is the average

of the single tree predictions (Liaw and Wiener, 2002). l.e., the RF prediction is the unweighted

average over the ensemble:



60

To tune the hyperparameters, an estimate of the error rate based og ttataican be obtained: at

each bootstrap iteration, the data which is not in the bootstrap sample, i.e.;ahbagi(OOB) data

n, is predicted by using the tree grown with the bootstrap sample. Then the OOB predictions are
aggregated, and the errotaas calculated (Liaw and Wiener, 2002). In each bootstrap training set,

about onehird of the sample is left out, i.e., is used for OOB predictions (Breiman, 2001).

2.3.2 Boosting: GradienBoostingMachines

In contrast to bagging, boosting constructs successive weak learners (e.g., decision trees) to produce
a final strong learner. Each sequentially added weak learner intends to correct the preceding learners
(Schapire, 1990). Thereby, gradient boosting (nmees) fits the new predictor or learner to the re-
sidual errors made by the preceding predictors or learners and uses gradient descent to identify the
errors in the previous predictions, i.e., gradient boosting allows the optimization of an arbitrary dif-
ferentiable loss function (Friedman, 2001; Friedman, 20B@)mally,0 are the number of leave

and the tree partitions the input space intgoint regionsY F8 RY  and predicts a constant

value in each region. is the multiplierchoseas an opti mal value for e

minimize the loss functiof. Then the generic gradient tree boosting model can be defined as

Foy X =Fr g X [ povY fwi b EAQCET 0 whO & 1 8
Sincegradient boosting frequently leads to overfitting, regularization techniques can be included to
constrain the fitting procedure. E.g., dropout regularizatiorspired by neural networks in a deep
learning context grows consecutive trees from the resilderrors of a subset or sample of previous
trees instead of using all previous trees (Rashmi and-Baatirach, 2015).

2.3.3 KNearestNeighbor

The KNN algorithm is frequently considered due to its simplicity in comparison with other ML ap-
proaches. The algorithm was first formalized by Cover and Hart (1967) for classification tasks: given
an unlabeled instance, the algorithm finds a groujmbst similar objects (or nearest neighbors
respectively) given its features by computing the distah&® (e.g., Euclidean distance) between
themand further, assigns a class label which matches the class of the majorityCpfeigbbors.

This conceptan easily be extended to regression tasks where the output is the averadenesihe

est neighbors, i.e.,
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U

wherew is the"th case of the nearest neighbors.

2.3.4 SupporVectorRegression

Suppose we are given a space of inputepasn , i.e., the training data, o B hoho O

N g with @ being the output vectors anal are the input vectors. The basic support vector ma-
chine is a nofprobabilistic binary linear classifier and it rinearly maps input vectors into a higher
dimensional feature space in which a linear decision surface, i.e., a separating hyperplame, is co
structed (Cortes and Vapnik, 1995; Vapnik, 1982). Thus, its representation of the training data as
points in the feature space is separated into categories by the hyperplane and predictions of new in-
stances are classified into those categories. The nmaiim a-support vector regression (SVR) (Vap-

nik, 1995) is based on the same principles but with minor differences: the fuidoshould have

at most deviation from the actual targets for the training data and simultaneously, should be as flat

aspossible (Smola and Schélkopf, 2004). In the linear and most basi¢@adaking the form
Qo 6 O Gwith] N nhov s

whered@is the dot product in the space of input patt@mg o ensure flatness, a smallcan be

obtained by a convex optization problem:

mi ni FEI'EZEG

It assumes that functid@pproximates all pair@ohoOwith - precision. Slack variablesh * can

cope with such otherwise infeasible constraints of the optiroizgtioblem. Moreover, kernels can

be used to make SV algorithms nonlinear by transforming the data into a higher dimensional feature
space (Smola and Schdélkopf, 2004).
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3 Methodology

3.1 PreliminaryData Analysis

We analyze call center data ofemding German online retailer for fashion that were gathered and
selected iteratively and in close exchange with the local data experts and department managers. Over-
all, the retailerds call center ¢ ompnerispeod, f ou
personal consultation service, and order taking. In this paper, we investigate two datasets describing
the call arrival volume of the customer support and customer complaints queue. Both are open from
7 a.m. to 10 p.m. from Monday through @alay. The hathourly datasets comprise 31,410 obser-
vations or 174.5 weeks of data from January 2, 2016 to May 7, 2019. One day comprises 30 obser-
vations, one week consists of 180 observations, and one year comprises 9,367.5 observations consid-
ering leapyears. We exclude two weeks of data (or 360 observations) since these values are missing
due to an internal system change for interval capturing.

300

200

Call Arrival Volume

100

Jan/2016 Jan/2017 Jan/2018 Jan/2019
Date

Fig. 1. Overall call arrival volume of customer support queue.
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Fig. 2. Averaged call distribution per day for customer support queue.

For the customer support queue, the maximum number of call arrivals per half hour is 378, and the
data comprise 2,218:roes, i.e., intervals without call arrivals. The customer support data are over-
dispersed, exhibiting a mean of 70.9539 and a variance of 2,181.6742. We conducted an Augmented
Dickey Fuller (ADF) test to check whether the data have unit root and heac®retationary: we

cannot reject the null hypothesis of unit root in the data withvalye of 0.9798 at lag order 9,360

(value of test statistied.5469) and thus, assume that our data are nonstationary. Consequently, we
have to apply time series decomsfiion to our time series models. Drawing on seasweatl de-
composition based on Loess (STL) (Cleveland et al., 1990), the time series is detrended and desea-
sonalized resulting in a seasonal compgthent S
data without a seasonal component. The latter can be forecasted with esgasonal forecasting
method, whereas the seasonal component is forecasted by using the last period of the estimated com-
ponent, . e. a seasohbhhgnahévdemempodit Fonas

the forecasts of the original time series (Brockwell et al., 2002).

Figure 1 depicts the arrival volume of the customer support queue during the 174.5 weeks of our data.

Apparently, the call arrival volumemeins more or less constant throughout the considered period.
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With respect to the averaged call distribution per day in Figure 2, Mondays are the busiest days with
an extremely high peak in the morning hours. The remaining weekdays exhibit a relativigly sim
course with a peak in the morning and a second peak during the afternoon. In contrast, there are few

call arrivals on Saturdays.

40

Call Arrival Volume

0

Jan/2016 Jan/2017 Jan/2018 Jan/2019
Date

Fig. 3. Overall call arrival volume of customer complaints queue.
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Fig. 4. Averaged call distribution pefayfor customer complaintpieue.

Regarding the customer complaints queue, the maximum number of call arrivals per interval is 53,
and the dataset contains 6,551 intervals without call arrivals. Since we cannot rejatttipath-

esis of the ADF test with ayalue of 0.7905 at lag order 9,360 (value of test stati$tk009) we

assume our data to have unit root and, consequently, to be nonstationary. Accordingly, time series
decomposition is applied to the time seriesdel. Similar to the customer support queue, Figure 3
shows the overall arrival volume of the customer complaints queue: the call arrival volume remains
relatively constant over time, but there is a slight increase towards the end of the dataset. Figure 4
reveals that the customer complaints6 aver age

support queue on a lower level.

We model predictor variables (summarized in Table 1) to yield more accurate forecasts. Largely, our
variables align with th&e of extant literature such as weekdays and billing periods ¢(Aldionan et

al., 2009) or holidays and catalog mailings (Andrews and Cunningham, 1995).
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Table 1: Predictor Variables

Variable Description

Nominal variable capturing the tintd-the-day-effect;

30 halthourly values ranging from 7 a.m. to 9:30 p.m.

Nominal variable capturing the daj-theweekeffect;

six values ranging from Monday to Saturday

Nominal variable capturing the effect of German public holidays;

16 values for public holidays and ordinary weekdays

Dummy variable capturing the effect of days after German public holid
two values for days after holidays and oedinweekdays

Nominal variables capturing the effect of outliers;

Outlier four values for extreme outliers as well as outliers (marked by
management), days on which the call center is closed, and ordinary we

Metric variable capturing the effect of German school holidays;
specifying the number of German states having school holidays
Nominal variable capturing the effect of busier seasons;

Time-of-the-day

Day-of-theweek

Holiday

Day after holiday

School holidays

Year . . :
eightvaluesfor semiannual sections from January 2016 to May 2019
CWO0-3 Four dummy variables capturing the effect of catalog mailings on the
weekend, as well as the first, the second, and the third week after rele|
MMail1-2, Six dummy \ariables capturing the effect of reminders vimal (MMail)
MPost12, as well as via mail (MPost) and due dateails (DMail) on the day o
DMail1-2 delivery and the day after

3.2 Researclbesign

To evaluate the predictive power of adequate ML approaches anduce the practical value of our
study, we follow a twestep approach. It comprises the analysis of prediction performance in the form
of a method comparison in line with extant forecasting research (see e.g., Taylor (2008); Cao and
Parry (2009)) and, gsroposed by Buitinck et al. (2013), andepth walkthrough example of the
process of model comparison and selection to make the practical implementation accessible to deci-

sionmakers and neexperts.

In the first step, we conduct a model comparison lefcsed ML methods, presented in Section 2.3
(i.e., gradient boosting with dropout (GBD), gradient boosting with L1 and L2 regularization (GBR),
KNN, RF, and SVR) with the three most commonly used time series models identified in Section 2.2
(i.e., ARIMA, ETS, and RW, for further formal information on these time series approaches readers

are referred to the Appendix). The included methods summarized in Table 2 cover sophisticated ML
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and time series models as well as standard benchmark techniques. Thearfodalpce is evalu-

ated based on the two datasets described in Section 3.1, and we include four different lead times in
our experimental setup (three weeks, two weeks, one week, and no lead time from the forecast origin).
This is done to validate our retibs well as to assess the flexibility of the investigated models in an
authentic forecasting situation that is comparable to real call center settings with specific organiza-
tional requirements like staffing regulations. We thereby aim to provide arsextemd robust as-

sessment of the prediction accuracy of feasib

For model validation, we apply cresalidation with an expanding rolling window. Thereby, the

initial model is fitted with its optimized hypgarameters using 118 weeks or 21,270 observations
from January 2, 2016 to April 7, 2018 as training data. We then predict one week or 180 observations
(i.e., forecast horizoi®2  p )rFor the next iteration k, we roll the training data one week forward,
reopti mi ze t he mod e |-dgstinath thepwdelpespectively, are predictoone week
further. We repeat this step 52 times, i.e., for one year, and@usp ¢As sated earlier, we have

to exclude two weeks of data from October 22, 2018 to November 4, 2018 and thus, we predict 9,000
observations. We evaluate the model sdé perforr
values, i.e., the test data, and henoejmute forecast accuracy.
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Table 2: Models for comparison.

Model type Model Description

Algorithmbuildsanensemblefweaktreelearnersmin-

imizesthemo d eldsshysaddingweaklearnersequen

tially using agradient descent like procedure, aad
domly drops boosting tree members

GBD

Algorithm buildsanensembl@®f weaklinearbasdearners
GBR and utilizes L1 (LassoRegressionas well as L2
(Ridge Regression) regularization

Algorithm predicts an observatidoy averaging the

ML KNN values of the k nearest neighbors
approaches Algorithm builds an ensemble of decision trees usang
RF bootstrap sample of the data for each tree and averag
aggregated prediction of the trees
Algorithm builds a separating hyperplane into the feat
SVR spacee)ofoutputandinputvectorswhichshoulohaveat most
Udeviation from the actual targets asttbuld
be as flat as possible
STL Time series is decomposbdsed on the Loess procedu
+ and the seasonally adjusted component is faasted
ARIMA basednthetimes e r laggesivaluesandlaggederrors
STL Time series is decomposed based on the Loess proc
: . + and the seasonally adjusted componefuris
Time series .
models ETS casted based on previous level and error
STL RW Time series is decomposed based on the Loess proce
and the seasonally adjusted component is forechatel
] onthetimes e r laseolsérvatiorandthe
DRIFT

average of changes betwemmsecutive observations

Note: ARIMA = autoregressive integrated moving average, ETS = error, trend, seasonal (innovatigpes@t@odel),

GBD = gradient boosting with dropout, GBR = gradient boosting with regularization, KKNearest neighbor, RF =

random forest, RWDRIFT = random walk with drift, STL = seasdreaid decomposition based on Lo€3¥R = sup-
port vector regression.
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As performance measures for forecast accuracy, we draw on the mean absolute error (MAE) and the
root mean squaresgtror (RMSE)

MAE -B & &s RMSE -B & &6

where the test subset is given dythe predicted values at& andVis the number of predicted

values Both error measures are frequently utilized by literature to determine ac¢ergcygee (Al-
dor-Noiman et al., 2009; Ibrahim et al., 2016; Taylor, 2008; Weinberg et al., 2007)) since they are
easy to interpret and further, scalependent and thereforelitable to compare forecasts on the same
scale. Complementary, we report the computation time of both the benchmark time series models as
well as the ML approaches to capture computational complexity and add practical value to the results.

In the secondtep, in Section 6, we provide a methodological whatkugh example for a valid model
selection process based on creakdation with an expanding rolling window. By illustrating differ-

ent sequences of the implemented programming code used in the expalhesign of the first step,

we conduct the comparison and selection of the most suitable forecasting method comprehensible to
organizational decisiema ker s and detach the studyodos value
tasets by making the implemted approach reproducible. Additionally, we aim to provide further
evidence for the practical applicability of adequate ML algorithms in call center forecasting. There-
fore, we do not only describe the generic programming of time seriesvalatastion wth an ex-
panding rolling window but further give detailed insights into the implementation of RF algorithm as
the bestperforming ML model in our preceding analysis. We also provide guidance on how to meas-
ure MAE, RMSE, and computation time in the procéss. the methodological walkthrough, we

make use of the opesource statistical programming language R (lhaka and Gentleman, 1996).
Drawing on the combined results of both method evaluation and overall implementation process, we

then derive practical impalations for organizations.

4 Results

Drawing on the results for the customer support queue in Table 3 and Table 4, the RF algorithm
outperforms the remaining approaches in every lead time constellation: with respect to both MAE
and RMSE, the model yields the most accurate forecasts. The GBR, and SVR models vyield
comparable results, whereas the KNN approach was the most inaccurate forecasting method. Gener-
ally, every considered ML approach is superior to the benchmark time series models for all lead time
constellations (except for the KNidethod). Among the time series models, the ETS model is the



bestper f or mi ng

time.

Regarding computation time, the RWDRIFT model was excelling with an estimation time of 39 sec-
onds for 52 iterations of the expanding rolling window. The remaining time series models yield
comparable low computation times with 142.41 seconds for ETS and 1,260.94 seconds for ARIMA.

approach.

Overalll

t he

70

model s 6

The Aldriven methods are computationally more intensive withZ8L AL seconds estimation time

for GBR, 93,861.33 seconds for KNN, 171,380.33 seconds for SVR, and 184,367.70 seconds for
GBD. With 75,185.62 seconds for the estimation procedure of the rolling window, the RF algorithm

provides an acceptable trad# betwesn accuracy and computation time: for the prediction of one

iteration k (i.e., of the forecast horizon h = 180 observations), the model takes 24.1 minutes.

support

Table3:MAE results for customer
Lead time No lead time One week Two weeks Three weeks

Model

GBD 13.4601 13.6603 13.9540 14.2203
GBR 12.9393 13.1488 13.3987 13.7386
KNN 18.2068 18.8704 19.2332 19.8064
RF 11.7544 11.8129 12.0648 12.8134
SVR 13.2325 13.2063 13.2256 13.6019
STL+ARIMA 14.5263 14.7407 15.5448 15.8520
STL+ETS 14.5152 14.5382 15.2424 15.7428
STL+RW 14.6651 14.6334 15.2941 15.7877

Note: The best accuracy results for each lead time are marked in bold. ARIMA = autoregressive integrated moving av-

erage, GBR = gradient boosting with regularizat®@BD = gradient boosting with dropout, ETS = error, trend, sea-
sonal (innovation state space model), KNN-rdarest neighbor, RF = random forest, RWDRIFT = random walk with
drift, STL seasonatrend decomposition based on Loess, SVR = support vector riegress

1 With 40 GB RAM.

p

a
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Table4:RMSE results for customer support

Lead time No lead time One week Two weeks Three weeks

Model

GBD 18.8706 19.0480 19.3644 19.9452
GBR 18.1216 18.3299 18.6043 19.3079
KNN 24.9867 25.9203 26.3528 27.6355
RF 15.5678 16.6541 16.8929 18.4903
SVR 18.3313 18.4081 18.3059 18.9199
STL+ARIMA 22.7009 23.1810 24.2187 25.0726
STL+ETS 22.9251 23.0876 23.9239 24.7768
STL+RW 23.0503 23.1555 23.9506 24.7793

Note: The best accuracy results for each lead timeranded in bold. ARIMA = autoregressive integrated moving av-
erage, GBR = gradient boosting with regularization, GBD = gradient boosting with dropout, ETS = error, trend, sea-
sonal (innovation state space model), KNN-adarest neighbor, RF = random foré8tyDRIFT = random walk with
drift, STL seasonairend decomposition based on Loess, SVR = support vector regression.

To check the robustness of our results, we further consider the queue for customer complaints call
arrivals. Since there are less call aafvcompared to the custommipportqueue, the MAE and

RMSE are generally lower. Similar to the previous findings, the RF yields the most accurate forecasts
compared with the remaining approaches for all considered lead times except for the MAE result with
two weeks lead time for which GBR is found to be superior (see Table 5 and 6). Aside from RF, GBR

is outperforming the RWDRIFT model.

The remaining models (i.e., GBD, KNN, and SVR) generate slightly more inaccurate forecasts. More-

over, with the lead time extemdj, the MAE and RMSE results worsen steadily in most cases.
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Table5: MAE results for customer compl aint ¢

Lead time No lead time One week Two weeks Three weeks

Model

GBD 3.7668 3.8067 3.8933 3.9694
GBR 3.6058 3.6962 3.3783 3.8362
KNN 4.5016 4.7366 4.8095 4.8350
RF 3.3561 3.4348 3.5629 3.6746
SVR 4.3283 4.2826 4.3224 4.2830
STL+ARIMA 3.7197 3.7639 3.8297 3.9073
STL+ETS 3.6990 3.7475 3.8199 3.9163
STL+RW 3.6589 3.7460 3.7968 3.9017

Note: The best accuraagsults for each lead time are marked in bold. ARIMA = autoregressive integrated moving av-
erage, GBR = gradient boosting with regularization, GBD = gradient boosting with dropout, ETS = error, trend, sea-
sonal (innovation state space model), KNN-rdarestheighbor, RF = random forest, RWDRIFT = random walk with
drift, STL seasonairend decomposition based on Loess, SVR = support vector regression.

Table6:RMSE results for customer compl ai nt

Lead time No lead time One week Two weeks Three weeks

Model

GBD 5.3580 5.4212 5.5593 5.6714
GBR 5.2140 5.3527 5.4871 55734
KNN 6.4708 6.8279 6.9224 6.9549
RF 4.9422 5.0672 5.2338 5.3791
SVR 5.9909 6.0502 6.1240 5.9487
STL+ARIMA 5.5152 5.5807 5.6783 5.8243
STL+ETS 5.4833 5.5559 5.6635 5.8210
STL+RW 5.3958 5.4754 5.5949 5.7647

Note: The best accuracy results for each lead time are marked in bold. ARIMA = autoregressive integrated moving av-
erage, GBR = gradient boosting with regularization, GBD = gradient boosting with drop&ut; &rror, trend, sea-
sonal (innovation state space model), KNN-gdarest neighbor, RF = random forest, RWDRIFT = random walk with
drift, STL seasonatrend decomposition based on Loess, SVR = support vector regression.

To gain further i nsights regarding the model s
180 observations) for the customer support gqu
tions, whereas Figure 6 illustrates the machine leammingd e | sé predi cti ons. o)
week (i.e., Monday), the call center was closed, and consequently, this led to an exceptionally high

arrival volume on the day after. Apparently, the time series models cannot capture such special days

due to tle lack of additional information, i.e., predictor variables indicating e.g. holidays and days
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after. The remaining ML models capture ordinary weekdays and further, such special days more ac-
curately since they allow for the inclusion of explanatory vargafae prediction. Consequently, the

ML approaches exceed the time series models regarding predictive performance.

150

+o

=3

T

- e s A

1

100

Call Arrivals

50

[ X

50 100 150
Observation Number

Fig. 5. Last predicted week of the time series models.

Note: The bold line represents the actual values. ARIM&utoregressive integrated
moving average, ETS = error, trend, seasonal (innovation state space model),
RWDRIFT = random walk with drift.
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Fig. 6.Last predicted week of the machine learning models.

Note: The bold line represents the actual values. GBaglient boosting with drop-
out, GBR = gradient boosting with regularization, KNN-ndarest neighbor, RF =
random forest, SVR = support vector regression.

5 Discussion

The underlying investigation entails several theoretical implications and contribuatiade to liter-

ature. We present a starting point for shifting traditional call center forecasting literature towards a
new paradigm drawing on Adriven methods by providing a comprehensive understanding of the
predictive potential of ML models. As traidibal forecasting literature (Mabert, 1985; Thompson and
Tiao, 1971; Andrews and Cunningham, 1995; Taylor, 2008, 2012; Barrow and Kourentzes, 2018) is
predominantly characterized by the use of time series models, we intend to broaden this perspective:
Across the two datasets examined, our investigated ML algorithms outperform benchmark models as
well as more sophisticated time series models that prior studies most commonly focused on (e.g.,
ARIMA, exponential smoothing, etc.) in nearly all lead time cofegiehs. Thereby, extending the
research on call arrival forecasting techniques with ML approaches like GBR, GBD, KNN, RF, and
SVR in this analysis leads to a wider range of methods to generate predictions that are more accurate.
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Our comprehensive modelmoparison underpins the preliminary findings of previous studies (Bar-
row, 2016; Ebadi Jalal et al., 2016; Rausch and Albrecht, 2020), which used shigieeAlmethods

like RF or neural networks, indicating that ML techniques are capable of improviagdheacy of

cal l center arrival so6 f-based metwdssand padticularlyrthe Rridl-t s
gorithm yield the highest potential for significantly improving forecast accuracy. This finding is rep-

licated for a considerably lower level cdll arrival volume in the customer complaints queue.

With regard to the model sé practicability, wh
to consider simultaneously different lead times (i.e., three weeks, two weeks, one weekleagld no
time), the tradeff between complexity (i.e., estimation time and computation effort), and forecast
accuracy in the model comparison. Extant call center forecasting literature focused mainly on forecast
accuracy as a primary decision criterion orsidared varying forecast horizons (Aleldoiman et

al., 2009; Barrow, 2016; Taylor, 2008, 2012) while keeping lead times constant and neglecting com-
plexity. Results prove the leading ML models, and especially RF, to be highly relevant for practical
use agheir forecast accuracy is less affected by lead time extension. Computation effort, on the other

hand, is moderate, and implementation is feasible.

Additionally, we took a closer look at the main reasons for the superiority of ML models. Shedding
light onthe predictions of special days, such as days after holidays, indicates that ML methods excel
in coping with anomalous values as predictor variables are included in 19 the genepaistifere-

casts. Hence, one of the main aspects of ML approachesfoutmiag traditional time series models

is assumed to be the ability to capture additional information on the predicted date or customer contact
activities by businesses with the inclusion of predictor variables. Thereby, this characteristic of ML
techniqus makes them not only stand out in terms of forecast accuracy when it comes to outliers
(Barrow and Kourentzes, 2018) but also positively affects the overall prediction performance over
longer time periods. Nevertheless, albeit few suggestions regardifig psedictor variables have

been made (e.g., catalog mailings and holidays (Andrews and Cunningham, 1995) or billing cycles
(Aldor-Noiman et al., 2009)), research still lacks a comprehensive understanding on suitable predictor
variables for call centerar i val s6 forecasting. We thus add t
lighting that variables such as the time of the day, day of the week, holidays, days after holidays,

catalog mailings, and reminders provide valuable information for modelupgstXorecasts.

The empirical results reported herein should be considered in the light of some limitations. The pri-
mary limitation to the generalization of these results accompanies one of the strengths of the study.
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Keeping in mind the required balancevbe¢n prediction accuracy and model complexity, we focus

on practical relevance in our model selection and neglect models like e.g. sophisticated types of arti-
ficial neural networks since such models are touesuming in estimation, and thus, inadequate fo
practical use. We also refrain from developing and testing an own method. With an abundance of
different ML methods and modifications in literature, we apply reaeyse methods that are com-
paratively easy to implement and present a methodologicalsexteto research in the form of a
novel i mpl ementation focus. Second, the model
derlying data and, thus, are assumed to vary slightly for different datasets. Therefore, we validate the
model s 6 f aay endveosldtasessdocprove the robustness of our results and further provide
the methodol ogical tutorial for testing the |
do not distinguish between different forecast horizons like several otligesstas we restimated

our models for every week rolling forward from forecast origin, and thus, the forecast horizon con-

stantly remains one week, i.e., 180 observations.

6 Practicall mplications: MethodologicaWalk-Through for Call Center
Ar r i Warécasting

Based on the results of the conducted model comparison, organizations are suspected of benefiting
from including ML approaches in their process of evaluating and selecting the most suitable method
for forecasting call center arrivaladtherefore, to support their staffing decisions. To make the un-
derlying process of method comparison and selection accessible to dewakiers in practice as
well as to overcome its perceived highvideampl e
methodological walkhrough example based on crasdidation with an expanding rolling window.

In doing so, we propose to view the question of method in call center forecasting as the overall issue
of implementing a forecasting system that inclupesdiction accuracy as well as practicability for

the user. By presenting a methodological tutorial, we aim to overcome the dependence of method
comparisons on data characteristics and, at the same time, accelerate the adoption of ML techniques
in this field. On these grounds, we provide a description of the generievalidstion approach in

the programming environment R as well as adepth example of RF algorithm as the kh@stform-

ing model of our previous analysis.
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results <- vector("numeric")

tic("Looptime")

for(iin 1:k){
train_subset <- data[1:((n¢yqin — h)+(i*h)),]
test_subset <- data[((niese — R)+(i*h)):(((Ngese — R) — 1)+((i+1)*h)),]
## Insert Model here

'
toc(log = TRUE)
timelog <- tic.log(format = TRUE)

results <- pmax(results,0)

mae(data[Nese: (Myese + Kk * h), Mequsl, results)

rmse(data[fgese: (Mgest + Kk * ), Mequs), results)

Fig. 7.R Code for rolling expanding window with generic-foop. Note: The bold variables have

to be replaced depending on the specific dataset.

Figure7 illustratesa genericfor-loop for theexpandingolling window thatcanbe utilizedto
identifythemostaccuratenodel.Let £ be thee observation (i.e., row) of the datas@tpe the

a variable (i.e., column) of the dataset, &de the forecast horizon.

After analyzing angreprocessing the data as described in Sectionv8defineanemptynu-
mericvectortheresultsaarestored in sequentially during the lodhe forloop itself can be iterated
"Qtimes: let the forecast horizdfbe e.g. one week and enftsample predictions with cross valida-
tion shall be generated for one year, tf@n v ¢i.e., 52 weeks. For each iteratiéh plghHs h
during the loop we define the training and test subset which roll forward for one unitfofabast
horizonQi.e.,"@ "Q Sincep 2 "Qobservations are added during the first iteration for syntax reasons,
"Qobservations are subtracted from the training and test subsets and¢ respectively) to

yield the intended initial traing and test subsets.

After the loop finishes, the looptime is reported withtbef)f unct i on t o survey tF
putation time as a potentially crucial aspect for decisnakers.Further,in case some models

might generate negative predictiomsset the minimunvaluefor predictions to zero withmax()

The MAE and RMSE are both calculateglinserting the vector of actuahluesasthefirst argu-

mentandthevectorof predictedraluesasthesecondirgument.



78

results <- vector("numeric")

tic("Looptime")

for(iin 1:k){
train_subset <- data[1:((n¢yqin — R)+(i*h)),]
test_subset <- data[((¢ese — R)+(i*h)):(((ntess — h) — 1)+((i+1)*h)),]
task <- makeRegrTask(data = train_subset, target = “m qy15”)
RF <- tuneRanger(task, num.trees = t, iters = j)
pred_rf <- predict(RFSmodel, newdata = test_subset)
pred_data <- pred_rfSdata
pred_response <- pred_data$response
results <- append(results, pred_response)

}
toc(log = TRUE)
timelog <- tic.log(format = TRUE)

results <- pmax(results,0)

mae(data[nes;: (ntest +k+ h), Mqys], results)

rmse(data[Ngese: (Meest + k * h), Meqys], results)

Fig. 8.R Code for rolling expanding window with random forest. Note: The bold variables have to

be replaced depending on the specific dataset.

To test a model 6s predicti ve ablodp.iFigwe 8 denmon-c an
strates the R Coder the loop with the implemented RF. To achieve ease of use as well as to guar-
antee high model a ¢ ctuneRanggpackagee whittaakitematicallyetunesftne R 6 s
f or énygpergamameter§.e.,& , minimum node size, and samfiitaction) by creating a regres-

sion task with makeRegrTask() (Probst et al., 2019).

The package is favorable since it utilizes sequential rioaietd optimization (SMB®3s a tuning
strategy, which is faster and moreover, better regarding its perforrttearcetandard tuning pack-

ages (Probst et al., 2019). It conducts an SMBO with 30 random points for the initial design (i.e.,
random points drawn from the hyperparameter space) and 70 iterative steps in the optimization pro-

cedure.Optionally, the number oterations'@an be inserted manuall§.  values are sampled

from i) with fj being the number of predictors. Sample size values are sampledrigpm

2 For detailed information on the SMBO procedure, readers are referred to Probst et al. (2019).
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¢hmsoz & with the number of observatioas Node size values are sampled with higher probability

for smaller values by samplinigfrom tdp and hence, transforming the value by z & . Fur-

ther, outof-bag predictions during the fitting procedure can be evaluated with several different erro
measures (mean squared ertdrS B°5 as default for regression). The number of tieesn be
inserted optionally: research found the model
tion of the first 100 trees (Probst et al., 2012).

Subsequento the fitting procedure, predictions based on unknown test data are generated. By
using theappend(¥unction, the predictions with lengthare attached sequentially foiterations.
As described in Section 3.2, the MAE and RMSE results allow foactipally valid comparison

of differentmodels.

The methodological watkhrough combined with the preceding results of the model comparison lead

to several practical implications for businesses and organizational decisionmakers. First, the hypoth-
esizecdimpovement of call center arrivalsd forecas:s
feasible ML methods. Thereby, the range of applicable methods providing robust and accurate pre-
dictions in this field is extended to suitable ML algorithms. In comparwith commonly used fore-

casting techniques, ML models generate more precise forecasts in almost every case. That way, un-
necessary costs caused by overstaffing as well as customer dissatisfaction originating from long wait-
ing times due to understaffircgn be avoided: In case the forecasts overestimate the actual customer
support call arrival volume, decisianakers can save approximately £.88ll center agents per day

on average if RF (begerforming ML model) compared to ETS (bestrforming time series model)

is employed. Vice versa, in case the forecasts underestimate the actual call arrival volume, customers
would need to wait approximgly 0.4F minutes less on average if RF is implemented instead of
ETS. Furthermore, the findings also indicate that decisionmakers are recommended to minimize lead

time in case it is possible in the scope of staffing regulations.

Overall, we exclusivelynvestigated models standing out due to the favorable-tfhdetween ac-
curacy and practicability, especially in terms of complexity regarding estimation time as well as com-
putation effort. The comprehensibility and ease of implementation of treebasets rmsdesper-
forming methods is further verified by the applied example above. From a general perspective, or-

ganizations are encouraged to use the demonstrated process ofatidzsn with an expanding

31f the processing time is 10 minutes per call arrival and the working hours per call center agent are 8 hours per day.
41f the processing time is 10 minutesrpcall arrival and there are 70.95 call arrivals per interval on average.
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rolling window not only to test and implementfdienta p pr oaches f or cal l cer
ing but also to adapt it for any forecasting task based on sequential datar(ejarivals, product

sales, etc.). The implementation of this approach in an accessible programming environimant furt

fills the need of practitioners for a tasgecific guideline for the selection of Altiven methods and

helps to overcome the practicability issues identified in literature.

7 Conclusion

The process of forecasting call center arrival volumes im@easingly complex data environment

is predestinated to capitalize on-@&idiven methods by improving internal decisioaking. Accurate
forecasts generated by ML algorithms are assumed to generate cost savings and service improvements
through precise sthfi n g . However, insights on and pract.i

casting are limited.

Acting on the assumed potential of ML in this field as well as on the existing constraints regarding
practicability in organizational use, this paper falfoa twestep approach of model performance
evaluation and practical implementation. The first step constitutes an extensive model comparison of
selected feasible ML methods with common as well as sophisticated time series models using the call
center arnval data of a large online retailer. In the second step, the implementation of the model
evaluation and selection process based on gadskation with an expanding rolling window is made

accessible for practitioners by providing a methodological Atraibugh example.

The results of the method comparison confirm the hypothesized high potential of ML models for
accuracy improvements based on two datasets and various lead times investigateakecdtereth-

ods and particularly RF algorithm yield the best preoh performances and therefore approve as
preferable alternatives to commonly used methods. These findings are substantiated by the imple-
mentation example using RF as the hE=mtorming model. By providing an efficient and reproduci-

ble way of assessirthe casespecific value of ML methods in forecasting for organizations within a
programming environment, the dependence of method comparison results on data characteristics as
well as the lack of comprehensibility and methodological expertise in prasgitiaigs are mitigated

or even eliminated.

This paper therefore presents a starting point for shifting traditional call centadting towards a

new paradigm drawing on Adriven methods by demonstrating the high predictive potential of ML
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models n comparison to commonly used methods. From a practical perspective, this study contrib-
utes to an improved understanding for businesses on how to deal with the increasingly complex task
of forecasting call center arrivals caused by the datafication adroestrelationships. Being aware

of the general applicability of ML models to yield high forecast accuracy, organizations are now
enabled to test ML techniques in individual practical settings by adapting the proposed implementa-
tion of a valid model selecn process in time series forecasting. Improvements in prediction accu-
racy achieved by this approach can directly be capitalized on through optimized staffing. Future re-
search is encouraged to extend the predictions to concrete staffing recommendatipasaticg
average service times. As a whole, this work
forecasting research towards advanced ML, such as deep neural networks and hybrid approaches, is
likely to be beneficial. In this case, tegaluation of these methods beyond forecasting accuracy is

recommended to ensure the practical value of future findings.
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Appendix Time SeriesModels

Overall, one strength of time series models is their ability to generate predictions only based on the
time seriesdO previous values without any ot he
models if information is scarce. The nea@asonal ARIMA(p, d, q) model (Box and Jenkins, 1970)
assumes that a witRdegrees differenced time series depends on its past values)lergds apart

and on a finite numbef of prior forecast errors with r), ‘Q andr] being nornegative integers. Thus,

it consists of an autoregressive process as well as moving average process
O ® %O E %w - — E —

with @ being the differenced time serié&, being the parameter for autoregressive proeesise-

ing the parameter for moving average process,- &&ing the errarSince its development in the
1970s, the ARIMA model is among the most popular forecasting approaches across numerous appli-
cation contexts, as it was found to perform well in the steonh (Barrow, 2016) and further, is suit-
able for a variety of data types with different characteristics as there are stationary as well as nonsta-

tionary ARIMA methods (Hyndman and Athanasopoulos, 2018).

While ARIMA models intend to capture autocorrelagon the data, exponential smoothing models

draw on trend and seasonality in the data (Hyndman and Athanasopoulos, 2018)i Holt er s 6 e
ponential smoothing model (Holt, 2004; Winters, 1960) was proposed in the late 1950s and weight
the averages ofthettie seri esd® previous observations. The
tially the further the observations lie in the past. The component form of simple exponential smooth-

ing can be defined as

b p | Jb | W
w s Jb
with horizonQ  phcrBBismoothing parameter | p and series level (or smoothed valiiB)

at timeo. If the exponentiasmoothing model further allows for additive or multiplicative errors, it
evolves into an innovations state space model BhSfor (Error= {Additive (A), Multiplicative
(M)}, Trend= {None (N), A}, Seasonal={N, A, M}):

b /b | -

w Jb -
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where| is the smoothing parameter afids the series level (or smoothedlue) at timed. Random

walk models ardrequently used for nonstationary data as random walks typically consist of long
periods of apparent (upward or downward) trends and exhibit sudden changes in direction (Hyndman
and Athanasopoulos, 2018). The forecasts from the random walk model are @quat he t i me

last observation:

As an extension to the basic model, dnié& parameteris frequently addedhich is the average of

changes between consecutive observations:
If qois positive, there is an increase in the average of changes between consecutive observations and

thus, the predictiodwill tend to drift upwards and vice versa for negative valuas of
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1 Introduction

To strengthen a companyds position within its
precisely predict potential customers regarding their purchase and, furthguncbase behavior.
Considering this in the context of online shopping esviment, customers frequently place items in

their virtual shopping cart for reasons other than immediate purchase. This phenomenon is known as
shopping cart abandonment and is particularly apparent in the contexbofreerce: it is the be-
havioral outcomef consumers placing item(s) in their online shopping cart without making a pur-
chase by completing the checkout process during that online s¢dsiang et al., 2018; Kukar

Kinney and Close, 2010Extant literature investigated the behavioral perspective of online shopping
cart abandonment by identifying inhibitors to the purchase process: financial risks and concerns about
delivery and return policie@ukar-Kinney and Close, 201@he usage off®pping carts as organi-

zation tools or for entertainment purpog&sikar-Kinney and Close, 2010and inhibitors at the
checkout stage like perceived transaction inconvenience and privacy in{fRajamma et al., 2009)

arel inter aliai the main factorgeading to online shopping cart abandonment.

With the spread of the Internetds commerci al
all ows companies to collect unbiased infor mat
of past usge behaviors comprised by log files and resulting clickstream data can be analyzed by
marketers to gain valuable insights. In this context, clickstream data have frequently been modeled
to derive implications for website design or advertising efforts (eeesxample, Chatterjee et al.
(2003)and Montgomery et a(2004) and further, to predict con:
garding purchase (see, for example, Bucklin and Sisn@2d@3)and Moe and Fad€2004a).

Thus, the antecedents of online gpimg cart abandonment are well understood by behavioral litera-
ture and clickstream data has been studied by
i or . The rise of the Internet and t h®elleanda of
Noonan, 2017; Lycett, 2018f the organizational environment yielding the field of business intelli-
gence comprising data analytics and predictive analytics appro@ches et al., 2012However,

despite the richness of clickstream data, primpgping cart abandonment literature still lacks data
driven methods based on machine learning which make use of this information source to predict such
abandoning customers. This might be due to the insufficient awareness of suitable intelligent ap-

proachedo extract knowledge from the steadily growing volumes of (Fdglyad et al., 1996)
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To address this research gap, we utilize clickstream data of a leading German online retailer to train
and subsequently compare different machine learning approacttae farediction of online shop-

ping cart abandonment (i.e., treased methods (more specifically, adaptive boosting, boosted lo-
gistic regression, decision tree, gradient boosting with regularization, gradient boosting, gradient
boosting with dropout, raman forest, and stochastic gradient boostingyekrest neighbor, naive
bayes, multlayer perceptron with dropout, and a support vector machine with radial basis kernel).
We successfully implement these machine learning methods for online shoppingaondadrabent
prediction and compare them with logistic regression as a standardaurine learning benchmark

model regarding their predictive performance.

Our paper makes several key contributions to the preceding literature. By combining the research
fields of both shopping cart abandonment as well as clickstream data analysis with machine learning
approaches, we particularly shed light on the practicability of machine learning methods in this ap-
plication context, as this was neglected by prior researcthdfuwe provide insights into the char-
acteristics of customers abandoning their shopping cart based on clickstream data that is unsuscepti-
ble to selfselection, relatively unobtrusive, and easy to gather. We extensively review literature on
classification methods to identify shopping cart abandonments and present validation procedures as
well as performance metrics for such methods. Our findings can be useful both for marketing intelli-
gence research by extending the field of machine learning applicetioraketing contexts through
automatically predicting online shopping cart abandoners and for practitioners to actively prevent
such abandonments by several real time reactions, e. g. provididgneglurchase incentives, and

moreover, to gain insightato machine learning methods.

The remainder of this paper is organized as follows: the subsequent section describes the related work
on online shopping cart abandonment and clickstream data. Further, Section 3 summarizes the back-
ground on machine learrgrapproaches for classification. Section 4 outlines the methodology com-
prising a preliminary data analysis and the research design. In Section 5 and 6, we present the findings
and discuss both theoretical and practical implications, limitations, as wdileations for future

researchFinally, Section 7 draws a conclusion.
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2 Related Work
2.1 Online Shopping Cart Abandonment

The online shopping cart abandonment phenomenon causes substantial losses of turnover for online
retailers(Huang et al., 2018; Ramma et al., 2009esulting in a weakened position within their
competitive environment. Therefore, extant marketing literature addressed this problem by drawing
on a behavioral perspective to identify and understand essential determinants of onpireysterp
abandonment: Rajamma, Paswan, and Hossain (2009) focused on potential inhibitors at the checkout
stage and found increased perceived transaction inconvenience (e.g., long registration forms) and
high perceived risk (e.g., perceived security dbiimation asked) to enhance online shopping cart
abandonment. Partially, these findings seem to be applicable to new customers which are unfamiliar
with the checkout process. Similarfiukar-Kinney and Close, 2010ndings indicate that privacy
intrusion and security concerns rather | ead
stationary offline store. Further, they found the entertainment value of shopping carts, the use of
shopping carts as an orgaaition tool, the wait for sale, and the concerns about costs to be antecedents
of shopping cart abandonmeiiukar-Kinney and Close, 2010T heir identified determinants were
supported by Close and Kukdinney(2010)pr ovi ng t hat c u saddaemstothd t er
online shopping cart for reasons other than immediate purchasmteealiai due to organizational
purposes. Huang, Korfiatis, and Chd8618)focused on mobile shopping cart abandonment in their
study. They found intrapersonal (j.eonflicts regarding mobile shopping attributes and low self
efficacy regarding mobile shopping) and inter
toselfatti tudes) conflicts to disturb couwrsimmer so
plying shopping cart abandonment. Overall, their findings indicate that the utilized device for online
shopping might impact purchase behavior as well. Cho, Kang, and C2{&6) proved that con-
sumer s6 confusion by i rdnsciousreess,negativeopaseeaxdererces, in- h i
tention to conduct price comparisons, and unreliable websites are likely to trigger online shopping

cart abandonmeht

1 Cho, Kang, and Cheq2006)defined online shopping cart abandonment rather as a hesitation reaction which implies
that the customer actively drops items placed in his/her shopping cart. Thus, their definition differs slightly from the
definition of KukarKinney and Close (2010), wth was used in this study for an understanding of shopping cart aban-
donment.
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2.2 Clickstream Data

Drawing on a more holistic perspective of online shopping behavitihefuliterature shifted away

from explanatory behavioral approaches to -gat@en methods predicting online purchase behavior

in general. Typically, such predictions are based on clickstream data (see, e.g., Moe and Fader
(20044a) Sismeiro and Bucklif2004), or van den Poel and Bucki005). Clickstream data model

the navigation path a customer takes through the online (8haptgomery, 2001; Montgomery et

al., 2004)and can be extracted from log files which register all requests and informatioerreehsf

bet ween the customer s comput er (Backlidant Sismeiro,0 mp a
2003)

Examples for using clickstream data to predict online shopping behavibrirger alia- Moe and
Fader(2004aywh o proposed a conversion model predict
purchase based on purchase and visit history. The same giMloerand Fader, 2004k)so devel-

oped a model for evolving visiting behavior and further, they examined the relationship between
visiting frequency and purchasing propensity. They found consumers visiting@nmeerce site

more frequently to have a greater propensity to (Myge and Fader, 2004byan den Poel and
Buckinx (2005)predicted purchase behavior and investigated the contribution of different variables:
they proved (1) general clickstream variables (i.e., number of days since last gisppead of click-

stream behavior during last visit), (2) more detailed clickstream variables (i.e., number of accessories
(and personal pages and products respectively) viewed during last visit), (3) demographic variables
(i.e., gender and the fact of supiplg personal information), and (4) historical purchase behavior (i.e.,
number of days since last purchase and number of past purchases) to be meaningful predictors. Mont-
gomery et al.Z004)set up different models to predict purchase conversion prolyajlimodeling

path information.

Moreover, clickstream data was frequently utilized by research to predict not only purchase behavior
but further similar outcome variables. For instance, Bucklin and Sis(26i@3)investigated drivers
affectingthelengto f t i me spent viewing a website and t
or to exit the website. Sismeiro and BucK©04)decomposed the purchase process into sequences
that must be completed for a purchase to take place (i.e., completion offprodfiguration, input

of personal information, and order confirmation with provision of credit card data) and predicted the
probability of completion for each task with covariates of browsing behavior, repeat visitation, use

of decision aids, input effg and information gathering.
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3 Machine Learning Approaches for Classification

Overall, ecommerce as a research subject is suitable for the application of machine learning ap-
proaches as proposed by Kohavi and Prov2@91) online retailers can easilyhd inexpensively

collect rich data with respect to the online behavior of customers (i.e., clickstream data) and, further,
implement data mining and machine learning applications since political and social barriers are sub-
stantially lower than for traditiwal businesses. Consequently, typical problems for successfully ap-
plying machine learning (i.e., the need for a large volume of controlled and reliable data, data with
sufficient descriptions, the ability to evaluate results, and to integrate applicaticeessfully) are

reduced by the characteristics ef@mmerce environmeiiKohavi and Provost, 2001)

Machine learning constitutes a new paradigm within data science research and emerged in the course
of the artificial intelligence era, which, in turn, was first coined by Sar(i889)describing it as

At he programming of a di gviatyalwhd carhputi dr dtom eb ehy
woul d be described as i nvol vi tegring may beundersteod s o
as the automatic search for more useful representations of data regarding a spe(@iuoigestkand
Allaire, 2018) Machine learning algorithms and systems are consequently trained rather than explic-
itly programmed. During this process, these systems find statistical structure in given examples which
are relevant to the task and derive rules for automatingskausing guidance from a feedback signal

(Cui et al., 2006)Thereby, classification algorithms are types of supervised learning approaches
within machine learning which predict a qualitative response for an observation, i.e., they assign an
observationd a categoryJames et al., 2013Formally, let & ho bet a training set, wherg N

miplgh8 i) p is the class membership atd s is the vector of predictor values, then the task

is to learn a function to predict the class labefrom @ . Thereby ¢ in case of binary classifi-

cation andd ¢ in case of multiclass classification tasks.

Drawing on the online shopping cartastdlonment problem, the prediction of purchasers ane non
purchasers (i.e., customers abandoning their shopping cart) can be considered a binary classification
task.Common machine learning approaches for binary classification intlunder aliai treebasd

methods, support vector machines, naive bayegakest neighbor, and neural networks. The ap-

proaches are explained in detail hereinafter.
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3.1 TreeBased Approaches

One of the most common machine learning approaches ailgaised methods which descend from
single decision trees, as proposed by Breiman €1284) Basically, decision trees are flowchart

|l i ke structur-elssedhatuilgesneamdetliefeby allow fo
Thereby, classification and regression tree models follow a recursidotap approach in which

binary trees ainto partition the predictor spaaeith predictor variableso 8 foo into subsets in

which the distribution of the dependent variablis successively more homogeneous (Chipman et

al., 1998).

Generally, single decision trees have the advantage of éasygo interpret and to understand (Moro

et al., 2014). However, they frequently lead to overfiiting), the model learns to identify specific
characteristics of the training data which are irrelevant or even obstructive for the classification of
unkrmown data (Friedman, 2001; Srivastava et al., 2014). This resultsawbacks of predictive
performance and less expressiveness of the models. Ensemble learning metbodsttiat several
individually trained decision treesd combineheir resultsnto a classifier outperforming the single
predictions(Opitz and Maclin, 1999; Rokach, 201@gay offer a solution to this problenn this

context, two widely used methods of aggregating trees are boosting and bagging.

In boosting, a family of algorithms converts weak learners (i.e., models that achieve accuracy just
above random guessing) to strong learners with a powerful predictive capacity. The idea is to train
weak learners sequentially with each weak learner trigingprrect its predecess(Bchapire et al.,
1998).Thus, each decision tree is built using feedback from previously grown trees (James et al.,
2013) . Popul ar boosting algorithms include ac
1997), boostedpi st i c regression fALogitBoosto (Friedm
iGBo0 (Friedman, 2001, 2002), and stochRosti c
instance, AdaBoost as a basic boosting algorithm makes predicitions by comthmiagtput of

weak learners to a weighted sum atting higher weights on incorrectly classified instances

W sign| Q w

2The concepts of AdaBoost, LogitBoost, and gradient boosting are closely related as all approaches produce an ensemble
of weak learners bitin contrast to AdaBoost and LogitBsti gr adi ent boosting model s min
adding weak learners sequentially using a procedure similar to gradient descent, i.e., it allows arbitrary differestiable los
functions to be used.
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with the weak hypothesi® detected by the weak learner and its importance

In contrast to boosting, bagging (or bootstrap aggregating) grows successive trees independently from
earlier trees, i.e., each tree is constructed using a bootstrap sample of the data and, lagortey, a m

vote is taken for prediction (Breiman, 1996). Random forests add an additional layer of randomness
to bagging and change how the trees are constructed: in standard decision trees each node is split
using the best split among all predictor variablgreas in random forests the nodes are split using

the best among a subset of predictors randomly chosen at that node (Breiman, 2001; Liaw and Wiener,
2002). Due to the recursive structure of tb@sed methods they often capture interaction effects
between variables. However, since we focus on the performane of the models and not the importance

of specific variables, we will not consider interaction effects further in our study.

Overall, treebased methods have been found to outperform other estabdipheshches across a
variety of different classification tasks such as IP traffic flow classification (Williams et al., 2006),
customer churn prediction (Vafeiadis et al., 2015}, similar to our context prediction of online
purchase intention (Boginet al., 2019; Boroujerdi et al., 2014; Zheng and Liu, 2018). They are
particularly favorable since ensemble methods are able to reduce both bias and variance of the single
learning algorithms: While individual models may get stuck in local minima, a veeigbimbination

of several different local minimiaproduced by ensemble methddare able to minimize the risk of

choosing the wrong local minimum (Dietterich, 2002).

3.2 Support Vector Machines

Aside from treebased methods, support vector machines anegful tools for classification tasks
(James et al., 2013The basic support vector machine is solving pattern recognition problems by
mapping data into a multidimensional input space and constructing an optimal hyperplane that sepa-
rates the space intmmogenous partitiodgCortes and Vapnik, 1995; Vapnik, 198Pyedictions of

new instances are then classified into those partitions. The support vector machine aims at construct-

ing aclassifier in the form of

w sign oydmw 0

3 A hyperplane is defined as a flat affine spdse of dimensiory  p with 1} being the number of dimensions (i.e., the
number of considered predictor variables) (James et al
two-dimensional (i.e., two predictor variables) and a $inghane if the space is threimensional (i.e., three predictor
variables).
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wherg are positive real constantsjs a real constant, and Arepfesents the hyperplane (e.g.,
y(afw) c=win case of a linear support vector machi@)ykens and Vandewalle, 1999side

from the linear casd3oser, Guyon, and Vapn{d992)proposed a ncfinear classifier by applying

the secalled kernel trick which allows the algorithm to fit the hyperplane in a transformed feature

space.

We used a support vector machine with aatiasis kernel for the comparison of machine learning
models. However, support vector machines may become computationally infeasible on very large

datasets like clickstream ddtadHeureux et al., 2017).

3.3 Na' ve Bayes

The na’  ve bayesclappgiofaicehr ilsasae d amn cappl ying t
assumption that the attributes are conditionally indeperiBedia et al., 1973)'he classifier assigns

a new case to a class lalbel 0 by deriving the maximum a posteriori probability:
©w AOCA@O N wso
8 h

Naive bayes as a generative classifier is frequently utilized for classification tasks due to its simplic-
ity, efficiency, and efficacyMuhammad and Yan, 2015)

3.4 K-Nearest Neighbor

Another basic approach, thenkarest neighbor algorithm, classifiesabservation by a majority
vote of t he ob s@ovevandHad, 494 herurmderlging assumption of the algo-

rithm is that observations which lay closely together within the predictor space (i.e., neighbors) will
have the same class label.uBhthe classifier weights the class of the nearest neighbors strikingly
high in order to predict the class label of an unclassified sai@pher and Hart, 1967The class is

thereby assigned by taking the majority vote ofkimearest neighbors, withbeing the number of
neighbors that are considered during the classification task. The nearest neighbors are determined
with the help of arbitrary distance furmtis (e.g., Euclidian distan&&8). For new observations

ot the nearest neighbo o within the training set is defined by
Q o I EQaho

andw 1 the class of the nearest neighbds selected as prediction fareo andw describe

the @ nearest neighbor ofand its class membership
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K-nearest neighbor as a local learning approach may be suitable for online shopping cart abandon-
ment prediction tasks since it is able to alleviate the challenge of imbalancé'idataeux et al.,
2017)

3.5 Artificial Neural Networks

Artificial neural networksare highly parallelized computer systems comprising process units (i.e.,
neurons) located on process layers with numerous weighted interconnections performing a learning
process to create meaningful data representatiams et al., 1996)Regarthg the concept ofekp
learning, artificial neural networks may use a number of hidden process layers (the depth of a
network) between input and output layer containing -ivogar operations in hierarchical
architectures to learn characteristics and remsgpatterns from given data (Bengio, 2009; Deng,
2011; Hinton et al., 2006). The concept of learning within deep learning (or artificial neural networks,
respectively) describes a process of updating the network architecture and the weights of the neuron
connections (Jain et al.,, 1996). To improve the performance, the optimizer is implementing a
backpropagation algorithm to minimize the discrepancy between the actual and the target output
vector (i.e., the loss score) by adjusting the weights (Rumelhalrt #986; Schmidhuber, 2015). To

avoid oveytting, a regularization method called dropout can be integrated in the network which

randomly sets a share of its output per layer to zero (Srivastava et al., 2014).

Concerning their connection structure (i.e., topology), neural network architectures can be distin-
guished betweeffeedforward networks (e.g., mulyer perceptrons (Deng, 2011; Zhang et al.,
2018)) with neuron connections running to the output layerliaaytg and recurrent networks (e.qg.,

long shortterm memories (Hochreiter and Schmidhuber, 1997)) containing backward connections to
build cyclic architectures (Jain et al., 1996; Schmidhuber, 2015). The most commonly used

feedforward neural networksmulti-layer perceptrons can be defined as

W T Far [N

where"Qlenotes the number of inputdOis the number of hidden nodes in the network, the weights
T Th withf 1 BHR andr MK  are for the hidden and output layer
respectively;QJ is the transfer function (e.g., sigmoid logistic), ancas well ag are the biases

of each node (Zhang et al., 1998).
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Multi-layer perceptrons were found to outperform other machine leaapimgpaches for purchase
intention prediction only after balancing the class distribution with oversampling (Sakar et al., 2019)

since deep learning approaches are frequently sensitive to class imbalance (L'Heureux et al., 2017).

4 Methodology

4.1 Preprocesing and Preliminary Data Analysis

The purpose of this study is to predict shopping cart abandonment by making use of machine learning.
The machine learning models explained in Section 3 are compared to find the best classifier for this
task. Theclickstream data were gathered from server log files of a leading German online retailer
which primarily distributes fashiolhe data were created by the online retailer through extracting
the customersodé chronol ogi c aallogdilesl Hachég fdetoloservaa c t |
tion comprised one action or activity (e.g., a click) of a certain customer such as adding a product to
the cart or clicking on a product to view its
session wex assigned to summarizing variables. Hence, all activities of a customer were aggregated
to one observation with different variables describing the session. Thereby, a session is a period of
sustained web browsing or auntsthequseeexits the online shape wu
(Montgomery et al., 2004 he data comprise 3,511,037 observations or sessions between February
1, 2019 and April 30, 2019, i.e., three months. Further, dktee cbntain 18 explanatory variables for

each observation or session listed in Table 1 many of which are consistent with van den Poel and
B u ¢ k (200%)6ndings. We are only interested in visitors who made use of the virhaEng

cart during the session, i.e., who placed item(s) in their cart. In line with Close andKdnkay

(2010), shopping cart usage is thus defined as necessary precondition for shopping cart abandonment.
Thus, we filtered out customers which did add any items to their shopping cart during the session,
so-called justbrowsing customers, and 821,048 observations (23,38%) rem#lifeechodeled the
dependent variablieshopping cart abandonménas a dummy variable using the information about
thecusts mer 6 s compil ed and ordered shopping carts

ing the session:

carts>0 &
carts>0 &

pi f number of compil ed

Y nmi f number of compiled
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Our data contain 520,653 (63.41%) observations of shopping cart abandonmentspi@rchasers
respectively) and 300,395 (36.59%) observations of purchasers. Henceatet atelatively bal-
anced. We excluded the variable for the number of ordered shopping carts (BASKETS_BB) and the
value of ordered shopping carts (VALUE_BB) further for predic¢tion

Table 1: Variables of Clickstream Data.

Variable Index Description

_ Dependent dummy variable capturing cus-
Shopping Cart Abandon- SCA ﬁgyszé aK2LILMAy3 A()|A NJJ
ment g PEA AOOOI i A0 AAAT Al

ni OEAOxEOAS
Number of Ordered Shop Metric predictor variable capturing the number

. BASKETS BB 2F AK2LJWIMAy3 OF NIia 2NR
ping Carts - .
session
. Metric predictor variable capturing the number
Number of Compiled BASKETS of shopping carts compiled during the cus-

Shopping Carts i2YSNDRa aSaarzy

Metric predictor variable capturing the number
2F f23Ay4a Rd2NAy3 GKS
Number of Existing Cus- Metric predictor variable capturing the number
G2YSNBRQ [ 23) of logins of existing customers to the second st
ond Step of the Ordering "OCS-CUST_STEPZ o ™ i & LIdNDKF 24y 3 LINE
Process session

Number of New Custom- Metric predictor variable capturing the number
SNEQ [23AYya . of loginsof new customers to the second step ¢
Step of the Ordering Pro- LOGS_NEWCUST_STEPZ i ¢’ LideNDK b & A y3a LINROSaA

Number of bgins LOGS

cess session
Metric predictor variable capturing the number
Number of Overall Page o 2F 208Nl tt LI} IS OASHA
Viewings ;
session
. Metric predictor variable capturing the number
Number of Shopping Cart PIS_AP of shopping carts page viewings during the cus

Page Viewings i2YSNDa aSaarzy

Metric predictor variable capturing the number
PIS_DV of detailed product page viewings during the cu
G2YSNDRa aSaarzy
Metric predictor variable capturing the number
of category overview page viewings (i.e., all

Number of Detailed Prod-
uct Page Viewings

Number of Category

Overview Page Viewings PIS_PL products within a category) during the cus-
G2YSNa asSaa
Metric predictor variable capturing the number
Number of Department PIS SHOPS of department page viewings (i.e,., aIIAcate,gorie
Page Viewings - gAUKAY | RSLI NUYSYyQoL
sion
Number of Detailed Prod- Metric predictor variable capturing the number
uct Page Viewings Using PIS_SDV of detailed product page viewings after using tt
Search Function aSIHNOK Fdzy OliA2y RdzZNRY

“These variables are values referring to -ankedorpedigiono mer s ¢
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Variable Index Description
Number of Search Result Metric predictor variable capturllng .theunnbe'r
Page Viewings PIS_SR of overall search results page viewings during 1
g 9 Odza 12 YSNDE &45aaArzy
Metric predictor variable capturing different
il:l}ugrl]t())er ?r]: Pg);rl:d Types POSITIONS product types in the shopping cart during the
PPINg Oda 2 YSNDRA aSaarzy
. Metric predictor variable capturing the number
Nilrjlmtégrff Itemsn Shop- QUANTITY of items in the shopping cart during the cus-
ping Gi2YSNDa adaarzy
i Metric predictor variable capturing the value of
Value of Ordered Shop VALUE_BB shopping carts ordereBR dzZNA y3 G K S
ping Carts .
session
Predictor dummy variable capturing new cus-
tomers
N NEW T . - o a oA s N
ew Customer " CUS ) pEE TAx ABOOT I Aon
e mi OEAOxEOAB
Predictor dummy variable capturirgistomers
Accessing Online Shop vi that access the online shop via desktop
WEB T s PRI PPN S o
Desktop _CUS 8 pEL AAAAOOET ¢ OEA
PX mi OEAOXEOAS
_ _ _ Predictor dummy variable capturing customers
Accessing Online Shop vi MOBILE_CUST that access the online shoga mobile phone

Mobile Phone

8 pEA AAAAOOEI ¢ OEA
PY i OEAOXxEOAS

Figure 1 illustrates the relationship between the page viewing and login variables by demonstrating

t he

cust omer 6 sonlné shapkteetcustrmemtypically statisebrowsing departments

(PIS_SHOPS), then selects a certain category within a department (PIS_PL), and further, chooses a

certain product

can either directly sign in (LOGS) or check the items in the shopping cart (PIS_AP) first and then
sign in and hence, proceed to the second step qfutehasing process (LOGS _CUST_STEP2 or

Wi

t hi

n a category

(P1 S gbe/) .

(PIS_SR) to look systematically for a specific product (PIS_SDV). To make a purchase, the customer

@)

LOGS_NEWCUST_STEP2). However, signing in to the second step of the purchasing process does

not necessarily lead to a purchase of the customer.
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PIS SHOPS PIS SR
PIS PL
PIS|' " p1s DV PIS SDV
PIS_AP
LOGS

LOGS_(NEW)CUST STEP2

Figure 1: Main Clickstream of Customers in the Online Shop.
Note:L OGS = Number of Logins, LOGS_CUST_STEP2 = Number ol
of the Ordering Process, LOGS_ _NEWCUST_ _STEP2 = WWamber c
Ordering Process, PISNumber of Overall Page Viewings, PIS_AP = Number of Shopping Cart Page Viewings,
PIS_DV = Number of Detailed Product Page Viewings, PIS_PL = Number of Category Overview Page Viewings,
PIS_SDV = Number of Detailed Product Pagewings Using Search Function, PIS_SHOPS = Number of Department
Page Viewings, PIS_SR = Number of Search Results Page Viewings.
Nevertheless, with respect to the descriptive statistics in Table 2, we find that existing customers (or
new customers respectlyewhich subsequently make a purchase sign in to the second step of the
ordering process approximately 5.93 times (or 4.46 times respectively) more often tpancias-
ers. Generally, purchasers sign in more often (1.03 logins on average) thparc@sers (0.93
logins on average). This might indicate that the cause for shopping cart abandonment frequently oc-

curs before the customer proceeds to the checkout stage.

Furthermore, the number of purchaserso-porver al
chasers on average. Overall, customers abandoning their shopping cart browse less pages than pur
chasers r egar dl ess of t he pag arsréveals yhat ¢here dPeasignificantu | a |
differences regarding the number of page viewings between purchasers and abandoners: the median
of abandonersd overall page viewings is 12, 1
page viewings. In conta s t , purchasersdéd median for over al

viewings, andor example2 for shopping cart viewings.

On average, purchasers add more items and different product types (3.48 and 3.38 respectively) to

their shopping cathan norpurchasers (2.95 and 2.88 respectively).
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There is a larger absolute (48,839) and relative (9.38%) proportion of new customers among the ob-
servations of shopping cart abandonments than among those making a purchase (15,387 observations
or 5.12% repectively). Moreover, there is a larger proportion of mobile shoppers among customers
abandoning their shopping cart (45.85%) compared to the observations of purchasers (28.1%). The
latter descriptive findings are consistent with the results of precel@gyioral) research: e.g., as
argued earlier, Huang, Korfiatis, and Chg2618) proved that online shopping cart abandonment
occurs more frequently for customers using a mobile device due to high emotional ambivalence. Moe
and Fade(2004a)found that’ among new customersonline conversion rate is lower as purchasing

thresholds and perceived risks are high for unexperienced visitors.

Table 2: Descriptive Statistics of Clickstream Data.

Observations of Shopping Cart Abandon- Observations of Purchasers
Variable ments (h=520,653) (n=300,395)

Mean SD Median Min Max Mean SD Median Min Max
BASKETS 0.99 011 1 0 2 1.09 040 1 0 49
LOGS 0.93 027 1 0 2 1.03 021 1 0 2
LOGS_CUST_ 0.06 023 O 0 1 032 047 O 0 1
STEP2
LOGS_NEWCUSTO0.02 013 O 0 1 007 026 O 0 1
STEP2
PIS 22,26 27.47 12 1 513 46.45 37.06 35 2 593
PIS_AP 1.05 217 0 0 71 3.06 342 2 0 57
PIS DV 3.42 748 0 0 200 6.53 9.76 3 0 203
PIS_PL 3.99 1137 0 0 279 875 17.00 1 0 315
PIS_SHOPS 7.68 1755 1 0 405 15.87 25.14 6 0 396
PIS_SDV 1.40 392 O 0 142 313 546 1 0 127
PIS_SR 2.82 748 0 0 222 571 10.18 2 0 208
POSITIONS 2.88 331 2 1 66 338 331 2 1 111
QUANTITY 2.95 355 2 1 143 348 349 2 1 143

Counts Proportion Counts Proportion
NEW_CUST 48,839 9.38% 15,387 5.12%
WEB_CUST 214,455 41.29% 171,789 57.19%
MOBILE_CUST 238,694 45.85% 84,401 28.1%

Note: BASKETS = Number of Carts CompilddDGS = Number of Logins, LOGS_CUST_STEP2 = Number of Existing
Customersé Logins to the Second Step of the Ordering P
ersd Logins to the SecoMOBILEItGIST =oCustomdr &ccedsingagiMobile BhonBr oc e s
NEW_CUST = New CustomeRIS =Number of Overall Page Viewings, PIS_AP = Number of Shopping Cart Page
Viewings, PIS_DV = Number of Detailed Product Page Viewings, PIS_PL = Number of Category Overview Page View-
ings, PIS_SDV = Number of Detad Product Page Viewings Using Search Function, PIS_SHOPS = Number of Depart-
ment Page Viewings, PIS_SR = Number of Search Results Page Viewings, POSITIONS = Number of Product Types,
QUANTITY = Number of Iltems, WEB_CUST = Customer Accessing via Desktop.

4.2 Experimental Setup

Since each machine learning approach and its subsequent refinements and modifications exhibit in-
dividual strengths and weaknesses in dependence of the underlying data and the requested task it is
highly recommended in the machine leagnliterature to compare and test different algorithms
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(Moro et al., 2014; Razi and Athappilly, 2009hus, we compared different models of those pro-

posed in Section 3 to predict shopping cart abandonment for our data, listed in Table 3. Additionally,

weincluded a standard logistic regression model in our comparison serving agactune learning

benchmark method.

Table 3: Machine Learning Approaches for Comparison.

Approach

Description

Adaptive Boosting (AdaBoost)

Boosted Logistic Regression (LogitBoost)

Decision Tree (DT)

Gradient Boosting (Linear Base Learner) wi
L1 and L2 Regularization (GBReg)

Gradient Boosting (Tree Base Learner)
(GBTree)

Gradient Boosting (Tree Base Learner) with
Dropout (GBDropout)

k-Nearest Neighbor (KNN)

Multi-Layer Perceptron Network with Drop-
out (MLPDropout)

Naive Bayes (NB)

Random Forest (RF)

Stochastic Gradnt Boosting (SGB)

Support Vector Machine with Radial Basis
Kernel (SVMRadial)

Ensemble of weak learners, algorithputs higher weights
on incorrectly classified instances

Algorithm applies logistic regression techniques to the
AdaBoost method by minimizing the logistic loss

Algorithm recursively partitions the predictor spao¢o
subsets in which the distribution of the dependent variab
is successively more homogeneous

Ensembd of weak learners (with linear base learners),
algorithm applies L1 (Lasso Regression) and L2 (Ridge
Regression) Regularization

Ensemble of weak learners (with tree base learners),
algorithm minimizesthem@ St Qa f 2aa o @&
learners sequentially using a gradient descent like
procedure

See GBTree, but the algorithm randomly drops boosting
tree members

Algorithm classifies an observation by assigning it to the
class most common among @Bnearest neighbors

Feedforward Neural Network with dropout regularization
technique

lfA2NAGKY A& olaSR 2y GKS
observationby deriving the maximum a posteriori probabi
ity

Ensemble of decision trees, algorittpredicts new data by
aggregating the predictions of the trees

Algorithm fits base learner at each iteration on the
subsample of the datg instead of the full; drawn at
random without replacement

Support vector machine implementation with radial basis
kernel

To estimate and, hence, validate the models, we randomly partitioned the data into a training and a

test subset in a 67/33 ratio, i.e., 67% (or 550,098 observatiepsctively) of the data are used as

training data and 33% (or 270,950 observations respectively) are used as test data.
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We performedQfold crossvalidation with the training data to fit the models and optimized their
hyperparameters respectivé{yeis®r, 1975; Stone, 1974he sample, i.e., the training data, is ran-
domly split into'Qequal sized subsamplesfi 8 A . Of the'Qsubsamples, one single subsample

is retained as validation data to test the fitted model subsequently and the reffrirprambsam-

ples are used as training data to fit the model. This step is ref@aeses with each of th&sub-

samples serving as validation data once. Drawing on machine learning lit€@tupeis fre-

quently utilized since it provides an adequate tadef bet ween met hodds vari
(le,tradeof f bet ween the estimated par ame(Badley,s e Xy
1997; Breiman, 1996; Kohavi, 1995; Tibshirandal'ibshirani, 2009; Zhang, 1993)hus, we applied

10-fold crossvalidation.

Further, to validate and evaluate our model so
rics that indicate the model s08 pthecthssifier labele a b i
observations as either positive or negative. Consequently, the classification procedure yields four
different outputs in gax, confusion matrix: the sample is either correctly classified as positive (true
positive (TP)), correctlylassified as negative (true negative (TN)), falsely classified as positive (false
positive (FP) or Type Il error), or falsely classified as negative (false negative (FN) or Type | error).
Thereby, accuracy is one of the most commonly used measures $ificadtion performance due to

its simplicity (see e.g., Kohay1995). It is the ratio between correctly classified samples to the total

number of samples:

Accu r'_l'%’;}ﬁT:
4

However, recent research shifted away from solely presenting accuracy results since accuracy as-
sumes balanced class distribution and equal error costs (i.e., Type | errors are equivalent to Type Il
errors) which is rarely the case in real world applicati@avis and Goadrich, 2006; Provost and
Fawcett, 1997)To address these problems, a receiver operating characteristics (ROC) curve and thus,
the area under the ROC curve (AUGhave been increasingly used by the machine learning commu-
nity since they ar@nsensitive to changes in class distributions and soabgiant(Bradley, 1997;
Fawcett, 2006)A ROC graph is a twdimensional depiction of classification performance to meas-
ure different <cl assi fi er =sofibeeen beefits (ina, true positivesn d ¢
and costs (i.e., false positivg§awcett, 2006)It is created by plotting the true positive rate (TPR)

51n literature, the area under the ROC curve is fretipeeferred to as AUROC instead of AUC.
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(or sensitivity or recall respectively) against the false positive rate (FPR) (arp e c irdspec-i t y
tively) (Bradley,1997; Fawcett, 2006; Hand, 2009; Provost and Fawcett, 2001)

TPR=SensitiyiRARREcail Hi=6peygtil city=

The cl assifierodos AUC value is a portion of th
1.0 (perfect classcation). It should be higher than 0.5 which equals the AUC of an uninformative
classifier(Bradley, 1997; Fawcett, 2006)n important statistical property of the AUC is that a clas-
sifierdéds AUC is equival ent tamkatahdemlypchoseb pobitivé i t vy

observation higher than a randomly chosen negative obser{atiomcett, 2006)

An alternate performance measure iskp&core comprising both precision and recall:

Precision A Recall

. TR — Pk
Prec ITE+mﬁl_ 2Preci sion+Recall

|l deally, the performance measure is chosen by
misleading conclusions. Since our data is relatively balanced it seems reasonable to consider accuracy
as a basic perforamce metric. However, as we intend to convert customers abandoning their shop-
ping carts into purchasers our main aim is to correctly classify actual positives (i.e., observations of
shopping cart abandonments) by minimizing the Type | error. Consequbathjigher the recall the

less false negatives (i.e., shopping cart abandonments classified as purchasers) have been predictec
Besides, we intend to maximize the proportion of actual positives among the predicted positives by
minimizing the Type Il erron.e., purchasing customers should not be classified apwmahasers.

Thus, the higher the precision the less false positives have been predictég-Sdoeeconsiders

the tradeoff between recall and precision. Therefore, we determineB;tseore recall, and preci-

sion as our main performance metrics for the test data. Additionally, to yield valid results, we con-
sidered the ROC curve or the AUC respectively as a performance metric since it is a common measure
of separability capturing the traadf between both TPR (or sensitivity or recall respectively, analo-

gous toF-Scorg and FPR (i.e., how many negative instances are falsely classified as positive among
the negative instances). For the training data, the best classifier during hyperparanmeizatagt

was automatically chosen based on the AUC values.

Although prediction accuracy (i.e., AUE;-Score, and accuracyg frequently the main decision
criterion when comparing different machine | e

computation time and computation effort (e.g., numbers of hyperparameters to be optimized) is of
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similar importance regardingehapplication in practice and should therefore be considered as well
(DoshiVelez and Kim, 2017; Guidotti et al., 2019; Tambe et al., 2019)

5 Findings

Drawing on the training results in Table 4, gradient boosting with regularizatigperformed the
remaining approaches with an AUC of 0.9008. T
rameters did not include the lasso regression technique (L1 regularization) but made use of the ridge
regression technique (L2 regularizationpeTgradient boosting with tree base learners and random
forest yielded comparable results (AUC of 0.8953 and 0.8&kectively) whereas naive bayes and
boosted logistic regression realized the lowest AUC vdllil8218 and 0.8381 respectively).

Regardingestimation time, the benchmark logistic regression, decision tree, and boosted logistic re-
gression performed the fastestfbl cross validation to optimize the hyperparameters (20.3, 225.07,
and 380.0 seconds respectively). The support vector machinadaptive boosting were the most
time-consuming models to estimate (1,306,838.6 and 703,903.9 seconds respectively). Gradient
boosting with regularization yielded a moderate estimation time (4,021.28 seconds) and thus, pro-

vides an appropriate traadf between AUC and estimation time.

Table 4: Training Data Results.

Model Fitted Parameters AUC




Parameter Fitted Value Estimation Time
(Seconds)
LogisticRegression 0.8003 20.3
Number of Trees 50
AdaBoost Method Adaboost M1 0.8698 703,903.9
LogitBoost Number of Boosting Iterations 21 0.8381 380.0
DT Complexity Parameter 0.0129 0.7988 225.07
Number of Boosting Iterations 150
L2 Regularization 0.1
GBReg L1 Regularization 0 0.9008 4,021.28
Learning Rate 0.3
Number of Boosting Iterations 150
Maximum Tree Depth 3
Shrinkage 0.4
GBTree Minimum Loss Reduction 0 0.8953 6.701.14
Subsample Ratio of Columns 0.8
Minimum Sum of Instance 1
Weight
Subsample Percentage 1
Number of Boosting Iterations 150
Maximum Tree Depth 3
Shrinkage 04
Minimum Loss Reduction 0
GBDropout Subsample Ratio of Columns 0.8 0.8952  49,794.27
Minimum Sum of Instance 1
Weight
Subsample Percentage 0.75
Fraction of Treedropped 0.01
Probability of Skipping Dropou 0.95
Maximum Number of Neigh- 30
KNN bors 0.8828  127,773.4
Distance 2
Kernel Optimal
Number of Hidden Units 768
Dropout Rate 0.35
Batch Size 64
MLPDropout Learning Rate 0.000006 0.8807  218,894.0
Rho 0.2
Learning Rate Decay 0
Activation Function Sigmoid
Epochs 30
Laplace Correction 0
NB Distribution Type Kemel Density 4 515 5757.49
Estimation
Bandwidth Adjustment 0.3
Number of Randomly Selected
Predictors 14
RF Splitting Rule Gini 0.8954  171,587.7
Minimal Node Size 35
SGB Number of Boosting Iterations 150 0.8800 2,033.17

6 With 40 GB RAM.

110



111

Maximum Tree Depth 3
Shrinkage 0.1
Minimum Terminal Node Size 10
SVMRadial Sigma 0.1818 0.8808  1,306,838.6
Cost 0.5

Note: The highest AUC value is marked in bold. AdaBoost = Adaptive Boosting, DT = Decision Tree, GBDropout =
Gradient Boosting with Dropout, GBReg = Gradient Boosting with L1 and L2 Regularization, GBTree = Gradient Boost-
ing with Tree Base Learners, KNN =Neaest Neighbor, LogitBoost = Boosted Logistic Regression, MLPDropout =
Multi-Layer Perceptron Network with Dropout, NB = Naive Bayes, RF = Random Forest, SGB = Stochastic Gradient
Boosting, SVMRadial = Support Vector Machine with Radial Basis Kernel.

Sincewe are rather interested in the fitted mode
data results in Table 5 exhibit a higher practical relevance than the preceding results: similarly to the
training data results, the gradient boosting model vatjularization was superior to the remaining
models regarding the test data. It yielded the best AUC (0.8182) and accuracy (82.29%) results. In
line with these findings, thig;-Score (0.8569) proves that the model is the most suitable approach in
our compason to balance the tradadf between precision and recall. With respect to its confusion
matrix in the Appendixthe gradient boosting model classified 28,209 abandonments falsely as pur-
chasers (16.42% of all abandonments) and 19,767 purchasers asaf@mdaespectively (19.94%

of all purchasers). This is further reflected by the model's precision (0.8790) and recall (0.8358), i.e.,
there is a high proportion of both correctly predicted abandonments among all correctly and falsely
predicted abandonmen(87.90%) and correctly predicted abandonmamtsng all actual abandon-
ments (83.58%).

Although naive bayes realized an extremely high recall (0.9996), its precision (0.6351) is just slightly
better than random guessing. This is due to its negligible Memper (i.e., 68 abandonments classified

as purchasers (0.0004% of all abandonments)) and its substantial Type Il error (i.e., 98,677 purchasers
classified as abandonments (99.52% of all purchasers)). Consequently, by focusing exclusively either
on precsion or recall, one could draw misleading conclusions regarding model selectidf.- The

Score of the naive bayes mod&l/(767)reveals that it constitutes a suboptimal choice.

Similarly, albeit the decision tree classified a high proportiqgguo¢hasers correctly and only 12,688
(i.e., 12.80% of all purchasers) wrong, it categorized 55,634 cart abandonments as purchasers (i.e.,
32.38% of all abandonments). Thus, due to its high Type | error, its recall is extremely low (0.6762),

but it realizedhe highest precision value of all models (0.9015).

Generally, our results indicate a substantial predictive ability of the modtdssel methods (i.e.,

gradient boosting with regularization (and linear base learners), gradient boosting (with tree base
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learners), gradient boosting with dropout (and tree base learners), and random forest) compared with
the remaining machine learning approaches. The latter were outperformedigseeenodels with

regard to all relevant performance metrics (AUC, accyraicgiF;-Score)’

Logistic regression as a nomachine learning benchmark approach yielded the loweStore but
realized a higher AUC value than several other machine learning approaches like boosted logistic
regression, fnearest neighbor, mulkayerperceptron, naive bayes, and support vector machine. Nev-
ertheless, it did not perform better than the-trased methods (except for adaptive boosting, decision

tree, and stochastic gradient boosting) with regard to AUC.

Moreover, the knearest neighbotgorithm as a basic machine learning approach outperformed more
sophisticated algorithms like the mtlliyer perceptron, the stochastic gradient boosting, and adap-

tive boosting with respect to its AUC value (0.7962).

Table 5: Test Data Results.

Performance Metrics

Model AUC Accuracy Precision Recall GrScore
Logistic Regression  0.8012 78.94% 0.6677 0.8454 0.7461
AdaBoost 0.7516 78.54% 0.8024 0.8777 0.8384
LogitBoost 0.7623 77.19% 0.8349 0.7981 0.8161
DT 0.7741 74.78% 0.9015 0.6762 0.7728
GBReg 0.8182 82.29% 0.8790 0.8358 0.8569
GBTree 0.8105 81.78% 0.8701 0.8377 0.8536
GBDropout 0.8123 81.84% 0.8731 0.8350 0.8536
KNN 0.7962 80.5% 0.8585 0.8290 0.8435
MLPDropout 0.7911 80.36% 0.8503 0.8378 0.8440
NB 0.5022 63.56% 0.6351 0.9996 0.7767
RF 0.8108 81.75% 0.8711 0.8359 0.8531
SGB 0.7902 80.08% 0.8521 0.8299 0.8409
SVMRadial 0.7956 81.23% 0.8479 0.8578 0.8528

Note: For each column, the highest value is marked in bold. AdaBoost = Adaptive Boosting, DT = Decision Tree,
GBDropout = Gradient Boosting with Dropout, GBReg = Gradient Boosting with L1 and L2 Regularization, GBTree =
Gradient Boosting with Tree Base LearngfdiN = k-Nearest Neighbor, LogitBoost = Boosted Logistic Regression,
MLPDropout = MultiLayer Perceptron Network with Dropout, NB = Naive Bayes, RF = Random Forest, SGB = Sto-
chastic Gradient Boosting, SVMRadial = Support Vector Machine with Radial BasieK

" Treebased approaches are typically not subject to multicollineaZlignént et al. 2019)Thus, we did not remove any
correlated variables during the training process.
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6 Discussion

Our findings contribute to a deeper understanding regarding the successful implementation of ma-
chine learning methods for predicting online shopping cart abandoners with a strong forecast perfor-
mance in order to apply marketing teifues in reatime to convert them to purchasers. Thus, we

di scuss our findingsé theoretical contributio

cuss limitations and propose suggestions for future research.

6.1 Theoretical Contribution

Ovenall, we fill a research gap by identifying suitable machine learning approaches for online shop-
ping cart abandonment prediction not only in terms of accuracy but, further, in terms of practicability.
Thereby, we contribute to literature in several waysstFive are able to characterize customers
abandoning their shopping cart descriptively with our data. Preceding literature on shopping cart
abandonment (e.g., Close and Kukanney (2010) Huang et al(2018) or KukarKinney and Close

(2010) primarily shed light on behavioral aspects of the abandonment process with experimental
designs. In contrast, our research deals with unbiased clickstream data comprising an exceptionally
high number of observations. Our data indicate that there is a higher popafriew customers

and mobile shoppers among customers abandoning their shopping carts compared to purchasers
whereas the latter add more items to their shopping cart and view an increased number of pages on

average.

Second, we contribute to literaturg proposing a broad range of machine learning models to com-
pare their performance regarding online shopping cart abandonment prediction and, thus, to predict
future customers abandoning their shopping carts irtiraal Prior literature either drew on a-b
havioral perspective to understand the antecedents of shopping cart abandonment orpradreted
generallyi purchase behaviors with conservative approaches and less observations (see e.g., Huang
et al. (2018) KukarKinney and Clos€2010) or Sismeio and Bucklin(2004). For our data, the
gradient boosting with regularization yielded the highest accuracy (82.29%). However, with respect
to our main aim, to minimize the Type | error (i.e., abandoners falsely classified as purchasers) and
the Type Il error (i.e., purchasefalsely classified as abandoners), we focused oR;t&eore cap-

turing the tradeff between precision and recall. Consistent with the accuracy resultgatfient
boosting with regularization outperformed the remaining models regardirig-®eore 0.8569).

Additionally, it realized the highe&UC value (0.8182) compared to the other models.
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Overall, we found tredased methods to be superior to the remaining machine learning approaches
and logistic regression as a benchmark-machine learning ggoach aligning with prior research
comparing machine learning approaches in different application fields like customer churn prediction
or phishing detectiofAbu-Nimeh et al., 2007; Caruana and Niculestizil, 2006; Vafeiadis et al.,
2015)andi similar to our contexti prediction of online purchase intention (Bogina et al., 2019;
Boroujerdi et al., 2014; Zheng and Liu, 2018). Thus, we complement the literature on machine

learning comparisons in a marketing context.

Moreover, despite the striking impomntze of prediction accuracy as a decision criterion for appropri-
ate machine | earning approaches, the model sb
an essential criterion is of particular importabeshiVelez and Kim, 2017; Guidotti et ak019;

Tambe et al., 2019ut, at the same time, is often neglected by current research. Thus, we considered
the model sd6 complexity in terms of computatio
perparameters to optimize) to add to literatuteeré€by, the decision tree approach and boosted lo-
gistic regression yielded only slightly worse AUC results compared to gradient boosting with regu-
larization and, simultaneously, their complexity in terms of both computation effort and time was
rather low.Hence, in case of online shopping cart abandonment prediction, a decision tree model and
boosted logistic regression perform well in balancing the todidl@etween accuracy and complexity.
Further, as stated by prior literature, we found the supportrveeohine approach to be extremely
computationally infeasibl@_'Heureux et al., 201 &espite its acceptable prediction accuracy.

6.2 Practical Implications

Our research may help to gather a comprehensive understanding of machine learning approaches for
prediction or classification, particularly with regard to online shopping cart abandonment prediction.

More specifically, our research provides multifold picatimplications for decision makers.

Since research about advanced machine learning approaches in marketing contexts is still in its in-
fancy (e.g., Cheung et §2003)and Cui et al(2006) we reviewed relevant literature to provide an
introduction to such models, its potential applications, as well as performance metrics, and common
methods for validation: for machine learning mod&¥old crossvalidation is a common method to
optimizet he model s6 hyperparameters. Deci si on mak
mance measure if their main aim is to correctly classify abandonments or precision if they intend to

avoid falsely classified purchasers. TheScore considers the tradé between both. Besides, the
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AUC is a common measure of separability since it is insensitive to skewed class distributions. Over-
all, treebased approaches and particularly boosting methods are superior to the remaining machine
learning models regardinfgrecast accuracy within online shopping cart abandonment prediction.
Random forest yields comparable results but is ratherd¢onsuming to estimate (171,587.7 seconds
estimation time). The support vector machine and adaptive boosting are computaitmeadiyve

with estimation times ¢f,306,838.6and703,903.9 seconds respectively.

Aside from pointing out methodological aspects, we drew on an economical perspective to enhance
an organizationds turnover: wihbhseegardrtdered
carts (VALUE_BB) is 271.73 euro and they add 3.479 items into their shopping cart on average and
thus, we expect the online retailerbés sales |
euro with 2.945 items in their shping cart on average. Therefore, we determined a suitable approach

to correctly identify shopping cart abandonments as well as purchasers: our findings indicate that
gradient boosting with regularization outperformed the remaining approaches. Orgasizatiom-

plement this method to predict nparchasers in redgime when a sufficient amount of information
about the customerds activities during the se
treebased machine learning approaches suafaradom forest or gradient boosting to outperform
traditional classification approaches such as logistic regression and decision tree, which are fre-

quently utilized by practitioners.

Drawing on an overall practicability perspective, decision makers mayatakght loss in prediction
accuracy into account i f, i nstead, the model 6
substantially lower: in our application context, decision &neg¢ boosted logistic regressipielded
acceptable predictioresults and their computation effort was substantially lower compared to gradi-
ent boosting methods.

6.3 Limitations and Future Research

Our research is subject to limitations which stimulate further research. First, the set of useful variables
for prediction was limited. With respect to extant literature (see e.g., Bucklin and Si¢at£R)

Moe and Fadef2004a) or van den Poel and Bkiox (2005), we expect e.g. demographic variables,
historical purchase behavior, or the time customers spend on the single pages to be informative vari-
abl es. Further, we did not have information a
mine whether there were recurring customers. However, this information could be of great interest

for analyzing online behavior and predicting shopping cart abandonment. For instance, Huang et al.
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(2018) anticipated that some customers might use the mobile pboimitial purchase stages (i.e.,
browsing and collecting information) and then switch to the computer for completing the purchase.
However, such customers are listed as two distinct sessions in the current data. Another missing in-
formation concerns thealue of abandoned shopping carts. While there is a variable that indicates
the value of ordered carts (i.e., VALUE_BB), the value of abandoned carts can only be estimated. In
line with extant literature on shopping cart abandonment (e.g., Close andiuokay (2010); Ku-
kar-Kinney and Close (2010)), it can be assumed that the value of ordered items influences abandon-
ing rates and, thus, could aid the prediction of such. Moreover, if detailed information about spent
time and further, the chronologicalerd of cust omer sdé actions in th
we could decompose the session into sequences or segments. Then, we could determine a critical
point in the customerds session i n wh$cordor aban
the AUC exceeding defined threshold (see e.g., Sismeiro and Bug¢kD®4). Hence, future re-

search could replicate the present study with more detailed dathemwgersite clickstream data

(i.e., panel data collected by media measurement compaay)are typically more comprehensive

and frequently used in clickstream analyses (see e.g., Moe and Fader (2004a)).

Second, we excluded jubtowsing customers from our investigation. A possible direction for future
research could be to conduct a nmaltiss classification by differentiating between purchasers, aban-

donments, and judirowsing customers, similar to the cluster analysis of (2083)

Third, the model sé performance strongly depen
time-consuming procedure for some of the models. Therefore, we considered only a limited range of
possible hyperparameter values. Moreover, other valu@norossvalidation could lead to differ-

ent results.

Lastly, a reatime implementation requires a certammount of data to be collected before the model

can make a reliable decision.

By implementing these models, companies may detect shopping cart abandonersinmeraatl
subsequently convert some of them into purchasers by making use of targeted gharkesnres
such as individual chat peyps, coupons or special discounts. For instance, Close and-Kurkeay
(2010) suggest humdmuman interactions (i.e., live chats with employees or other online shoppers)
to avoid shopping cart abandonment. Thesedcpapup on the website if the online user is predicted

to abandon by the machine learning modieerefore, future research is recommended to test whether
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popup messages and offers i mpact customersodo ol
shoppimg cart abandonment.

7 Conclusion

Online shopping cart abandonment <can inhibit
cess within its competitive environment. Si mu
usage leadstotrebi | ity to track consumersdé online act

stream data.

Thus, to identify online shopping cart abandoners by extracting valuable knowledge from such click-
stream data we proposed different machine learning approadleesinalyzed data of a German
online retailer comprising 821,048 observations and fitted the models usfolyl IMoss validation.
Thereby, our paper contributes to extant literature by combining research fields of both online shop-

ping cart abandonmenhd clickstream data with machine learning approaches.

Our data indicate that among customers abandoning their shopping carts there is a higher proportion
of new customers and mobile shoppers compared to purchasers whereas the latter add more items tc
theirshopping cart and have a higher number of page viewings on awd@gever, our comparison

results provehat gradient boosting with regularization is a suitable method to distinguish between
abandonments and purchasers yielding an AUC of 0.8182,-8nore of 0.8569, and an accuracy

of 82.29% Nevertheless, a decision tree or boosted logistic regression may be suitable alternatives

yielding only slightly less accurate prediction results and being computationally more feasible.

Nevertheless, research olickstream data combined with machine learrapgroaches is still in its
infancy 1 particularly in a marketing context. Thereby, machine learning will be inevitable for e
commerce businesses to be successful in thetlErng and the analysis providedthis paper shall

stimulate further research on this topic.



Appendix: Confusion Matrices

Actual
Model Prediction
0 (Purchaser) 1 (Abandonment)

0 (Purchaser) 83,817 41,722
Logistic Regression

1 (Abandonment) 15,335 130,076

0 (Purchaser) 62,009 21,005
AdaBoost

1 (Abandonment) 37,143 150,793

0 (Purchaser) 72,036 34,692
LogitBoost

1 (Abandonment) 27,116 137,106

0 (Purchaser) 86,464 55,634
DT

1 (Abandonment) 12,688 116,164

0 (Purchaser) 79,385 28,209
GBReg

1 (Abandonment) 19,767 143,589

0 (Purchaser) 77,662 27,875
GBTree

1 (Abandonment) 21,490 143,923

0 (Purchaser) 78,294 28,352
GBDropout

1 (Abandonment) 20,858 143,446

0 (Purchaser) 75,687 29,383
KNN

1 (Abandonment) 23,465 142,415

0 (Purchaser) 73,803 27,869
MLPDropout

1 (Abandonment) 25,349 143,929

0 (Purchaser) 475 68
NB

1 (Abandonment) 98,677 171,730

0 (Purchaser) 77,903 28,197
RF

1 (Abandonment) 21,249 143,601

0 (Purchaser) 74,409 29,217
SGB

1 (Abandonment) 24,743 142,581

0 (Purchaser) 72,724 24,427
SVMRadial

1 (Abandonment) 26,428 147,371
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Abstract: Through thecourse of rapid digitalization, negative consequences and !
resulting from the use of information and communication technologies at
have become an important topic of debate. With this paper, we contribute
current discourse by examining hosmployees mitigate technostress.
transfer theory from psychology to information systems literature by inves
ing a moderated mediation model where coping was conceptualized as
sonal resource in line with the job demamesources model. The mamting
effects of two different reactive coping strate@iesctivefunctional and dys:
functionab were investigated within a final sample of 3,362 Gerr
knowledge workers. By using covariadgased structural equation modellir
we found that technologselated demands are associated with higher lev
both strain and productivity. We found a competitive mediation effect w
the direct effect of demands on productivity is of opposite direction as the
rect mediated effect via strain. These effectsbaiféered by both activéunc-
tional and dysfunctional coping. They reduce the extent to which demanc
to strain. Further, activlinctional coping is associated with lower stri
whereas dysfunctional coping is associated with higher strain. Thébciotn
of this paper for technostress research is discussed and implications for
research are given. The recommendations for employers and employe
highlighted.

Keywords: Negative Consequences of ICT Use; Technostress; Strain; Céyuingg-
Functional coping; Dysfunctional coping
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1 Introduction

Digitalization's rapid progression leads to comprehensive and ubiquitous change that affects individ-
uals, economies, and society (Gimpel et al., 2018). Digital transformation is driven tig @anety

of digital technologies and their adoption (Hartl, 2019; Osmundsen, lden, & Bygstad, 2018). Even
though many opportunities and chances accompany this development (e.g., products and services can
be offered in less time or with better quality)ete are some downsides. In particular, the use of
information and communication technologies (ICT) in occupational settings may cause stress. During
the last years, research has noted this as a specific form of stress called techifostegssi,

Grover, & Purvis, 2011; Tarafdar, Tu, & Raguathan, 2010; Tarafdar, Tu, Raiiathan, & Ragu

Nathan, 2007)The term technostress itself was coined in the 80s by Brod (1984@), pvho desig-
nated it as a personEs i ntaddHrdlyodgioesc oipre avih
This is the case if individuals do not feel able to adapt to or keep pace with the increasing technolog-
ical changes, for example, whermmsils are perceived as constant interruptions or the boundaries
between the work lé and private life become blurred due to the need for constant availability
(Tarafdar et al ., 2010) . Hence, the impact of
must be regarded as ambivalently (Apt, Bovenschulte, Hartmann, & Wischmann, 2016).

It has been shown that technolegyated factors that induce stress are associated with a re-

duction in productivity, job satisfaction, and loyalty to the employer as well as an increased risk of
burnout and a poor wotlife balance (Ayyagari et al., 201Califf, Sarker, & Sarker, 2020; Khaoula,
Khalid, & Omar, 2020; Srivastava, Chandra, & Shirish, 2015; Tarafdar et al., 2010; Tarafdar, Tu,
RaguNathan, & RagtNathan, 2011). Research has also identified several organizational and indi-
vidual factors that @sitively moderate the relationship between techno stressors and health and or-
ganizational outcomes (Srivastava et al., 2015; Tarafdar, Pullins, & Raitpan, 2015).

Al l these beneficial factors have i nofcommc
influence. They are either organizational factors (Ridgthan, Tarafdar, Ragiathan, & Tu, 2008)
or inherent stable personality traits (Sumiyana & Sriwidharmanely, 2020). But little is known about
actual behaviours or thoughts that the individual algplto mitigate the harmful effects of tech-
nostress. A few studies are concerned with coping, but these conceptualize coping as a mediator be-
tween technostress and strainlime with the transactional model of strggszarus & Folkman,

1984) In contrast research from industrial and organizatiopsychology emphasizes the role that
coping plays as a personal resoui8earle & Lee, 2015)moderating the relationship between job

demands and stra{Bakker & Demerouti, 2017)Accordingly, the neglect ofoping as a moderator













































































































































































































































