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Nomenclature

[A] Concentration of Species A

∆Gb
νµ Activation Energy for the Reaction from µ to ν

∆Gνµ Reaction Free Energy for the Reaction from µ to ν

η Reaction Rate

µ, ν Microstates

A Preexponential Factor

GΦ Influence of the Membrane Potential

Gintr Intrinsic Energy

H Enthalpy

k Rate Constant

Pν(t) Probability that the System is in State ν at Time t

S Entropy

T Temperature in Kelvin

W (xi, xj) Interaction Energy between microstates i and j

ATP Adenosine Triphosphate

gA Gramicidin A

HBN Hydrogen Bonded Network

LRPT Long Range Proton Transfer

SDMC Sequential Dynamical Monte Carlo

TST Transition State Theory
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1 Summary

The main energy providing reaction systems in living cells, for example the photosynthesis

or the respiratory chain, are based on long range proton transfer (LRPT) reactions. Even since

these LRPT reactions have been heavily investigated in the last decades, the mechanism of these

reactions is still not completely understood. The reaction kinetics of the LRPT are under heavy

discussion and it is not clear, whether the reorientation of the hydrogen bond network (HBN)

or the electrostatic barrier for the charge transfer is rate limiting.

The main purpose of this work is to investigate the dynamics of chemical reactions inside of

proteins, focused on long range proton transfer reactions. Electron transfer reactions, rotations

of water molecules or conformational changes of the protein are also considered. The developed

sequential dynamical Monte Carlo (SDMC) method is applicable to almost all kinds of chemical

reactions.

For all proton transfer reactions, the HBN of a protein plays a major role. Protons are trans-

ferred along such hydrogen bonds. Therefore, knowledge about the hydrogen bond network of

a protein is crucial for the simulation of LRPT systems. The HBN can be calculated from the

protein structure and the rotational state of the amino acid side chains. The reaction rate can be

calculated from the electrostatic energies of the participating proton donor and acceptor groups.

These two criteria are combined for the decision if a proton transfer between two molecules is

possible and how fast this transfer would happen.

While the calculation of electrostatic energies of protonatable amino acid side chains or rel-

evant cofactors in proteins (among them also water molecules) is already solved - implemented

in various programs - the remaining tasks - calculating the hydrogen bond network followed by

calculating the reaction rates - were solved during this work. Before the hydrogen bond network

and the electrostatic energies could be calculated, the lack of water positions in many available

crystallographically resolved protein structures made it necessary to develop an algorithm to

detect internal cavities in proteins and fill these cavities with water molecules. The derived wa-

ter positions could be included in the electrostatic calculations as well as in the calculation of

the HBN.



1. Summary

The simulation of the LRPT in Gramicidin A (gA) compared to experimental data of the

proton transfer in this polypeptide showed the possibilities of the simulation of the LRPT by

the SDMC algorithm. The promising results encouraged us to investigate the mechanism of

the LRPT, especially, if the reorientation of the HBN or the electrostatic energy barrier of the

charge transfer is rate limiting for the LRPT. The results indicate, that both effects influence the

LRPT and none of them is exclusively responsible for the LRPT rate.

Further analysis of the hydrogen bond network topology showed that graph algorithms can

be used to analyze these networks. Hydrogen bond networks can be clustered into regions

which are close connected to each other. On the other hand, residues connecting two or more

of these densely connected regions might play an important role for proton transfer pathways

since a loss of such residues cuts a proton transfer pathway. A comparison of an analysis of the

HBN topology of the photosynthetic reaction center with mutation studies of the same system

showed, that residues identified as important for proton transfer by the mutation studies are

identified as connection points between clusters by the network analysis.

The developed algorithms together with the introduction of a new method for the simu-

lation of the LRPT process (SDMC) improved the picture of the proton transfer processes in

proteins. Starting from the protein structure, the developed algorithms cover all steps from the

detection of protein cavities, the placement of water molecules in these cavities, the calculation

and analysis of the hydrogen bond network, the simulation of the LRPT and the investigation

of the reaction kinetics. The analysis of the HBN by graph theoretical methods gives further

insight into the HBN topology and identifies residues important for proton transfer pathways

and therefore important for the protein activity.
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2. Zusammenfassung

2 Zusammenfassung

Protonentransferreaktionen bilden in allen lebendigen Zellen die Grundlage für die wichtig-

sten energieliefernden Systeme wie zum Beispiel die Photosynthese. Obwohl diese Protonen-

transferreaktionen in den letzten Jahrzehnten mit großem Eifer untersucht wurden, ist der zu-

grunde liegende Mechanismus dieser Reaktionen noch nicht vollständig bekannt. Die Reak-

tionskinetiken der Protonentransferreaktionen innerhalb eines Proteins werden weiterhin disku-

tiert, da der limitierende Faktor der Reaktionen noch nicht klar ist. Es wird diskutiert, ob die

Umordnung des Wasserstoffbrückennetzwerks oder die Energiebarriere des Ladungstransfers

ratenbestimmend ist.

Ziel dieser Arbeit ist es, die Kinetiken von chemischen Reaktionen innerhalb von Proteinen

zu erforschen, wobei das Hauptaugenmerk auf Protonentransferreaktionen liegt. Elektronen-

transferreaktionen, Rotationen von Wassermolekülen sowie Konformationsänderungen werden

ebenfalls berücksichtigt. Die entwickelte Methode (Sequential Dynammical Monthe Carlo,

SDMC) kann auf nahezu alle Arten von chemischen Reaktionen angewendet werden.

Das Wasserstoffbrückennetzwerk (WBN) eines Proteins spielt für alle Protonentransferreak-

tionen eine wichtige Rolle, da alle Protonentransferreaktionen entlang einer Wasserstoffbrücke

erfolgen. Daher ist das Untersuchen des WBNs eines Proteins die Grundlage für die Simulation

der Protonentransferkinetiken. Das WBN kann auf Grundlage der Proteinstruktur berechnet

werden, wenn man alle Rotamere der einzelnen Aminosäuren einbezieht. Die Ratenkonstante

einer Protonentransferreaktion kann aus dem Energieunterschied der beteiligten Donoren und

Acceptoren berechnet werden. Diese beiden Kriterien zusammen bestimmen, ob ein Protonen-

transfer zwischen zwei Molekülen möglich ist und wie schnell dieser ablaufen wird.

Während die Berechnung der elektrostatischen Energien von protonierbaren Aminosäuren

und wichtigen Kofaktoren (darunter auch Wasser) bereits durch viele verfügbare Programme

gelöst ist, wurden die Algorithmen zur Berechnung des Wasserstoffbrückennetzwerks sowie die

Berechnung der Reaktionskinetiken während dieser Arbeit entwickelt. Das Fehlen von Wasser-

positionen in Röntgenstrukturen von Proteinen erforderte außerdem das Entwickeln eines Algo-

rithmus zum Auffinden von Hohlräumen in Proteinen. Diese Hohlräume können anschließend

13



2. Zusammenfassung

mit Wassermolekülen gefüllt werden. Die erhaltenen Wasserpositionen werden in die Protein-

struktur integriert und bei den elektrostatischen Berechnungen berücksichtigt.

Die Simulation der Protonentransferkinetiken in Gramicidin A (gA) wurde mit experi-

mentellen Daten verglichen und zeigte die Möglichkeiten des SDMC Algorithmus. Diese

vielversprechenden Ergebnisse ermutigten uns auch den Mechanismus des Protonentransfers

durch dieses Polypeptid zu untersuchen. Dabei wurde vor allem die Frage angegangen, ob die

Umorientierung des Wasserstoffbrückennetzwerks oder die Energiebarriere des Ladungstrans-

fers ratenbestimmend für den Protonentransfer ist. Die Ergebnisse deuten darauf hin, dass beide

Effekte den Protonentransfer durch gA beeinflussen, bzw. keiner von beiden alleinig ratenbes-

timmend ist.

Bei der Betrachtung der Wasserstoffbrückennetzwerke zeigte sich, dass Algorithmen aus

der Graphentheorie angewandt werden können, um diese Netzwerke zu analysieren. WBNs

können in Bereiche (Cluster) unterteilt werden, die untereinander dichter verbunden sind. Auf

der anderen Seite könnten Reste, die zwei oder mehr dieser Bereiche miteinander verbinden eine

wichtige Rolle für Protonentransferpfade spielen, da ein Verlust dieser Reste das Unterbrechen

eines solchen Pfads bedeuten würde. Ein Vergleich der Ergebnisse aus Mutationsstudien des

bakteriellen Reaktionszentrums mit unserer Analyse der Netzwerktopologie zeigte, dass die

Aminosäurereste, die bei den Mutationsstudien als wichtige Punkte für den Protonentransfer

gefunden wurden in unseren Analysen als Verbindungspunkte zwischen Clustern auftraten.

Die entwickelten Algorithmen zur Netzwerkanalyse und die neu entwickelte Methode zur

Simulation von Protonentransferkinetiken geben wichtige Einblicke in den gesamten Prozess

des Protonentransfers in Proteinen, angefangen beim Auffinden von Hohlräumen in Protein-

strukturen über das Platzieren von Wassermolekülen in diesen Hohlräumen, die Berechnung

und Analyse des WBN, die Simulation des Protonentransfers in Proteinen und die Betrachtung

der Reaktionskinetiken dieser Prozesse. Außerdem gibt die Analyse des WBN Aufschluss über

die Topologie solcher Netzwerke und kann Aminosäurereste identifizieren, die wichtig für den

Protonentransfer und somit für die Funktion des Proteins sein können.
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3 Introduction

Life is based on chemical reactions. At the very beginning of all living processes, RNA

molecules were formed from sugar, a base and a phosphate group.4, 35 The chemical reactions

forming the first RNA molecules may have started the evolution of live. The RNA molecules

became building plans for proteins, proteins and RNA were grouped together in compartments

known as cells today. All of these processes were based on chemical reactions and they still are

based on chemical reactions. Every living cell produces proteins catalyzing chemical reactions

which keep the cell alive. Amongst these reactions, proton transfer reactions may be the most

important reactions.24 The establishment of a proton gradient across the cell membrane is the

key element of the energy housekeeping for every cell.6, 33 The proton gradient is established by

proteins which are part of reaction mechanisms, using energy stored in energy rich molecules

like sugar or energy sources like photons, to pump protons through the cell membrane out of

the cell. The proton gradient is afterwards used to form adenosine triphosphate (ATP) , the

general energy currency of the cell. ATP is necessary for almost all energy consuming reactions

in the cell like biosynthesis, mobility or cell division. Two reaction cycles widely used for the

establishment of the proton gradient are the respiratory chain and the photosynthesis.

The respiratory chain transforms electrochemical energy stored in NAD(P)H by oxidizing

the NAD(P)H to NAD(P) into a proton gradient. During the oxidation, protons are pumped

from the cytoplasm through the proteins of the respiratory chain to the ectoplasm. Following

the chemiosmotic theory,33 this gradient is afterwards used by the ATP synthetase1 to store

the energy of the proton gradient in the energy rich ATP molecule. During the ATP synthesis

protons are transferred through the ATP synthetase along the proton gradient, providing the

necessary energy for the ATP synthesis.40

The energy supply of all plants is based on a similar process. All photosynthetic active plants

have light harvesting pigments,14, 21, 31 collecting photons and transferring the energy of these

photons to a photosynthetic reaction center. The photosynthetic reaction centers are located at

the cell membrane using the energy provided by the light harvesting complexes to pump protons

15



3. Introduction 3.1. Chemical reaction kinetics

out of the cell.22, 42 The resulting proton gradient is again used to build ATP performed by an

ATP synthetase.

3.1 Chemical reaction kinetics

3.1.1 The nature of chemical reactions

Looking at the processes inside a living cell, we can see, that all of these processes are based

on chemical reactions. The formation of new covalent bonds catalyzed by enzymes, the transfer

of protons along hydrogen bonds, the formation and breaking of hydrogen bonds, translocation

or conformational changes of molecules, diffusion of molecules or the dissociation (breaking

of covalent bonds). A chemical reaction is defined as the interconversion of one or several

reactants into one or several products. Classically, during a chemical reaction the movement of

electrons leads to breaking and forming of chemical bonds. Chemical reactions can therefore

be grouped by their reaction character:

• The combination of two reactants to a single product (can be termed synthesis).

• The decomposition of a reactant into two or more products (can be termed analysis).

• The transfer of a part of one reactant to the other reactant, for example the transfer of a

proton between two water molecules (can be termed substitution).

Acid-Base reactions as well as redox reactions can be seen as special types of substitutions.

During Acid-Base reactions in water, an acid dissociates into the deprotonated acid and a pro-

ton (most likely forming an H3O
+ ion), whereas a base accepts a proton from a water molecule

leaving OH−.38 During redox reactions, the electron configuration of the reactants changes.

Reaction kinetics can be described as a measure of how the concentration (or pressure) of the

reaction partners change within time. Reaction kinetics are dependent on the concentration

of the reactants, the available contact area, the pressure, an activation energy and the temper-

ature. The concentration, pressure and contact area can be combined to the probability that

all reactants necessary for the reaction meet at the same place. The activation energy and the

16



3. Introduction 3.1. Chemical reaction kinetics

temperature determine how fast the reaction takes place when the reactants are in contact with

each other. The presence of a catalyst could also influence the reaction kinetics by lowering the

activation energy.

Beside the activation energy, which determines if a reaction takes places at the moment all

reactants meet, the energy levels of the reactants and products play a major role. Endothermic

reactions, where the energy levels of the products are higher than the energy levels of the reac-

tants consume energy during the reaction. Exothermic reactions, where the energy levels of the

reactants are higher than the energy levels of the products free energy, most likely by releasing

heat to the environment.

3.1.2 Reaction kinetics

Reaction kinetics describe the change in concentration or pressure of the reactants and prod-

ucts of a reaction. In 1864, Peter Waage and Cato Guldberg44developed the rate laws to describe

experimental data of reaction kinetics in a mathematical way. In the following [A] is the con-

centration of the species A at a certain point in time. We will look at the reaction A + B → C

as an example for the explanation of rate laws.

Most reaction rates are dependent on the concentration of the reactants. The reaction rate η

can therefore be expressed by

η = k[A][B] (1)

where k is called the rate constant. The rate constant is independent of the concentrations but

depends on the temperature. Eq. 1 is called the rate law of a reaction.The rate law is determined

by experiment and can not be inferred from the chemical equation of the reaction. Once we

have determined the rate law, we can predict the state of the reaction mixture at any point in

time, based on the initial concentrations.

The reaction order is a simplistic description of the reaction. Many reactions are found to

have rate laws of the form

η = k[A]a[B]b (2)

17



3. Introduction 3.1. Chemical reaction kinetics

The reaction order of such a rate law is a + b. A rate law like in Eq. 1 is a second order

rate law. Reactions with a zero order rate law are independent of the reactant concentrations.

Reactions where one reactant is in large excess can be simplified from a second order rate

law to a first order rate law, since the concentration of the excess reactant is assumed to be

constant. These rate laws are called pseudo first order rate laws. Reaction orders higher than

2 are unlikely, since a reaction order of, for example, three would mean, that three reactants

have to meet at the same time. The probability of such an event is rather small. Therefore most

of the reactions for which a high order rate law was found can be separated into a sequence of

reactions with second order rate laws.

In order to find the concentration of reactants as a function of time, we need to integrate the

rate laws. The first order rate law for the consumption of a reactant A

d[A]

dt
= −k[A] (3)

has the solution

[A] = [A]0e
−kt (4)

Therefore, first order rate constants can be determined by plotting ln( [A]
[A]0

) against t. The slope

of this straight line is the rate constant k.

Temperature dependence and Arrhenius law. Most of the known rate constants in chem-

istry increase with increasing temperature. Molecules with higher temperature have more ther-

mal energy. The increased collision frequency of the molecules is one fact for the increased

rate constant, but the major contribution is derived from the fact, that all reactions require an

activation energy to take place. Fig. 2 shows the energy landscape of an exothermic reaction.

The product state µ has a lower energy level than the reactant state ν. Therefore the reaction

will occur spontaneous. The reaction still requires an activation energy. At higher temperatures,

more molecules have sufficient energy to react, i.e. their thermal energy is higher than the acti-

vation energy. The amount of molecules, which have a high enough thermal energy is given by

the Boltzmann distribution.

18



3. Introduction 3.1. Chemical reaction kinetics

µ
kνµ−→ ν

∆Gb
νµ

∆Gνµ

Figure 1: Energy landscape of an exothermic reaction from the reactant state µ to the product state ν . kνµ is the

reaction rate constant, ∆Gbνµ is the activation energy or energy barrier of this reaction and ∆Gνµ is the reaction

free energy.

It was found experimentally, that a plot of ln(k) against T gives a straight line. The slope

of this line can be used to determine the activation energy. The Arrhenius equation follows this

empirical observations

lnk = lnA− Ea
RT

(5)

k = Ae
−Ea
RT (6)

where A is the so called preexponential factor or frequency factor. Ea is the activation energy.

The higher the activation energy, the stronger the temperature dependence of the rate constant.

A zero activation energy indicates a temperature independent rate constant. The exponential

character of the rate law can be explained as follows. In order to react, the reactants need a

minimum amount of energy, the activation energy. At an absolute temperature, the fraction of

molecules which have this energy as an kinetic energy are given by the Boltzmann distribution

and are proportional to e
−Ea
RT . The preexponential factor is a measure of the rate at which the

reaction would occur if there is no activation barrier. In other words, this is the maximal rate

constant of an uncatalyzed reaction.

19



3. Introduction 3.1. Chemical reaction kinetics

Since the Arrhenius law was based on empirical data, which was not satisfying, Eyring

developed the Transition State Theory (TST)13, 25. Comparing the Eyring equation

lnk = ln
kbT

h
− ∆H

RT
+

∆S

R
(7)

with the Arrhenius equation 6 shows a correlation between lnA and ∆S (the entropy of acti-

vation ), and Ea and ∆H (the enthalpy of activation ). In this work we assume the Arrhenius

preexponential factor with 1013 according to the term lnkbT
h

(6 ·1012 at room temperature) of the

Eyring equation. The activation energy Ea is a given value for the energy barrier for exothermic

reactions and is the same given barrier plus the Gibbs’ free energy of the reaction for endother-

mic reactions (see Fig. 2). This approximation describes the proton transfer very well in our

calculations.

3.1.3 The simulation of proton transfer reactions

The simulation of proton transfer reactions is the aim of many computational approaches.

Two factors influence the possibilities of most of the know methods. On the one hand, breaking

and forming of bonds is necessary to simulate chemical reactions. On the other hand, the

reactions occur on very different time scales. The proton transfer between two molecules is

very fast, in the picosecond timescale. The LRPT through a whole protein can take several

milliseconds. The simulation of the long range proton transfer needs to simulate these time

spans but with the accuracy of the fastest step, the proton transfer. Two blocks of well known

approaches8, 9, 17, 30, 32, 39, 43, 45–47 are ruled out by these criteria. Molecular dynamics simulations,

which might be capable of simulating the fast reactions on the picosecond time scale over

several milliseconds are not able to simulate bond breaking or forming. Quantum mechanical

methods on the other hand, are able to simulated the formation and breakage of bonds, but are

way to slow to reach milliseconds in simulation time.

The method developed in this work solves the problems of the simulation of the LRPT as

described above by solving the master equation for a proton transfer system using a Monte

Carlo approach. The biological charge transfer is described as a transition between microstates

of the system where one microstate is represented by a state vector. Each element of this vector

20



3. Introduction 3.2. Sequential Dynamical Monte Carlo

represents the state of one site. For example, the state vector of a proton transfer system with

three sites might look like [010]. The second site of this system is protonated, the other two

sites are deprotonated. Thus, assuming p possible states for n sites, there could be pn possible

microstates, for example a proton transfer from site two to site three would be a microstate

transition from [010] to [001]. A charge transfer within this system is a transition between two of

these microstates. Each of these transitions is defined by only one charge transfer. The transfer

rate of this charge transfer is also the rate for the transition between these microstates. The

transfer rates for proton transfer are calculated using the Arrhenius law. For each microstate,

the set of possible transitions is limited by the possible proton transfer reactions, i.e. a proton

transfer from site two to site three is only possible if site two is protonated and site three is

deprotonated.

The master equation5, 15 describes the time evolution of such a microstate system:

d

dt
Pν(t) =

M∑

µ=1

kνµPµ(t)−
M∑

µ=1

kµνPν(t) (8)

where Pν(t) denotes the probability that the system is in state ν at time t, kνµ denotes the

probability per unit time that the system will change its state from µ to ν or in other words the

rate at which the system changes from µ to ν. For small systems, solving Eq. 8 numerically

is possible. By using Arrhenius law as described above to calculate the rate constants for the

state transition and tabelize these rate constants for all possible transitions between microstates,

one could calculate the time evolution of a proton transfer system with the resolution of the

fast proton transfer reaction but over large simulation times.5 Unfortunately, the number of

microstates even of small biological systems is too large and solving the master equation of

those systems directly is impossible.

3.2 Sequential Dynamical Monte Carlo

As mentioned above, solving the mater equation for a biological system of moderate size

directly is computationally prohibited since the number of possible microstates is overwhelm-

ing. However most of these microstates are never populated, meaning that the probability Pν

21



3. Introduction 3.2. Sequential Dynamical Monte Carlo

in Eq. 8 is near 0, since they are energetically unfavored compared to other microstates. Mi-

crostates with a high energy are never or only occasionally reached. Cancel these microstates

out of the reaction mechanism would introduce a bias which consequences are hard to estimate.

The solution to this problem presented in this work is a Sequential Monte Carlo Algorithm

(SDMC), which is based on an algorithm developed by Gillespie.18, 26 Rate constants are only

calculated, if they lead away from states, which are populated during the simulation. The algo-

rithm starts at a given microstate and a given point in time. The algorithm decides - based on

two criteria which are influenced by the rate constants of all reactions and therefore influenced

by the difference in energy between the microstates - which microstate will be populated in

the next time span. The criteria ensure, that energetically favorable microstates are populated

more often than energetically unfavorable microstates, or in more detail, that the microstates

are populated according to the Boltzmann distribution under equilibrium conditions. Letting

the system evolve for a number of steps and averaging over the recorded trajectories gives a

correct description of the time evolution of the system without the need of solving the master

equation directly or calculating the whole partition function of the system.

Starting from a given microstate, two criteria are utilized to chose which reaction will take

place in what time span. The first criteria16, 18 chooses which reaction m will take place:

m−1∑

l=1

kl ≤ ρ1K <
m∑

l=1

kl (9)

K =
L∑

l=1

kl (10)

K is the sum of the rate constants kl of all L possible events for the given microstate; ρ1 is

a random number between 0 and 1. For each step of the algorithm, all possible reactions are

determined and the rate constants for each possible reaction is calculated. These rate constants

depend on the electrostatic energy of the participating microstates. The criteria described in Eq.

9 ensures, that a reaction a which is twice as fast as a reaction b - kA = 2 · kB - is selected twice

as often as reaction b.
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The time span ∆t which elapsed during the Monte Carlo step is chosen by

∆t =
1

K
ln[

1

ρ2

] (11)

which is a standard way to draw a random number ∆t from an exponential distribution given a

uniformly distributed random number ρ2 between 0 and 1. Applying these two criteria on the

set of possible reactions in each step of the Monte Carlo simulation ensures a correct description

of the time evolution of a given microstate system. For each step, only the reaction rate con-

stants of the possible reactions need to be calculated based on the current microstate, reducing

the number of rate calculations by orders of magnitude compared to the number of calculations

necessary to solve the master equation directly. However, calculating the reaction rate constants

is still the crucial part of the simulation. The general workflow of the SDMC algorithm can

be seen in Fig. 3. Starting from the initial microstate, all possible reactions are determined.

Reaction rates are calculated and the next step is chosen. After a determined number of steps,

the simulation terminates. As described above, the Arrhenius law together with the transition

state theory provides a good approximation for the reaction rate constants of proton transfer

reactions. To calculate the electrostatic energy difference between the two participating mi-

crostates, the linearized Poisson-Boltzmann equation was solved using the Poisson-Boltzmann

solver of the mead package implemented by the QMPB-program.

3.2.1 Electrostatic calculations

The electrostatic energies used for the rate calculations during the SMDC simulation are

calculated using the microstate description as explained above. Three energies contribute to the

electrostatic energy of a microstate. The so called intrinsic energy (Gintr(xi)) , the influence

of the membrane potential (GΦ(xi)) and the interaction energy (W (xi, xj)) between each pair

of sites for all instances. Therefore, the electrostatic energy of a microstate is expressed in the

following sum:

G◦
ν =

N∑

i=1

(
Gintr(xi) +GΦ(xi)

)
+

1

2

N∑

i=1

N∑

j=1

W (xi, xj) (12)
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Start

choose an initial
microstate

determine the rate
constants kl for the
current microstate

sum of rates

K =
L∑
l=1

kl

increment time
by

∆t = 1
K
ln[ 1

ρ2
]

advance system
according to event
m chosen such that
m−1∑
l=1

kl ≤ ρ1K <
m∑
l=1

kl

update the
microstate

last step?

End

ρ2 ρ1

Yes

No

Figure 2: Flowchart of the sequential dynamical Monte Carlo algorithm. Starting from a specified microstate, the

rate constants for all possible reactions which lead away from this microstate are calculated. The reaction which

takes place and the time increment is determined. The microstate of the system is updated with the information from

the chosen reaction rate and the time is incremented. If the termination criteria are not met, the next simulation

step starts again with the calculation of the reaction rate constants.
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The energy contributions are calculated by solving the linearized Poisson-Boltzmann equation.

The derived energy contributions for all instances of all microscopic sites as well as the derived

interaction energies between all pairs of instances are tabelized. These tables are part of the

input for the SDMC calculations. Reaction rates are calculated by using Arrhenius law (see

Eq. 6). The activation barrier Ea for each reaction is calculated from the energy difference

between the reactant and the product microstate and a constant energy barrier for the reaction.

For exothermic reactions, Ea is equal to the energy barrier of the reaction, for endothermic

reactions Ea is equal to the energy barrier of the reaction plus the energy difference between

the reactant and product microstate (see Fig. 2).

3.2.2 Two possible mechanisms of LRPT

Simulating the long range proton transfer through the Gramicidin A membrane channel led

us to a discussion about the general mechanism of the long range proton transfer from a more

generalized point of view. The proton transfer rate in water is much faster than an estimated

diffusion rate of protons in water. In 1809, Grotthuss2, 34 published his mechanism of long range

proton transfer as a chain of subsequent hopping events between water molecules. If these water

molecules are already oriented in a hydrogen bond network, the transfer of a proton from one

end of a chain to the other end is fast, since the proton which is transferred between water

molecule one and two is not necessarily the proton, which is transferred through the whole

chain. After such a proton transfer along a water chain, the water chain needs to reorient to

form new hydrogen bonds between the water molecules. Grotthuss suggested this reorientation

as rate limiting for the long range proton transfer.

Braun-Sand et al.8 published a mechanism for the long range proton transfer and identified

the electrostatic energy barrier of the charge transfer as rate limiting.

By simulating the long range proton transfer through gA, we addressed the question of the

long range proton transfer mechanism by investigating the influence of the rotation rate as well

as the electrostatic energy barrier on the long range proton transfer.
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3.2.3 The Hydrogen Bond Network of a Protein

A mandatory prerequest for a proton transfer is an established hydrogen bond. Proton trans-

fer can be seen as a relatively small translocation of the hydrogen atom along the axis of an

already existing hydrogen bond. A small energy barrier has to be crossed on the way from a

location near the donor heavy atom (like oxygen or nitrogen) towards a location closer to the

acceptor heavy atom. In bulk water, such a proton transfer reaction has a free reaction energy

of 0.0 kcal/mol and an energy barrier which is rather small, less than 0.5 kcal/mol.

Since the SDMC algorithm is capable of simulating the long range proton transfer within

an hydrogen bond network, the definition of such an hydrogen bond network within a protein is

the first step, which needs to be done.

The Definition of a Hydrogen Bond The main element of each HBN, the hydrogen bond

itself is a very diffuse definition. In general one can say, that a hydrogen bond is possible

between an electronegative heavy atom and a hydrogen, bound to an electronegative atom if the

distance of the heavy atoms is less than 4-5 Å. An example of such a combination is OH−−O
where the O − −O distance is less than 4-5 Å. Additionally the angle spanned by the three

atoms is used as a criteria for the possibility and the strength of a hydrogen bond. The angle

range for a possible hydrogen bond varies with a maximum of 55°around 180°.

Analyzing a Hydrogen Bonded Network After identifying all hydrogen bonds within a pro-

tein, one can calculate one or more hydrogen bond networks. A network (or graph) in a math-

ematical sense is composed of an arbitrary number (more than one) of nodes and edges, which

connect these nodes. A hydrogen bond network within a protein is therefore also a bidirectional

graph in a mathematical sense. Bidirectional means, that the connections with the network have

no direction. This is true for hydrogen bond networks if we focus on the possibility of proton

transfer. Each pair of hydrogen bond partners can transfer a proton in both directions.

For the identification of hydrogen bond networks, we applied a breath first search. The

algorithm finds connected graphs within a given set of nodes and edges. Connected means,
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Figure 3: An example for a small Hydrogen bond network of four water molecules. The Oxygen-Oxygen distance

is less than 4 Å and the angle spanned by the two oxygen atoms and the Hydrogen atom varies less than 55°around

180°

that each node within a graph is reachable from a second node by walking along the edges. The

hydrogen bond network of a protein can therefore be parted into several unconnected subgraphs.

Analyzing the structure of such networks is the aim of clustering19 connected graphs. Clus-

tering tries to identify nodes with many connections between each others. Regions which are

densely connected are called clusters. Applied to an hydrogen bond network, one could iden-

tify amino acid side chains which are heavily connected. On the other hand, one can identify

important connections within a hydrogen bond network by looking at connections between two

clusters. The loss of a connection between two clusters might be harder to compensate than the

loss of a connection within a cluster. Analyzing the clustering of proton transfer networks gives

insight into the proton transfer pathways within a protein, identifies possible proton entry points

and predicts important connections or residues of proton transfer pathways.

3.2.4 Detecting Cavities and Surface Clefts in Proteins

Water molecules are of central importance for all proton transfer processes in proteins,7, 46

since water is not only the solvent for all proteins, water molecules can also be located in the
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Figure 4: Water molecules placed in cavities and surface clefts of the bacterial photosynthetic reaction center of

rhodobacter sphaeroides placed by the McVol algorithm.

protein interior. Since the mobility of these internal water molecules is relatively high com-

pared to the robust protein backbone, these water molecules are not completely resolved by

x-ray crystallography. Identifying protein cavities and placing water molecules in these cavities

can have a strong influence on the simulation of the long range proton transfer in Proteins. The

known algorithms11, 20, 27–29, 48 for this task suffer from several problems: If these algorithms are

grid based, the resolution of the cavity detection is dependent on the grid resolution. The alpha

shape theory,29 independent of grid resolutions, is numerically not stable and is not always per-

fectly accurate for identifying surface clefts.

Detecting cavities or surface clefs in proteins is related to the problem of integrating the protein

volume. Monte Carlo algorithms37 have shown to solve these problems satisfyingly. Therefore

we developed an algorithm to calculate the protein volume and detect protein cavities and sur-

face clefts using a Monte Carlo method. This algorithm is independent of grid resolutions and

not prone to numerical instabilities. The defined cavities were separated from the solvent by

graph algorithms already invented for the hydrogen bond network analysis. Identified cavities

and surface clefts were filled with water molecules in dependence of their size. The possibility
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of identifying cavities in proteins completed the task of simulating the proton transfer within

proteins.

3.3 Proteins investigated in this work

During this work two systems were chosen for the application of the developed methods as

well as to validate the new methods by comparison with experimentally determined data.

3.3.1 Gramicidin A

Gramicidin A (structure taken from pdb code 1jno41) is a well-studied system3, 10, 12 con-

sisting of to peptides in a helical secondary structure. The peptides are arranged in a head to

head dimer, forming a channel through the cell membrane. The channel is filled by a water

chain of about 11 water molecules. Protons can be transferred along this water chain. Beside

protons, other cations can diffuse through the channel, however this diffusion is much slower

than the proton transport. Gramicidin A perfectly fulfills the role of a test system. The system

is very small and the proton transport is only mediated by the eleven water molecules located in

the center of the channel. The peptides only provide additional hydrogen bond partners for the

water molecules but do not take part in the proton transfer. Proton transfer rates were measured

experimentally for the gA channel.

Gramicidin A was used as a test system to validate the correct simulation of the LRPT

through this channel by comparing the experimentally derived data with the simulations per-

formed with the SDMC algorithm.

3.3.2 Bacterial Photosynthetic reaction center

The detection of hydrogen bond networks and the graph-theoretical analysis of these net-

works was developed, tested an applied to two structures of the bacterial photosynthetic reaction

center: One structure from Rb. sphaeroides (PDB code 2J8C23), the other one from Blastochlo-

ris viridis (PDB code 1EYS36). Both proteins span a large hydrogen bond network connecting

the cytoplasmic bulk water with the ubiquinone cofactor. The proton entry points, i.e. the amino
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acid side chains which take up protons from the cytoplasmic bulk phase are not completely iden-

tified and the proton transfer pathways from the cytoplasmic bulk phase to ubiquinone are under

heavy discussion. It is even not clear if the protons are transferred via distinct proton transfer

pathways at all or if the protein works as a proton sponge, i.e. that the protons are transferred

via groups of residues instead of certain special residues.

3.4 Aim of this Theses

The aim of this theses was to get insight into the reaction mechanisms of proton transfer

reactions and the simulation of these reactions inside proteins. For the simulation of the long

range proton transfer, a new method was developed, called SDMC. This method is able to sim-

ulate the proton transfer processes over time spans not accessible by other methods. This new

method was applied to the proton transfer system of the Gramicidin A channel gaining new in-

sights in the LRPT mechanism of the peptide as well as more knowledge about the rate limiting

element of this LRPT. The analysis of hydrogen bond networks with graph-theoretical methods

was, to the best of my knowledge, never before applied on proteins. A better understanding of

the network topology, identification of key residues and knowledge whether the proton transfer

in the photosynthetic reaction center is organized via distinct pathways or via a proton sponge

were the results of this analysis.
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4. Manuscripts

4 Manuscripts

The central issue of this work was to gain further insights into the reaction kinetics of the

long range proton transfer reactions inside of proteins. While the core reaction, a single proton

transfer between two molecules which already form a hydrogen bond was already well stud-

ied by quantum chemical approaches, the mechanism of the proton transfer through a whole

protein is still under discussion. Two elements, the reorientation of the hydrogen bond net-

work or the energy barrier for the charge transfer are supposed to be rate limiting for the long

range proton transfer. Solving the master equation for a proton transfer system described in

a microstate formalism could solve some of the open questions. However, solving the master

equation analytically is only possible for very small systems. The solution for this problem

was the development of a Sequential Dynamical Monte Carlo algorithm (Manuscript A). The

algorithm is based on an algorithm written by Gillespie which is known to solve the master

equation statistically. Since the proton transfer reactions studied in this work are sequential, the

Gillespie-algorithm was developed further to be able to simulate the sequential hopping events

of a long range proton transfer system. This algorithm was applied to simulate the proton

transfer system of the Gramicidin A channel gaining insight into the mechanism of the proton

transfer in this system and addressing the question which of the two mentioned elements is rate

limiting.

The SDMC algorithm requires knowledge of the proton transfer (or hydrogen bond) network

of the system. The calculation of these networks is split into two problems. Water molecules

not resolved in x-ray structures need to be placed in protein cavities inside proteins as well

as in surface clefts (Manuscript B). To detect these cavities and clefts a Monte Carlo based

algorithm for calculating the protein volume was developed, implemented and tested on several

proteins. During the development, protein structures were compared with respect to their atom

densities showing that proteins have a very similar atom to volume ratio independent of their

size. The second problem of the hydrogen bond network calculations was the detection of

hydrogen bonds. An algorithm based only on atom-atom distances was developed giving fast

and accurate description of the hydrogen bond network of a whole protein.
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The analysis of the hydrogen bond networks of the photosynthetic reaction centers from

two bacterial species (Manuscript C) implied the application of graph theoretical methods on

the hydrogen bond networks. To the best of my knowledge, this was the first time that graph

theoretical methods were applied on hydrogen bond networks. The cluster analysis of the net-

works gained insight into the structural organization of these networks. Amino acid residues

important for the long range proton transfer could be identified in agreement with experiments

as well as proton entry points were found extending the list of already known points.

The work described in the manuscripts A to C completely covers the simulation of proton

transfer by the new developed SDMC algorithm starting from the placement of water molecules

in cavities, analysis of the proton transfer network up to the simulation of the whole proton

transfer through the Gramicidin A channel by the SDMC algorithm.

4.1 Synopsis of the Manuscripts

Manuscript A:

Simulating the Proton Transfer in Gramicidin A by a Sequential Dynamical Monte Carlo

Method

Mirco S. Till, Timm Essigke, Torsten Becker,* and G. Matthias Ullman

Received: February 19, 2008; Revised Manuscript Received: June 3, 2008

J. Phys. Chem. B 2008, 112, 13401 - 13410

DOI: 10.1021/jp801477b

The focus of this work was the development, implementation and validation of the SDMC

algorithm. The SDMC algorithm is based on the Gillespie algorithm and was further developed

to simulate the sequential hopping events of long range proton transfer systems. The imple-

mentation of the SDMC algorithm was tested and validated by simulating the proton transfer

through the gA channel. The algorithm was able to simulate the proton transfer through the

channel in good agreement with experimental data. After validating the new method with these

simulations, we investigated the proton transfer mechanism in the gA channel addressing the
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question whether the reorientation of the hydrogen bond network or the energy barrier for the

charge transfer is rate limiting. we could show, that as long as none of the two parameters is

artificially set to extreme values, both of them influence the long range proton transfer on a

similar level.

Together with G. Matthias Ullmann and Torsten Becker I developed the theory for the se-

quential dynamical Monte Carlo approach. For the electrochemical calculations I used a pro-

gram written by Timm Essigke. Developing the SDMC algorithms, testing the software and

applying this software to the Gramicidin A system was done by me.

Manuscript B:

McVol - A program for calculating protein volumes and identifying cavities by a Monte

Carlo algorithm

Mirco S. Till & G. Matthias Ullmann

Received: 31 March 2009 / Accepted: 23 May 2009

J Mol Model. 2009 Jul 22. [Epub ahead of print]

DOI 10.1007/s00894-009-0541-y

The detection of integral protein cavities as well as surface clefts on proteins was a crucial

step during the calculation of the hydrogen bond network of proteins as well as the simulation

of the long range proton transfer. Since all available methods were prone to errors, I developed

together with G. Matthias Ullmann a Monte Carlo algorithm which is able to calculate the

volume of a protein and detect cavities and clefts without numerical instabilities. The algorithm

is fast and accurate, which was tested by identifying cavities in the hen egg lysozyme which

where also detected by experiment. The gained data sets enabled us to analyse the atom density

and volume to void ratio within proteins which both showed to be independent of the protein

size.

My contribution to this work was the development of the algorithms for the graph searches

(separating the cavities from the solvent), the water placement and the definition of the surface
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clefts and pockets. Furthermore I ported the algorithms developed by G. Matthias Ullmann

(Monte Carlo volume calculation and neighbor lists) to C++ for a better abstraction of the

sources. All calculations done for this paper were also my contribution.

Manuscript C:

Proton-Transfer Pathways in Photosynthetic Reaction Centers Analyzed by Profile Hid-

den Markov Models and Network Calculations

Eva-Maria Krammer, Mirco S. Till, Pierre Sebban and G. Matthias Ullmann

Received 7 January 2009, accepted 8 March 2009

J. Mol. Biol. (2009) 388, 631 - 643

DOI:10.1016/j.jmb.2009.03.020

The availability of a fast algorithm for the calculation of hydrogen bond networks and the

fact, that a hydrogen bond network can be expressed as a graph in mathematical sense implied

to apply graph search and clustering algorithms to these networks. Together wit Eva-Maria

Krammer, I compared the hydrogen bond networks of the photosynthetic reaction centers from

two bacterial species. We clustered the networks using two different clustering methods. Using

the betweenness clustering algorithm brought the best results. By analyzing the clustering of

these networks we were able to identify amino acid residues important for the proton transfer

from the cytoplasm to the Qb which were already identified by mutation experiments. We were

also able to add some amino acid residues to the list of possible proton entry points. This was

the first time that graph theoretical methods were applied to hydrogen bond networks.

While the sequence alignments were contributed by Eva Maria Krammer, I developed the

algorithms to calculate hydrogen bond networks, search for connected graphs in these networks

and cluster them by the two described methods. We combined our results and discussed them

with G. Matthias Ullmann and Pierre Sebban. The results of the calculations and the conclusions

from the discussions are shown in this publication.
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The large interest in long-range proton transfer in biomolecules is triggered by its importance for many
biochemical processes such as biological energy transduction and drug detoxification. Since long-range proton
transfer occurs on a microsecond time scale, simulating this process on a molecular level is still a challenging
task and not possible with standard simulation methods. In general, the dynamics of a reactive system can be
described by a master equation. A natural way to describe long-range charge transfer in biomolecules is to
decompose the process into elementary steps which are transitions between microstates. Each microstate has
a defined protonation pattern. Although such a master equation can in principle be solved analytically, it is
often too demanding to solve this equation because of the large number of microstates. In this paper, we
describe a new method which solves the master equation by a sequential dynamical Monte Carlo algorithm.
Starting from one microstate, the evolution of the system is simulated as a stochastic process. The energetic
parameters required for these simulations are determined by continuum electrostatic calculations. We apply
this method to simulate the proton transfer through gramicidin A, a transmembrane proton channel, in
dependence on the applied membrane potential and the pH value of the solution. As elementary steps in our
reaction, we consider proton uptake and release, proton transfer along a hydrogen bond, and rotations of
water molecules that constitute a proton wire through the channel. A simulation of 8 µs length took about
5 min on an Intel Pentium 4 CPU with 3.2 GHz. We obtained good agreement with experimental data for the
proton flux through gramicidin A over a wide range of pH values and membrane potentials. We find that
proton desolvation as well as water rotations are equally important for the proton transfer through gramicidin
A at physiological membrane potentials. Our method allows to simulate long-range charge transfer in biological
systems at time scales, which are not accessible by other methods.

Introduction

Long range proton transfer (LRPT) plays a major role in many
biochemical processes.1 Among them, biological energy trans-
ducing reactions such as cellular respiration, photosynthesis, and
denitrification are of central importance for life. Although LRPT
has been investigated extensively both experimentally and
theoretically, the mechanism of these reactions is still not fully
understood. One often discussed scenario is the so-called
Grotthuss mechanism.2,3 This mechanism assumes that the
proton transfer reaction occurs in an already existing hydrogen
bonded network. A subsequent rotation of the hydrogen bond
partners restores the original network. In the Grotthuss mech-
anism, it is assumed that the rearrangement of the hydrogen
bonded network is rate limiting for the LRPT. The actual transfer
through the hydrogen bonded network is considered to be fast.
Another proposed mechanism considers the energy barrier for
transferring the proton through the hydrogen bonded network
as rate limiting.4 The rearrangement of the hydrogen bond
pattern occurs during the LRPT and is thus not rate limiting.

To simulate LRPT in solution and in biological molecules,
several approaches were developed. Many theoretical studies
at different levels of approximation led to a detailed view of
proton transfer reactions.4-13 However, simulating the dynamics
of LRPT processes in proteins still remains challenging. Two
problems govern the simulation of LRPT processes. First,

breaking of covalent bonds, which is typically addressed by
quantum chemical methods, is necessary for proton transfer.
Second, proton transfer processes across a cellular membrane
occur on the microsecond time scale, which can not be simulated
with current QM/MM methods.

The aim of the present work is to develop a general method
for simulating LRPT in biomolecules. The approach that we
are following is based on the master equation.14,15 The elemen-
tary steps of the overall reaction are proton transfer and structural
changes of the hydrogen bonded network. Since the number of
possible states is rather large, we use a dynamical Monte Carlo
(DMC) approach to solve the master equation.16,17 In contrast
to standard Metropolis Monte Carlo, DMC allows to simulate
the kinetics of a reaction system.

We applied our DMC approach, to study the LRPT through
gramicidin A (gA). This well-studied system consist of a head-
to-head dimer of two helical peptides spanning the membrane.18-20

The channel, which is formed in the center of the peptide, is
filled by a file of water molecules.4,21,22 Gramicidin A functions
as an antibiotic exerting its activity by increasing the cation
permeability of the target plasma membrane. Besides water and
monovalent cations, also protons can pass the channel. While
water molecules and cations diffuse through the channel, protons
are transferred along a file of water molecules. This proton
transfer across the membrane was measured experimentally in
dependence on the pH value and the membrane potential.23-26

In this article, we describe a new DMC algorithm to simulate
charge transfer in biomolecules. We discuss the theoretical

* Corresponding authors. E-mail: Matthias.Ullmann@uni-bayreuth.de
(G.M.U.); Torsten.Becker@uni-bayreuth.de (T.B.). Fax: +49-921-55-3071.
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background and the implementation of the method. The method
is applied to study the LRPT in gA for which we compare our
results to experimental data. Due to the efficient Monte Carlo
sampling, large molecular systems can be simulated over time
ranges of biological interest. This approach will allow to
investigate the underlying mechanism of biological charge
transfer systems such as for example the photosynthetic reaction
center, cytochrome c oxidase, and cytochrome bc1.

Theory

Microstate Description. Biological charge transfer can be
described as transitions between microstates of a system.14,15,27-29

A microstate of a proton transfer system can be represented as
an N-dimensional vector xb ) (x1,..., xi,..., xN), where N is the
number of protonatable sites of the system; xi specifies the
instance of site i, i.e., a combined representation of its
protonation and rotameric form. Thus, assuming p possible
instances xi, there are in total M ) pN possible microstates for
the system. To keep the notation concise, microstates will be
numbered by the Greek letters ν and µ, while we will use the
roman letters i and j as site indices.

The standard energy for a given microstate xbν (i.e., the
electrochemical potential of all ligands is zero) can be calculated
by30,31

Gν
◦)∑

i)1

N

(Gintr(xi)+GΦ(xi))+
1
2∑i)1

N

∑
j)1

N

W(xi, xj) (1)

Gintr(xi) is the so-called intrinsic energy of the instance xi, GΦ(xi)
denotes the instance-specific energy contribution due to the
membrane potential, and W(xi, xj) takes into account the
interactions between pairs of instances of different sites. If the
electrochemical potential of the ligands is different from zero,
the energy of the microstate differs from the standard energy.
If we consider for simplicity that only protons can bind, the
energy of the microstate ν at a given electrochemical potential
µj is given by

Gν )Gν
◦- nνµ̄ (2)

where nν is the number of protons bound in microstate ν.
Equilibrium properties of a physical system are completely

determined by the energies of its states. The equilibrium
probability of a single state is given by

Pν
eq ) e-�Gν

Z
(3)

with � ) 1/RT where R is the gas constant and T is the absolute
temperature. Z is the partition function of the system.

Z)∑
ν)1

M

e-�Gν (4)

The sum runs over all M possible microstates. Macroscopic
properties of the system can be obtained by summing up the
individual contributions of all states. For example, the average
number of bound protons is given by

〈n 〉 )∑
ν)1

M

nνPν
eq (5)

where nν denotes the number of bound protons in the microstate
ν. For small systems, this sum can be evaluated explicitly. For
larger systems, Monte Carlo techniques can be invoked to
determine these probabilities.

Time Evolution of the System. The time evolution of the
above-defined system can be described by a master equation

d
dt

Pν(t))∑
µ)1

M

kνµPµ(t)-∑
µ)1

M

kµνPν(t) (6)

where Pν(t) denotes the probability that the system is in state ν
at time t, kνµ denotes the probability per unit time that the system
will change its state from µ to ν. The summation runs over all
possible states µ. In principle, the time evolution of such a
system can be solved analytically.15 In the microstate description
applied in this work, the number of states might become very
large, so that solving eq 6 directly is computationally prohibited.
To overcome this problem, stochastic methods, which have been
developed to deal with complex kinetic systems, can be
applied.16,32,33 In such methods, the systemsfor example a
chemical reaction systemsis described by a discrete amount
of particles of each species present. Transition rates are
calculated for all possible reactions depending on the current
number of particles. Although these stochastic methods are
efficient in solving eq 6, they still require the calculation and
the storage of all possible microstates and rate constants for all
possible transitions. Such an approach would overstretch
nowadays computational resources for a microstate description
even of a biological molecule of moderate size.

In this paper, we introduce a DMC method which allows to
solve eq 6 using affordable computational resources. The
underlying idea is that although there is an overwhelming
number of possible microstates, most of these states will never
be populated, since they are energetically too unfavorable.
However, deciding in advance, which microstates are important
for the reaction dynamics of a system, could introduce a bias
with consequences which are hard to estimate. To avoid this
bias, we follow the time evolution of a single initial microstate
and let our algorithm decide, which microstates will be
populated in the course of the simulation. The time evolution
of a given microstate is simulated by the Gillespie algorithm.16

In order to get statistically significant results, the simulations
need to be repeated several times. We call this variant of the
DMC method sequential DMC. For a small test system with
five sites,15 we test the correctness of the implementation of
our sequential DMC algorithm by comparing the analytically
obtained kinetics with those calculated by the sequential DMC
method (data not shown).

Figure 1 shows a flowchart of our sequential DMC algorithm
which is based on the Gillespie algorithm. Starting from an
initial microstate, rate constants are calculated for all events
possible. An event is a transition between microstates. In our
simulation, only one elementary step (proton uptake, proton
release, proton transfers through a hydrogen bond, or rotation
of a water molecule) is allowed in one event. The number of
possible events for a given microstate is typically small and
maximally on the order of N2p, where N is the number of sites
and p the number of instances per site. Thus, the total number
of all possible events in the system (which is maximally in the
order of p2N) is drastically reduced. Given the rate constants of
the possible events starting from the given microstate, the
algorithm chooses the next event m according to the following
criterion 16,17
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∑
l)1

m-1

kle F1K <∑
l)1

m

kl (7)

K)∑
l)1

L

kl (8)

K is the sum of the rate constants kl of all L possible events for
the given microstate; F1 is a random number between 0 and 1.
The rate constant kl is equivalent to one of the rate constants in
eq 6 and is a measure of the probability that event l happens
during the next time step. To adequately represent the kinetic
behavior of the system, it has to be ensured that the events are
chosen in accordance with their respective probability. Thus, if
a rate constant kr is twice as large as a rate constant ks, event r
should on average be chosen twice as often as event s. This
behavior is facilitated by eq 7. In the given example, kr

contributes twice as much as ks to the sum K and, thus, the
probability that event r fulfills eq 7 is twice as large as that for
event s.

The time ∆t that elapsed during the Monte Carlo step is given
by

∆t) 1
K

ln[ 1
F2] (9)

which is a standard way to draw a random number ∆t from an
exponential distribution given a uniformly distributed random
number F2 between 0 and 1. Thus, eq 9 is equivalent to the
statement that the probability of any event to happen within
time ∆t is given by exp(-K∆t). In summary, the criteria in
eqs 7 and 9 ensure that.

(i) all events are chosen according to their respective
probability and

(ii) the average time evolution of the system follows a master
equation.

Application of the described algorithm provides a trajectory,
i.e., a succession of microstates with accompanying time
information. Comparison to experimental data can be made by
averaging over several trajectories:

〈B〉 ) 1
NTr

∑
l)1

NTr

Bl (10)

where 〈B〉 is any given measurable quantity and Bl is its value
for a given trajectory l, NTr is the number of trajectories. The
flux F of protons through the channel, for example, is calculated
as follows:

〈F〉 ) 1
NTr

∑
l)1

NTr

Fl )
1

NTr
∑
l)1

NTr fl

tTr
(11)

where tTr is the time elapsed in one trajectory and fl is the
number of the protons that are transferred from ectoplasm to
cytoplasm in trajectory l.

Description of the Model System. The dimeric proton
channel gA was chosen as a model system to test the DMC
approach. The proton transfer through this channel occurs along
a file of water molecules. In our simulation, the water molecules
can rotate and protonate. Proton transfer can only occur between
neighboring water molecules. Proton uptake and release takes
place only at the water molecules at the two ends of the channel.
The water molecules can assume different orientations: four for
the protonated water molecule (H3O+) and six for the neutral
water molecule (H2O, see the section Water Representation in
Computational Details). A rotation is the transition between
different orientations of a water molecule; the protonation is
not allowed to change during a rotation. Since our system
contains eleven water molecules that can exist in ten different
instances, the total number of different microstates is 1011. In
the simulation, only one elementary step (proton uptake, proton
release, proton transfer, or rotation of a water molecule) is
allowed in one Monte Carlo step. The model system and the
possible reactions are schematically depicted in Figure 2.

Calculation of the Rate Constants. The rate constant kνµ
of the transition from state µ to state ν is calculated using an
Arrhenius approach

kνµ )Aνµe-�Gνµ
q

(12)

The preexponential factor Aνµ was set to 1013 s-1, which
approximates the preexponential factor kT/h derived from

Figure 1. Flowchart of the sequential DMC algorithm. Starting from
a microstate, rate constants for all possible events are calculated. The
time increment and the reaction to take place are chosen based on the
calculated rate constants and two random numbers (F1 and F2) between
0 and 1.

Figure 2. Different kinds of possible reactions included in the
sequential DMC algorithm. (a) Representation of the uptake of a proton.
(b) Proton transfer between neighboring water molecules. (c) Rotation
of the first water molecule. (d) State of the channel after all three
elementary reaction steps.
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transition state theory, where k is the Boltzmann constant, T is
the temperature and h is Planck’s constant. This preexponential
factor Aνµ represents the maximal rate corresponding to an
activationless transition. The activation energy Gνµ

+ is given by

Gνµ
q ) { ∆Gνµ +∆Gνµ

b : ∆Gνµ > 0

∆Gνµ
b : ∆Gνµe 0 (13)

∆Gνµ is the energy difference between the microstates µ and ν.
∆Gνµ

b is the energy barrier between the microstates µ and ν.
The meaning of the symbols is illustrated in Figure 3. The way
of obtaining energy barriers for the elementary reactions of our
system is described in the following.

Proton Transfer Along a Hydrogen Bond. Proton transfer
can only occur between a hydronium ion and a water molecule
that form a hydrogen bond. Which pairs of molecules form a
hydrogen bond can be determined based on geometric criteria:
the O-O distance between these water molecules is less than
4 Â and the hydrogen atom of the donor molecule points toward
the lone pair of the acceptor molecule. An angle criteria for an
hydrogen bond is derived from the regular tetrahedron structure
of the water molecules. Only hydrogen bonds with an hydrogen
bond angle that deviates from 180° by less than 55° are
considered. The energy difference between the reactant state
and the product state is calculated from eq 1. The energy barrier
for a proton transfer along a hydrogen bond in water is rather
small.10,34,35 Therefore, we set the energy barrier Gνµ

b for the
proton transfer reaction to a fixed value of 0.5 kcal/mol in
agreement with quantum chemical calculations.10,34,35 With an
average proton transfer rate constant of 3 ps-1 (taken from a
simulation without membrane potential), we can estimate a
transfer time of about 330 fs from our calculations which is in
the same order of magnitude as proton transfer times determined
from simulations of proton transfer in water.36,37 The two
calculations should result in comparable proton transfer rates,
since the environment within the gA channel is similar to that
in bulk water phase. In both cases, a water molecule forms
several hydrogen bonds. In the gA channel, hydrogen bonds
are formed with waters and the peptide backbone.

Proton Uptake and Release. The rate of proton uptake and
release depends on the proton electrochemical potential µj of
the surrounding medium.

µ)-RT ln(10)pH+ zFφ (14)

where R is the gas constant, T the absolute temperature, z is the
charge of a proton, F is Faraday’s constant, and φ is the
membrane potential. The energy difference ∆Gνµ between the
product state ν and the reactant state µ is given by

∆Gνµ )∆Gνµ
◦ -∆GH2O

◦ - λµj (15)

where λ is -1 for proton release reactions and +1 for proton
uptake reactions. ∆GH2O

◦ is the energy for protonating a water
molecule in the bulk at standard conditions, which takes into
account that the proton is taken up from or released to the bulk
water. This value can be calculated from the pKa value for the
protonation of a water molecule and is 2.3 kcal/mol.

The energy barrier ∆Gνµ
b for taking up a proton from the bulk

water into the gA channel has two contributions. First, the
energy barrier for transferring a proton in bulk water, which is
at least 1.9 kcal/mol3. Second, the transfer of a proton from the
bulk to the surface of the membrane, which was estimated to
be about 2.7 kcal/mol.38,39 These two contributions lead to a
value of at least 4.6 kcal/mol for the energy barrier of the proton
uptake and release, which is the value used in this study.

Rate Constants for Rotations of Molecules. The barrier of
the rotation of a water or a hydronium molecule is assumed to
depend on the number of hydrogen bonds that need to be broken
to allow this rotation, no matter if these hydrogen bonds are
formed again after the rotation. Hydrogen bonds are defined as
explained above. The energy for breaking the hydrogen bonds
determines the energy barrier Gνµ

b . To calculate the energy for
breaking a hydrogen bond, we apply an empirical formula
(eq 16).40 The energy barrier Gνµ

b is given by summing over
the contribution of all H hydrogen bonds that need to be broken,

Gνµ
b )∑

l)1

H

ae-crl (16)

where rl is the O · · ·H distance; a and c are empirical constants
which have the values 6042 kcal/mol and 3.6 Å-1, respectively.
Equation 16 leads to hydrogen bond energies between 4.5 and
0.5 kcal/mol for H · · ·O distances between 2 and 5 Å, respec-
tively. The energy difference between the reactant state and the
product state are again calculated from eq 1. In order to avoid
barrierless rotation events, the minimum barrier is set to 1.0
kcal/mol. Woutersen et al.41 measured the rotation rate of water
molecules in bulk water by IR-spectroscopy. These authors
found two rotation times for water molecules, 0.7 ps for weakly,
and 13 ps for strongly hydrogen bonded water molecules. Since
in our system water molecules have less hydrogen bonds than
in liquid water, a rotation time of 1.1 ps, which we obtained
from our simulations, is in good agreement with the experi-
mental data.

Computational Details

Structure Preparation. Coordinates of gA are taken from the
PDB (code 1jno).42 A cube of dummy atoms (20 × 20 × 20 Å3)
with zero charge is placed around the structure to represent the
lipid bilayer. Since the structure is determined by NMR, no
positions for water molecules are available in the structure. To
generate water positions, the system is placed in a water box.
All water molecules overlapping with the system are deleted.
A short steepest descent energy minimization (1000 steps)

Figure 3. Energy profile of a reaction (proton uptake, proton release,
proton transfer, or rotation of a water molecule) within our system. µ
and ν are the microstates, kνµ is the reaction rate constant for the reaction
from µ to ν. ∆Gνµ

b is the energy barrier, and ∆Gνµ is the difference
between the microstate energies of ν and µ.
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followed by an adopted basis Newton-Raphson minimization
(10 000 steps) is done using CHARMM.43 Peptide heavy atoms
and membrane atoms are kept fixed for both minimizations. In
agreement with previous simulations,4,21,22 we found nine water
molecules in the channel. Two additional water molecules, one
on each side of the channel, are selected to connect the water
file within gA to the bulk solvent. These water molecules are
in contact with the water molecules in the channel. The total
number of water molecules thus amounts to eleven. Finally,
the surrounding water box is removed and the eleven water
molecules are replaced by our five-center water model (see next
section). The resulting structure (see Figure 4) is used in all
electrostatic calculations.

Water Representation. The incorporation of rotation events
in our simulations requires an efficient way of calculating the
contributions of the different rotameric forms of a water
molecule to the microstate energy. For this purpose, we designed
a symmetric water model based on a regular tetrahedron with
five interaction centers, one at the center of the tetrahedron and
the remaining four at each corner of the tetrahedron. The
distance between the central and the four peripheral interaction
centers is 0.95. The central interaction center represents the
oxygen atom and the peripheral interaction centers represent
either lone pairs or hydrogen atoms. The peripheral centers are
permutated to sample all possible rotameric forms. No coordi-
nates need to be changed, only atom labels and charges are
assigned to already existing interaction centers. This water
representation makes the calculation of state energies (eq 1) very
efficient. Multipole-derived charges44 for the possible protona-
tion forms (H2O and H3O+) are calculated using ADF.45 For
the H2O molecule, the oxygen atom, the hydrogen atoms, and
the lone pairs have a charge of -0.22, 0.21, and -0.10,
respectively. For the H3O+ molecule, the respective atoms have
a charge of 0.13, 0.32, and -0.09. Zundel ions were not
considered explicitly, but geometries that correspond to Zundel
ions where included in the simulation.

Electrostatic Calculations. The energetic parameters in
eq 1 (Gintr(xi), GΦ(xi), W(xi, xj)) are calculated from the solution
of the Poisson-Boltzmann equation.30,31 The intrinsic energies
Gintr(xi) and the interaction energies W(xi, xj) are obtained by
using the MEAD package.46 The dielectric constant for the
protein and the membrane is set to 4 and the dielectric constant
of the solvent is set to 80. The ionic strength is set to 0.1 M.
The electrostatic potential is calculated by focusing using two
grids of 813 grid points and a grid spacing of 1.0 and 0.25 Å.
The first grid is centered on gA, and the second grid, on the
water molecule of interest. Partial charges for the water
molecules are taken from the ADF calculations as described
before, partial charges for the peptide are taken from the
CHARMM force field.47 Energy contributions due to the
membrane potential GΦ(xi)31 are calculated by the PBEQ
module48,49 of CHARMM43 using the same settings as for the
MEAD calculations. In order to account for the symmetry of
gA, we symmetrized the energetic parameters in eq 1, i.e., we
assigned the same energy parameters (Gintr(xi), W(xi, xj)) to
symmetry related water molecules.

DMC Calculations. The time evolution of the system is
simulated by calculating possible transitions between the
microstates. A microstate is described by a vector with eleven
elements, each element represents one water molecule. Water
molecules 1 and 11 are connected to the ectoplasm and
cytoplasm, respectively. All other water molecules are connected
only to their neighboring water molecules.

Figure 4. Gramicidin A system used in the simulation. The system
contains eleven water molecules buried inside the gramicidin A
membrane channel. The water model is depicted with the oxygen atom
at the center and two lone pairs (red) and two hydrogen atoms (white).

Figure 5. (a) Two dimensional potential of mean force for binding
protons to the gA channel without membrane potential. The diagonal
represents states with one proton bound. All other squares represent
states with two protons bound, i.e., the entry (1,5) represents the state
in which one proton is bound to water molecule 1 and the other proton
to water molecule 5. The plot is symmetric, because entry (1,5) and
entry (5,1) represent the same physical situation. (b) Energy profiles
for the gA channel with exactly one proton inside the channel. The
solid line depicts the potential of mean force. The dashed line is the
minimum energy profile. For better comparison, both profiles are shifted
with their minimum value to 0 kcal/mol.
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For each DMC simulation, 20 trajectories are generated. Since
the initial state is set arbitrarily, the system is simulated for
10 000 Monte Carlo steps so that the system can adopt a steady
state. The final state of this short simulation is than used as
starting configuration of a production run of 5 × 106 Monte
Carlo steps. Properties are calculated as average over these 20
trajectories.

Results and Discussion

In this article, we combine a microstate formalism that
describes charge transfer reactions14,15 and a sequential DMC
algorithm to simulate the kinetics of long-range proton transfer
processes. Energetic parameters of this reaction system are
obtained from continuum electrostatic calculations. We present
simulations of the proton transfer through gramicidin A (gA)
in dependence on external pH and membrane potential. The
proton flux obtained by these simulations agrees with experi-
mental values.23-26

Energy Profile of the Proton Channel. In order to analyze
the proton transfer process within the channel, it is instructive
to calculate first the energy profile along the proton transfer
path. For this purpose, we computed the potential of mean force
(PMF) of the gramicidin A channel for having one or two
protons inside the channel. Since in our system only microstates
with one or two protons in the channel are significantly
populated, all relevant states are considered in the two-
dimensional energy profile shown in Figure 5a. Due to the
moderate size of our system, the partition function of the system
with a limited number of protons in the channel can be
calculated and thus the PMF can be obtained from the following
two equations (given here for one proton in the channel):

〈ui〉 )
∑
ν)1

M

ui · e-Gν ⁄RT

Z
(17)

Gpmf )RT ln( 〈ui〉
1- 〈ui〉 ) (18)

〈ui〉 is the probability that the proton is on site i, ui, is 1 or 0
depending on whether site i is protonated or deprotonated,
respectively. Z is the partition function, R is the ideal gas
constant, and T is the absolute temperature. The one-dimensional
PMF obtained from eq 18 is plotted in Figure 5b (solid line).
For a system with one proton in the channel, the minimum
energy profile is shown as dashed line. An energy barrier for

the charge transfer from one side of the channel to the other is
located at the central three water molecules. This energy barrier
is about 3.4 kcal/mol if calculated from the PMF profile and
4.6 kcal/mol if calculated from the minimum energy profile.
The difference between the minimum energy profile and the
PMF profile are entropic contributions due to water molecule
rotation, which are taken into account in the PMF profile but
not in the minimum energy profile. These entropic contributions
lower the energy barrier by about 1.2 kcal/mol. For a one barrier
process, such a lowering corresponds to an increase of the
overall rate constant by about 1 order of magnitude, which
underlines the importance of water rotations in the gA channel.
The energy barrier obtained from the PMF is in good agreement
with an earlier empirical valence bond calculation.4

From the two-dimensional PMF in Figure 5a, one can derive
the localization of the protons inside the channel. The lowest
energy states are found on the diagonal. This diagonal represents
the states with one proton bound. All other states have two
protons bound. Low energy states with two protons bound are
those in which the protons are on opposite sides of the barrier,
i.e., one proton is on water molecule 1 to 4 and the other one
is on water molecule 8 to 11.

Proton Flux Through Gramicidin A. In order to compare
our sequential DMC calculations with experimental data, the
system was simulated at pH values of 0.0, 0.3, 2.0, and 2.3.
For each pH value, the proton flux was calculated for membrane
potentials ranging from 0 to -500 mV. A trajectory of 8 µs
took about 5 min on an Intel Pentium 4 with 3.2 GHz.

Table 1 shows a comparison of the calculated proton flux
with experimental data of several groups.23-26 We obtained an
agreement between theory and experiment within 1 order of
magnitude with a slight trend of underestimating the proton flux.
The calculated proton flux deviates from the experimental
value normally only by a factor of 2. We are not only able to
reproduce the dependence of the experimental fluxes on the
membrane potential at a given pH value, but our simulations
also reproduce the increase of the proton flux when the pH is
lowered from 2.3 to 0.0. Especially at pH ) 0, the discrepancy
between theory and experiments is larger. Under these condi-
tions, the model is also expected to describe the real system
less satisfactorily, since the pH contributes considerably to the
ionic strength at this pH, which is not considered in our
calculations. Since in our calculations no other parameters than
the pH value and the membrane potential are changed, our
model describes correctly the behavior of LRPT in gA over a
wide range of pH values and membrane potentials.

TABLE 1: Comparison of the Experimentally and Computationally (DMC) Determined Proton Flux through the gA Channel
for Different pH Values and Membrane Potentialsa

Proton Flux [pA]

pH 0 pH 0.3 pH 2 pH 2.3

membrane
potential [mV] expb DMC expc DMC expd DMC expe DMC

0 2 0 ( 1 0 1 ( 1 0.4 0.0 ( 0.2 -0.05 0.0 ( 0.1
-50 22 3 ( 1 8 4 ( 1 0.7 0.1 ( 0.2 0.42 0.2 ( 0.2
-100 42 7 ( 1 21 8 ( 2 0.9 0.6 ( 0.5 0.71 0.3 ( 0.2
-150 63 14 ( 2 34 15 ( 2 1.1 1.3 ( 0.5 f 0.6 ( 0.4
-200 79 23 ( 2 f 25 ( 3 1.1 1.9 ( 0.9 f 1.1 ( 0.6
-300 105 50 ( 3 f 47 ( 3 f 4.1 ( 1.1 f 2.3 ( 0.7
-400 120 76 ( 5 f 69 ( 5 f 8.3 ( 1.4 f 5.7 ( 1.6
-500 f 110 ( 7 f 97 ( 4 f 13.3 ( 1.3 f 7.8 ( 1.4

a Experimental data were obtained from published diagrams using the program g3data. Error values given for the DMC calculations are
calculated as standard deviations of twenty independently simluated trajectories. b Reference 23. c Reference 24. d Reference 25. e Reference 26.
f Not determined.
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Proton Transfer Mechanism. The good agreement of the
proton flux with experimental values allows to further investigate
the mechanism of the LRPT in gA. In the first subsection, we
analyze the overall behavior of protons in the gA channel by
determining the transfer probability of individual protons. Our
sequential DMC approach enables us to follow single protons
in the gA channel. Such an analysis is shown in the second
subsection. In the last subsection, we will address the question
whether the reorientation of the hydrogen bonded network or
the electrostatic barrier for the charge transfer is rate limiting
for the LRPT process in gA.

Proton Transfer Probability. Table 2 presents the prob-
ability that a proton is transferred through the whole channel
after reaching a given water molecule. For example, a probability
of 68% for water molecule 7 at a membrane potential of
-100 mV means that 68% of the protons which reached water
molecule 7 after being taken up from the ectoplasmic site are
released on the cytoplasmic site. The remaining 32% of protons
are returned to the ectoplasmic site. At low membrane potentials
(-100 mV) only 9% of the protons that are taken up are
transferred across the membrane (see Table 2). The remaining
91% of the protons are released on the same side of the
membrane where they entered the channel. But already at this
membrane potential, it is obvious from the transfer probabilities
that once the proton crosses the central energy barrier, it is most
likely transferred across the whole channel. At a membrane
potential of -100 mV, once the proton at water molecule 1
has reached water molecule 8, the probability of leaving the
channel from water molecule 11 is above 90%. With increasing
membrane potential, the proton transfer probabilities increase
for all water molecules. Interestingly, for membrane potentials
as negative as -300 mV, the first water molecule for which
more than 50% of the protons are transferred, is located in front
of the energy barrier. Under these conditions, the energy barrier
is already greatly diminished, nevertheless a small barrier
remains. However, proton transfer through gA is a nonequilib-
rium process. Thus, discussing transfer probabilities solely on
the basis of an energy profile can be misleading.

Figure 6 shows the protonation probability at pH ) 0 of all
water molecules at equilibrium conditions (without membrane
potential) and at steady state conditions with different membrane
potentials. The protonation probabilities of the three central
water molecules are very much influenced by the membrane
potential. Figure 6 shows that with increasing membrane
potential, the protonation probabilities of the water molecules
5 and 6 increases strongly. In contrast, the protonation prob-
abilities of water molecules 8 and 9 decrease with increasing
membrane potential. This decrease also leads to an overall
reduction of the average number of protons inside the channel
from 1.7 (at a membrane potential of 0 mV) to 1.3 (at a
membrane potential of -500 mV). The observed shifts of the
protonation probabilities under the influence of the membrane
potential can be interpreted as follows: Under the influence of
the membrane potential, the proton reaches the barrier at the
central three water molecules more frequently. Once the barrier
is crossed, the proton tends to leave the channel more rapidly
the stronger the membrane potential. Nevertheless, the energy
profile that could be extracted from the protonation probabilities
does not simply contain the membrane potential as an additive
contribution, because the protons that crossed the barrier are
eventually removed from the channel and thus the steady state
protonation differs from an equilibrium protonation.

Analysis of Single Protons in the Channel. Our sequential
DMC approach allows to analyze the simulation in analogy to
single molecule experiments. We can for instance follow single
protons inside the channel. Figure 7 shows such an analysis at
different membrane potentials. At a membrane potential of
-100 mV (Figure 7a), protons that entered the channel stay on
the same site of the channel and are only rarely transferred across
the central barrier. The protons enter from both sites and only
reach water molecule 4 or 8, depending on the site from which
they have entered the channel. This observation correlates with
a very low transfer probability of only about 9% for -100 mV.
At a membrane potential of -300 and -500 mV, more protons
are transferred across the membrane. The actual crossing event
is rather fast for all membrane potentials, reflecting the high
protonation energies of the central three water molecules. The
increase of the number of transferred protons is due to a decrease
of the time span a proton stays in front of the barrier. Moreover,
the protons also leave the channel faster. If the proton has
crossed the barrier, it is generally released. The probability that
the proton is crossing the barrier again in the opposite direction
is negligibly small. Table 3 shows the average occupation times,
i.e., the average time a single proton stays on a water molecule

TABLE 2: Probability for a Proton Being Transferred from
the Ectoplasm to the Cytoplasma

Proton Transfer
Probability [%]

number of protons
not limited

number of protons
limited to one

water
molecule

-100
mV

-300
mV

-500
mV

-100
mV

-300
mV

-500
mV

1 9 37 53 16 62 88
2 9 37 54 16 62 88
3 16 66 82 16 63 88
4 25 83 95 27 75 92
5 37 95 99 52 94 99
6 44 95 99 55 95 99
7 68 97 99 70 97 99
8 92 99 100 90 99 100
9 98 99 100 97 99 100
10 99 99 100 98 99 100
11 99 100 100 99 100 100

a All values are calculated at pH ) 0. A transfer probability of
68% for water molecule 7 at -100 mV means that 68% of the
protons which reached water molecule 7 were transferred across the
whole channel afterwards. Columns 2-4 present transfer
probabilities of protons if the simulation is not limited to a certain
number of protons. Columns 5-7 show the transfer probabilities if
the number of protons inside the channel is limited to one.

Figure 6. Protonation probability under steady state conditions at
membrane potentials of 0, -100, -300, and -500 mV. The overall
number of protons in the channel decreases with increasing membrane
potential.
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while it is inside the channel. The proton stays most of the time
at water molecules 4 and 8. The actual transfer over the barrier
is fast.

As can be seen from Figure 7, there is typically more than
one proton inside the channel, i.e., once a proton has crossed
the central barrier, the next proton already enters the channel.
One thus may ask whether the transfers of these protons are
correlated with each other. Therefore, in a second set of
simulations, the number of protons inside the channel is limited
to one. In these simulations, uptake events are only allowed if
no proton is inside the channel. If there is a correlation between
two protons inside the channel, the limitation to one proton
should result in different transfer probabilities and occupation
times. Table 2 shows the transfer probabilities for each water
molecule for simulations with an arbitrary number of protons
inside the channel and simulations limited to one proton inside
the channel. In Table 3, the occupation times of a proton are
listed for each water molecule determined from these two sets

of simulations. The transfer probabilities shown in Table 2 for
the simulations with a limited number of protons increase for
the first two water molecules. The changed transfer probabilities
indicate that the first proton hinders the second proton from
crossing the barrier. This hindrance is due to electrostatic
interactions as can be seen from the two-dimensional potential
of mean force (Figure 5a). Microstates with two protons close
to each other (less than three water molecules distance) have a
significantly higher energy than microstates with protons
separated by more than three water molecules.

The same picture can be obtained by comparing the occupa-
tion times in the simulations with a limited number of protons
to the occupation times in the simulations without this limitation.
The proton stays much longer on water molecule 4 if there is
more than one proton allowed in the channel, but the occupation
time for water molecule 8 is similar or even decreased. The
first proton, which is on the other side of the barrier, hinders

Figure 7. Sections of sequential DMC trajectories, which allow us to follow protons through the gA channel. The diagrams show the location of
protons within the first 40 ns of our simulations for membrane potentials of (a) -100, (b) -300, and (c) -500 mV. The colors represent different
protons. All simulations are performed at pH ) 0.
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the second proton from crossing. The second proton has to stay
in front of the barrier until the first proton has left the channel.

These findings indicate a strong correlation between the
protons transferred through the gA channel at low pH when on
average more than one proton is in the channel. At higher pH
values, less protons are in the channel. At pH ) 2.3 for instance,
on average only 0.1 protons are found in the channel. Under
these circumstances, the proton-proton interaction has nearly
no influence on the proton flux.

Rate Limiting Step of the LRPT. The rate limiting step of
the LRPT in gA is under ongoing discussion.4,50,51 Two different
aspects of the transfer process might be rate limiting. On one
hand, protons have to overcome an electrostatic energy barrier
to cross the channel;4 on the other hand, the hydrogen bonded
network has to rearrange to allow the next transfer. In order to
address the question which aspect is rate limiting, we artificially
reduce the electrostatic energy barrier of the LRPT process in
gA as well as increase the rotation rates in our simulations. For
comparison, it is instructive to describe the LRPT as an one
barrier process. Assuming Arrhenius behavior, a decrease of
the energy barrier by 1.0 kcal/mol increases the transfer rate
by a factor of 5, a decrease by 1.35 kcal/mol increases the
transfer rate by a factor of 10 and a decrease by 2.7 kcal/mol
increases the rate by a factor of 100. In our simulations, the
energy barrier is reduced by lowering the intrinsic energies
(Gintr(xi) in eq 1) of the protonated forms of the central three
water molecules by 1, 2, or 3 kcal/mol. The rotation rates are

increased by multiplying the preexponential factor (Aνµ in
eq 11) by 5, 10, or 100. If the electrostatic energy barrier is the
rate limiting step of the LRPT, the reduction of this barrier
should result in a higher proton flux through the gA channel. If
the rearrangement of the hydrogen bonded network is rate
limiting, the increased rotation rate should increase the proton
flux. As can be seen from Table 4, lowering the electrostatic
barrier has a significant effect on the observed proton flux. At
a membrane potential of -100 mV, decreasing the barrier by
3 kcal/mol increases the flux about 10-fold. And even at
membrane potentials as negative as -500 mV, we still observe
an increase of the flux from 110 to 316 pA.

Increasing rotation rates also increases the flux. For membrane
potentials between 0 and -200 mV, the influence of increasing
the rotation rates on the observed flux is similar to the influence
of lowering the electrostatic barrier. For membrane potentials
more negative than -200 mV, increasing the rotation rates is
even more effective than lowering the electrostatic barrier. At
a membrane potential of -500 mV, an increase of the rotation
rates by a factor of 100 increases the flux from 110 to 625 pA.

The increase of the proton flux by lowering the electrostatic
energy barrier is expected to attenuate at higher membrane
potentials, since stronger membrane potentials diminish the
influence of the electrostatic energy barrier on the LRPT process.
The increase of the proton flux by increasing the rotation rates
is not influenced by stronger membrane potentials. At small
membrane potentials between 0 and -200 mV both the

TABLE 3: Average Occupation Times for All Water Moleculesa

Average Occupation Times [ps]

number of protons limited to one number of protons not limited

water molecules -100 mV -300 mV -500 mV -100 mV -300 mV -500 mV

1 93 ( 7 51 ( 3 23 ( 6 90 ( 4 62 ( 2 51 ( 2
2 491 ( 37 335 ( 24 194 ( 52 316 ( 22 172 ( 14 124 ( 8
3 59 ( 5 62 ( 4 53 ( 12 127 ( 16 53 ( 3 32 ( 3
4 1313 ( 261 1348 ( 132 900 ( 206 3973 ( 545 1953 ( 164 905 ( 49
5 64 ( 12 87 ( 8 99 ( 21 80 ( 9 122 ( 8 125 ( 5
6 109 ( 20 136 ( 9 91 ( 11 103 ( 18 148 ( 9 87 ( 4
7 14 ( 3 5 ( 0 4 ( 1 3 ( 0 4 ( 0 5 ( 0
8 935 ( 225 318 ( 27 76 ( 12 1011 ( 61 143 ( 8 46 ( 2
9 27 ( 5 26 ( 2 10 ( 2 77 ( 6 24 ( 1 8 ( 0
10 325 ( 30 242 ( 15 178 ( 24 330 ( 15 240 ( 10 163 ( 5
11 105 ( 9 91 ( 5 81 ( 11 106 ( 4 91 ( 4 80 ( 3

a An occupation time is the total time a single proton stays on a water molecule while it is inside the channel. Columns 2-4 present transfer
probabilities of protons if the simulation is not limited to a certain number of protons. Columns 5-7 show the transfer probabilities if the
number of protons inside the channel is limited to one. Error values given for the DMC calculations are calculated as standard deviations of 20
independently simluated trajectories.

TABLE 4: Proton Flux through the gA Channel in Dependence on the Membrane Potential for Differently Lowered
Electrostatic Barriers and Increased Rotation Ratesa

Proton Flux [pA]

lowering of the electrostatic energy barrierb factor for rotation rate increasec

membrane potential [mV] reference flux -1.0 -2.0 -3.0 5 10 100

0 0 ( 1 2 ( 2 7 ( 3 10 ( 2 2 ( 4 3 ( 5 4 ( 8
-50 3 ( 1 8 ( 2 35 ( 3 42 ( 3 9 ( 3 14 ( 8 30 ( 11
-100 7 ( 1 19 ( 2 62 ( 5 73 ( 3 23 ( 5 30 ( 9 71 ( 15
-150 14 ( 2 32 ( 2 84 ( 4 101 ( 4 41 ( 7 56 ( 13 128 ( 19
-200 23 ( 2 46 ( 4 106 ( 5 131 ( 4 70 ( 9 96 ( 14 184 ( 14
-300 50 ( 3 87 ( 4 146 ( 5 186 ( 4 136 ( 8 177 ( 20 332 ( 24
-400 76 ( 5 129 ( 5 189 ( 4 245 ( 4 208 ( 13 276 ( 21 488 ( 19
-500 110 ( 7 181 ( 5 236 ( 7 316 ( 5 298 ( 12 369 ( 25 625 ( 26

a All values are derived at pH ) 0. Error values given for the DMC calculations are calculated as standard deviations of twenty
independently simluated trajectories. b Intrinsic energies of the three central water molecules was lowered by 1, 2, and 3 kcal/mol. c The
rotation rate is increased by multiplying Aνµ in eq 11 by 5, 10, and 100.
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electrostatic energy barrier and the rotations of the participating
molecules similarly influence the LRPT in gA. An increased
flux can be achieved both by lowering the electrostatic energy
barrier as well as by increasing the rotation rates of the
participating molecules.

Conclusions

In this work, we introduce a sequential dynamical Monte
Carlo algorithm to simulate long-range proton transfer processes
in biomolecules on timescales which are not accessible by other
methods up to now. This algorithm allows us to simulate proton
transfer processes in dependence on external parameters. We
applied the new method to simulate the proton flux through
gramicidin A as a function of pH and membrane potential. The
calculated proton flux agrees well with experimental data, which
gives us confidence to investigate the underlying proton transfer
mechanism. In contrast to conventional dynamical Monte Carlo,
the new method allows us to analyze our simulation in analogy
to single molecule experiments. From this analysis, it can be
seen that the proton can only cross the barrier, when the
previously transferred proton has already left the channel. Thus
at low pH, proton-proton interaction inside the channel is an
important factor influencing the proton transfer through grami-
cidin A. By varying the electrostatic barrier for the proton
transfer and the rotation rates of the water molecules, we
analyzed the rate limiting process of the proton transfer through
gramicidin A. We conclude that at physiological membrane
potentials, i.e., between 0 and -250 mV, both aspects of the
long-range proton transfer in gramicidin A, the electrostatic
barrier and the reorientation of the hydrogen bonded network,
are equally important.

By analyzing the proton transfer process, we could show that
at low pH a proton which has entered the channel has to wait
in front of the electrostatic energy barrier as long as a second
proton is still in the channel. Once the proton has crossed the
electrostatic energy barrier, it is transferred across the whole
membrane with a probability of more than 90%.

The new sequential DMC algorithm can be applied to other
proteins that are involved in charge transfer. The method can
be straightforwardly extended to include electron transfer and
coupled proton/electron transfer. It will allow to analyze the
detailed mechanism of coupled charge transfer reactions in
proteins on biologically relevant time scales.

Acknowledgment. This work was supported by the Deutsche
Forschungsgemeinschaft (UL 174/7-1 and UL 174/4-3). We
thank Donald Bashford for providing his program MEAD. R.
Thomas Ullmann assisted us in designing the water model.

References and Notes

(1) Krishtalik, L. I. Biochim. Biophys. Acta 2000, 1458, 6–27.
(2) Nagle, J. F.; Morowitz, H. J. Proc. Natl. Acad. Sci. U.S.A. 1978,

75, 298–302.
(3) Agmon, N. Chem. Phys. Lett. 1995, 244, 456–462.
(4) Braun-Sand, S.; Burykin, A.; Chu, Z. T.; Warshel, A. J. Phys. Chem.

B 2005, 109, 583–592.
(5) Warshel, A. Acc. Chem. Res. 2002, 35, 385–395.
(6) Warshel, A. Chem. ReV. 1993, 93, 2523–2544.
(7) Voth, G. A. Acc. Chem. Res. 2006, 39, 143–150.
(8) Braun-Sand, S.; Strajbl, M.; Warshel, A. Biophys. J. 2004, 87, 2221–

2239.
(9) Warshel, A.; Weiss, R. M. J. Am. Chem. Soc. 1980, 102, 6218–

6226.

(10) Schmitt, U. W.; Voth, G. A. J. Chem. Phys. 1999, 111, 9361–
9381.

(11) Friedman, R.; Nachliel, E.; Gutman, M. Biochim. Biophys. Acta
2005, 1710, 67–77.

(12) Marx, D. Com. Phys. Commun. 2006, 7, 1848–1870.
(13) Lill, M. A.; Helms, V. J. Chem. Phys. 2001, 115, 7993–8005.
(14) Ferreira, A.; Bashford, D. J. Am. Chem. Soc. 2006, 128, 16778–

16790.
(15) Becker, T.; Ullmann, R. T.; Ullmann, G. M. J. Phys. Chem. B 2007,

111, 2957–2968.
(16) Gillespie, D. T. J. Phys. Chem. 1977, 81, 2340–2361.
(17) Fichthorn, K. A.; Weinberg, W. H. J. Chem. Phys. 1991, 95, 1090–

1096.
(18) Burkhart, B. M.; Li, N.; Langs, D. A.; Pangborn, W. A.; Duax,

W. L. Proc. Natl. Acad. Sci. U.S.A. 1998, 95, 12950–12955.
(19) Eisenman, G.; Enos, B.; Hagglund, J.; Sandblom, J. Ann. N.Y. Acad.

Sci. 1980, 339, 8–20.
(20) Andersen, O. S.; Koeppe, R. E.; B, R. IEEE Trans. Nanobiosci.

2005, 4, 10–20.
(21) Pomes, R.; Roux, B. Biophys. J. 2002, 82, 2304–2316.
(22) de Groot, B. L.; Tieleman, D. P.; Pohl, P.; Grubmüller, H. Biophys.

J. 2002, 82, 2934–2942.
(23) Chernyshev, A.; Cukierman, S. Biophys. J. 2006, 91, 580–587.
(24) Cukierman, S. Biophys. J. 2000, 78, 1825–1834.
(25) Akeson, M.; Deamer, D. W. Biophys. J. 1991, 60, 101–109.
(26) Cukierman, S.; Quigley, E. P.; Crumrine, D. S. Biophys. J. 1997,

73, 2489–2502.
(27) Homeyer, N.; Essigke, T.; Ullmann, G.; Sticht, H. Biochemistry

2007, 46, 12314–12326.
(28) Klingen, A. R.; Bombarda, E.; Ullmann, G. M. Photochem.

Photobiol. Sci. 2006, 5, 588–596.
(29) Ullmann, G. J. Phys. Chem. B 2003, 107, 1263–1271.
(30) Ullmann, G. M.; Knapp, E.-W. Eur. Biophys. J. 1999, 28, 533–

551.
(31) Bombarda, E.; Becker, T.; Ullmann, G. M. J. Am. Chem. Soc. 2006,

128, 12129–12139.
(32) Landau, D. P.; Binder, K. A Guide to Monte Carlo Simulations in

Statistical Physics; Cambridge University Press: New York, 2000.
(33) Prados, A.; Brey, J.; SanchezRey, B. J. Stat. Phys. 1997, 89, 709–

734.
(34) Sadhukhan, S.; Munoz, D.; Adamo, C.; Scuseria, G. E. Chem. Phys.

Lett. 1999, 306, 83–87.
(35) Pavese, M.; Chawla, S.; Lu, D. S.; Lobaugh, J.; Voth, G. A.

J. Chem. Phys. 1997, 107, 7428–7432.
(36) Lill, M. A.; Helms, V. J. Chem. Phys. 2001, 115, 7985–7992.
(37) Barroso, M.; Arnaut, L. G.; Formosinho, S. J. J. Phys. Chem. A

2007, 111, 591–602.
(38) Cherepanov, D. A.; Junge, W.; Mulkidjanian, A. Y. Biophys. J.

2004, 86, 665–680.
(39) Mulkidjanian, A. Y.; Heberle, J.; Cherepanov, D. A. Biochim.

Biophys. Acta 2006, 1757, 913–930.
(40) Espinosa, E.; Molins, E.; Lecomte, C. Chem. Phys. Lett. 1998, 285,

170–173.
(41) Woutersen, S.; Emmerichs, U.; Bakker, H. J. Science 1997, 278

(5338), 658–660.
(42) Townsley, L. E.; Tucker, A, W.; Sham, S.; Hinton, F, J. Biochem-

istry 2001, 40, 11676–11686.
(43) Brooks, B. R.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.;

Swaminatha, S.; Karplus, M. J. Comput. Chem. 1983, 4, 187–217.
(44) Swart, M.; Van Duijnen, P. T.; Snijders, J. G. J. Chem. Phys. 2001,

22, 79–88.
(45) Guerra, C. F.; Snijders, J. G.; te Velde, G.; Baerends, E. J. Theor.

Chem. Acc. 1998, 99, 391–403.
(46) Bashford, D.; Gerwert, K. J. Mol. Biol. 1992, 224, 473–486.
(47) MacKerell, A. D.; Bashford, D.; Bellott, M.; Dunbrack, R. L.;

Evanseck, J. D.; Field, M. J.; Fischer, S.; Gao, J.; Guo, H.; Ha, S.; Joseph-
McCarthy, D.; Kuchnir, L.; Kuczera, K.; Lau, F. T. K.; Mattos, C.;
Michnick, S.; Ngo, T.; Nguyen, D. T.; Prodhom, B.; Reiher, W. E.; Roux,
B.; Schlenkrich, M.; Smith, J. C.; Stote, R.; Straub, J.; Watanabe, M.;
Wiorkiewicz-Kuczera, J.; Yin, D.; Karplus, M. J. Phys. Chem. B 1998,
102, 3586–3616.

(48) Im, W.; Beglov, D.; Roux, B. Com. Phys. Commun. 1998, 111,
59–75.

(49) Roux, B. Biophys. J. 1997, 73, 2980–2989.
(50) de Groot, B. L.; Frigato, T.; Helms, V.; Grubmüller, H. J. Mol.

Biol. 2003, 333, 279–293.
(51) Jensen, M. O.; Tajkhorshid, E.; Schulten, K. Biophys. J. 2003, 85,

2884–2899.

JP801477B

13410 J. Phys. Chem. B, Vol. 112, No. 42, 2008 Till et al.

4. Manuscripts 4.2. Manuscript A

50



4. Manuscripts 4.3. Manuscript B

4.3 Manuscript B

McVol - A program for calculating protein volumes and

identifying cavities by a Monte Carlo algorithm
Mirco S. Till & G. Matthias Ullmann

Received: 31 March 2009 / Accepted: 23 May 2009

J Mol Model. 2009 Jul 22. [Epub ahead of print]

DOI 10.1007/s00894-009-0541-y

51



ORIGINAL PAPER

McVol - A program for calculating protein volumes
and identifying cavities by a Monte Carlo algorithm

Mirco S. Till & G. Matthias Ullmann

Received: 31 March 2009 /Accepted: 23 May 2009
# Springer-Verlag 2009

Abstract In this paper, we describe a Monte Carlo method
for determining the volume of a molecule. A molecule is
considered to consist of hard, overlapping spheres. The
surface of the molecule is defined by rolling a probe sphere
over the surface of the spheres. To determine the volume of
the molecule, random points are placed in a three-
dimensional box, which encloses the whole molecule. The
volume of the molecule in relation to the volume of the box
is estimated by calculating the ratio of the random points
placed inside the molecule and the total number of random
points that were placed. For computational efficiency, we
use a grid-cell based neighbor list to determine whether a
random point is placed inside the molecule or not. This
method in combination with a graph-theoretical algorithm
is used to detect internal cavities and surface clefts of
molecules. Since cavities and clefts are potential water
binding sites, we place water molecules in the cavities. The
potential water positions can be used in molecular
dynamics calculations as well as in other molecular
calculations. We apply this method to several proteins and
demonstrate the usefulness of the program. The described
methods are all implemented in the program McVol, which
is available free of charge from our website at http://www.
bisb.uni-bayreuth.de/software.html.

Keywords Cavities in proteins .Molecular volume .

Monte Carlo .Water placement inside proteins

Introduction

The identification of the surface of a protein has a long
tradition in many fields of protein modeling and drug
design [1–5]. The great interest in this subject is motivated
by its importance for identifying ligand binding pockets and
cavities in proteins. Moreover, protein crystal structures
often show internal cavities that could be filled with water
molecules. The identification of such water-filled cavities is
important for the analysis of proton transfer networks in
proteins, since these water molecules can play a role in
hydrogen bond networks and therefore influence the long
range proton transport within proteins [6–8]. Several
methods have been developed to calculate the solvent
accessible surface, molecular surface and molecular volume
of a protein. Among them, algorithms based on the alpha
shape theory are used in many approaches [2, 9, 10]. The
alpha shape theory orders a subset of Delauny complexes
with the aim of reducing the computational cost of an
inclusion-exclusion formalism to calculate the protein
surface and volume. An accurate computation of the
molecular and solvent accessible surfaces and volumes is
possible with this algorithm. However, the main drawbacks
are numerical instabilities due to geometric degeneracy. The
computation of the Delauny complexes are shown to be
prone to such instabilities. A solution to this problem is
found with the so-called “Simulation of Simplicity” [9]
which is implemented for example in CASTp [2]. Other
methods like LIGSITE [11], POCKET [12], or SURFNET
[13] are grid based methods to define the protein surface
and internal cavities or ligand binding sites. These
methods are limited to the resolution of the grid they
use. All these methods are basically methods for integrat-
ing the protein volume. Monte Carlo algorithms are
known to be able to perform such integrations. A well-
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known textbook example is the integration of a circle area
for the determination of the number π [14]. Such an
algorithm can also be used for determining the volume of
proteins.

In this paper, we describe an efficient Monte Carlo
algorithm for calculating protein volumes and for identify-
ing internal cavities. Our new algorithm is neither depen-
dent on grid resolutions nor is the algorithm prone to
geometric degeneracy at any point of the integration. Based
on the identified cavities, we suggest possible positions for
water molecules and place these water molecules. We apply
this program to several proteins of different sizes and
compare our results with experimentally identified water
positions. The program is available from our website at
http://www.bisb.uni-bayreuth.de/software.html.

Methods

Theory of the volume integration

In our algorithm, we consider the protein to consist of
spherical atoms. In order to define the molecular volume
(MV), we calculate the solvent accessible surface (SAS),
which is defined by rolling a probe sphere over the atoms
of the protein [15]. The probe sphere represents a solvent
molecule. Therefore the probe sphere radius is adjustable to
match the desired solvent molecule radius. Figure 1 shows
a schematic drawing of the scenario. The MV consists of
two parts: the volume of the protein atoms and the volume
of the voids, i.e., the volume between the atoms which is
not solvent accessible. The MV can be determined by a
Monte Carlo integration: A point is randomly placed in a
box with known dimensions that contains the whole
molecule and it is determined whether this random point
is in the solvent or in the MV. From the ratio between
points inside the MV and the total number of points, the
MV can be calculated. If the box has a volume Vbox, then
the MV is given by

MV ¼ ninside
ntot

Vbox ð1Þ

where ninside is the number of points inside the MV and ntot
is the total number of points.

Whether a point is inside the MVor not is determined by
the following steps:

1. If the point is closer to one atom than the van der Waals
radius of this atom, the point is inside the van der Waals
volume and therefore inside the MV, else

2. If the distance of the point to any atom center is smaller
than the van der Waals radius of the atom plus the

probe sphere radius and the distance to the closest
point of the SAS is larger than the probe sphere
radius, the point belongs to a void and therefore to the
MV.

3. In any other case, the point belongs to the solvent.

For practical calculations, the SAS is represented by
dots. The distance to the surface is than evaluated by
calculating the distances to all surface points. In our
implementation, we defined the surface points by the
double cubic lattice method developed by Eisenhaber and
coworkers [16]. This method can also be used to calculate
the SAS by the following equation:

SAS ¼
XN

i¼1

4pr2i
nsurf f ;i
ntot;i

ð2Þ

where N is the number of atoms, ri is the radius of atom i,
nsurf,i is the number of dots on the SAS of atoms i and ntot,i
is the number of dots placed on atom i, no matter whether
they are on the SAS or not.

Envelope

Sphere

Molecular 

Volume

Molecular
Volume

Volume
Void

Surface Probe

Surface
Van der Waals

Van der Waals
Volume

Surface
Accessible 

Solvent 

Fig. 1 Definition of volumes and surfaces of a molecule. The atoms
of a molecule are represented as white spheres, the probe sphere as
cyan spheres. The solvent accessible surface (dashed line) is defined
by the center of the probe sphere when rolled over the atoms of
the protein. The molecular surface (solid blue line) is defined by the
surface points of the probe sphere closest to the protein atoms. The
molecular volume consists of two parts, the Van der Waals volume of
the atoms and the volume of the voids (shown in black) between these
atoms. A void is defined as the space between atoms which is not
solvent accessible.The molecular volume is represented by the area
inside molecular surface (solid blue line). The solvent accessible
surface encloses a volume that consists of three parts: the envelope
region (gray), the Van der Waals volume (white), and the void volume
(black)
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The pseudocode for determining whether a random point
is inside the molecular volume or not is given in the
following:

Implementation of the volume integration

A direct implementation of the algorithm described above
would give correct results for the volume calculation.
However, it would be quite slow, since many distances
need to be evaluated. To reduce the number of distance
calculations, we used two cell-based neighbor list [14] (see
Fig. 2), one for the atoms and another one for the surface
dots. Two steps are necessary to create the neighbor list
with a given grid spacing. The first step is to place a grid on
the protein, where the maximal and minimal Cartesian
coordinates of the grid points are the maximal Cartesian
coordinates of the protein atoms extended by the maximal
radius of the atoms and the probe sphere radius. In our
implementation, we allow that the grid cells can have
negative indices [17]. Each grid point is initialized as an

empty linked list. The second step is to fill the linked lists
with the nearby atoms or surface dots. The assignment of
atoms to grid cells is done by running over all coordinates,
dividing them by the grid spacing and rounding these
values to the nearest integer (using the standard C-function
rint ()). The rounded coordinates give the indices of the grid
cell to which the atom or surface dot is associated. A
pointer to the atom or surface dot is appended to the linked
list at this grid position. Calculating the distance of a
random point to the closest atom or surface dot is then
accomplished by the following steps: The coordinates of
the random point are divided by the grid spacing and these
values are rounded to the nearest integer (using the standard
C-function rint()). This procedure gives the indices of the
grid cell to which the point is assigned. Now only the
distance to atoms or surface dots assigned to the neighboring

p o i n t . i n s i d e s o l v e n t = t r u e ;

p o i n t . i n s i d e p r o t = f a l s e ;

p o i n t . i n s i d e v o i d = f a l s e ;

f o r ( a l l a toms ( i ) )

{ i f ( d i s t a n c e ( p o i n t , atom ( i ) ) < = atom ( i ) . r a d i u s )

{ p o i n t . i n s i d e p r o t = t r u e ;

p o i n t . i n s i d e s o l v e n t = f a l s e ;

break ;

}

}

i f ( p o i n t . i n s i d e s o l v e n t == t r u e )

{ f o r ( a l l a toms ( i ) )

{ i f ( ( d i s t a n c e ( p o i n t , atom ( i ) ) < ( atom ( i ) . r a d i u s + p ro b e . r a d i u s ) )

&& ( d i s t a n c e ( p o i n t , s u r f a c e ) > p ro b e . r a d i u s ) )

{ p o i n t . i n s i d e v o i d = t r u e ;

p o i n t . i n s i d e s o l v e n t = f a l s e ;

}

}

}
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grid cells needs to be calculated. How many neigboring
grid cells need to be analyzed is determined as follows. All
random points that are at least within a distance of the
probe sphere radius plus the maximal atom radius need to
be checked for determninig whether the random point is
within the void or envelope region. In order to check
whether the point is not in the envelope region, it needs to
have a distance from any surface point that is larger than
the probe sphere radius. These distances are divided by the
respective grid spacing and rounded to the next highest
integer h (using the standard function ceil()). Then, all
distances to the atoms and surface points in the neighboring
grid cells are evaluated. Suppose the random point was
assigned to the grid cell with the index (i, j, k), the distances
to all atoms or surface dots assigned to the grid cells (i ± h,
j ± h, k ± h) are calculated. By this procedure, the number
of distance calculations is reduced by orders of magnitude.
It should be noted, that the grid resolution influences the

speed of the program but not the accuracy of the volume
calculations, since the points to calculate the volume are
placed randomly in the box.

Identification of cavities

The procedure described above allows not only to calculate
protein volume but also identify internal cavities. We have
two ways to identify internal cavities in our calculation.
First, it is possible to identify cavities based on the dot
surface and second, based on the volume integration. We
describe both possibilities in the following.

First, the surface is defined based on surface points
marking the accessibility to the probe sphere. The surface
of an internal cavity is described in the same way as the
outside surface of the protein. We applied a graph search
algorithm to separate surface points defining the outside
surface of the protein from surface points defining internal
cavities. The undirected graph is generated by connecting
surface dots which are less than a certain distance (ca. 1 to
2 Å) apart using a cell-based neighbor list. The basic idea is to
divide the graph in unconnected subgraphs. Typically, the
largest subgraph describes the outer surface of the protein and
smaller subgraphs describe internal cavities. The graph search
is implemented as a breadth first search (BFS) [18]. To save
memory, both, searching and building the graph is imple-
mented in one routine, since it is not necessary to keep the
connectivity matrix in the memory. The BSF methods starts
by placing all surface dots in one graph. A vector
representing all surface dots shows the graph division. This
vector is initialized with 0 as graph number for all elements.
Starting from the first element i in this vector, we assign the
subgraph number 1 to this element and identify all
neighboring surface dots. These neighboring surface dots
are considered as connected in our graph and therefore the
subgraph number 1 is assigned to these points. Additionally,
these points are placed on a stack. If all connections of i are
evaluated, a loop is started with an empty stack as
termination condition. Within this loop, the last dot placed
on the stack is taken from the stack and the subgraph number
1 is assigned to all neighboring dots, which do not already
have a subgraph number. These dots are also placed on the
stack. In each loop iteration, one dot is taken from the stack
and all neighboring dots, which are not already in a subgraph
are placed on the stack. Therefore, if the stack becomes
empty, no more dots are in the whole graph which are
connected to subgraph 1 but are not assigned to subgraph 1.
If all dots of the surface are placed in subgraph 1, the whole
graph is not dividable into subgraphs. If there are dots with 0
as subgraph number remaining in the vector, one of these
dots is taken as the next starting point i for subgraph number
2. This procedure is repeated until all dots are assigned to a
subgraph. If more than one subgraph is found by the BFS

10

−10

0

20

0−10

10

−20

Fig. 2 Schematic drawing of the assignment of surface point to a
neighbor list. The task is to find whether the distance of a random
point (red) to a surface point (blue) is less than the probe sphere
radius. Without a neighbor list, all surface points need to be evaluated
until the first surface point within the probe sphere radius is found. In
order to reduce the number of distance evaluations, a neighbor list is
defined by mapping all surface points to a grid. For example, all cyan
points are mapped to the grid point next to them (indicated by black
arrows). All points within the cyan rectangle are mapped to this grid
point. The random point is also assigned to a grid point. Now only the
distance to the surface points in the neighboring grid cells (shown as
the dashed red square) need to be evaluated. Only the surface points
within the red circle have a distance to the random point that is smaller
than the probe sphere radius. Using our neighbor list, only the
distances to surface points that are within the solid read square are
evaluated
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algorithm, subgraphs not connected to the outer protein
surface can be defined as internal cavities. The surface of
each subgraph can be calculated using Eq. 2.

Second, we can map the random points placed during the
MC integration on a grid with a given resolution. Saving
the number of points on a grid reduces dramatically the
memory requirements compared to saving all random
points individually. In each grid cell, we count the number
of random points that were placed inside an atom, inside a
void, and inside the solvent. A grid cell is marked as
solvent as soon as one random point mapped to this grid
cell was evaluated to be in the solvent. All grid cells not
marked as solvent are considered to be inside the protein.
Searching for cavities is accomplished by separating
solvent grid cells completely surrounded by protein grid
cells from solvent grid cells which are connected to the
borders of the box. This separation is achieved by a BFS
algorithm as explained above. An undirected graph is build
from all grid cells. Within this graph a grid cell has a
connection to a neighboring cell, if both grid cells are
marked as solvent. After evaluating all grid cells at least
one subgraph is found, defining the solvent surrounding the
whole protein. If additional subgraphs of solvent grid cells
are found these subgraphs are internal cavities. The volume
of the internal cavities is integrated again by a Monte-Carlo
algorithm. This time with a box placed only around the
cavity. The resulting volume is more exact, since more
random points are placed in a smaller volume. The volume
is again evaluated by Eq. 1.

Detecting surface clefts

One problem connected to the calculation of the surface of a
protein is the detection of large clefts on the surface reaching
deep into the protein. A cleft is a solvent accessible pocket on
the protein surface surrounded by a given ratio of protein. By
default our algorithm would treat a cleft with a connection to
the solvent as solvent accessible and therefore this cleft is
treated as solvent and not as cavity. Several attempts to detected
surface clefts were made [1, 2, 4, 5, 11–13, 19–24]. Our
method for detecting internal cavities led us to an algorithm
which is capable of detecting clefts on the protein surface. For
testing if a solvent grid point belongs to a cleft, we place a
box on each solvent grid point. The volume of this box is
checked for points belonging to the protein or cleft. If more
than a given percentage of grid points in the box are protein
or cleft points, the solvent point is marked as cleft. Figure 3
schematically depicts the evaluation of a solvent point. This
algorithm runs iteratively until no more cleft points are found.
The points marked as clefts are divided into subgraphs using
the BFS method describe above. The determined clefts are
treaded like cavities in the program flow, except that the cleft
volume is not reevaluated with a smaller box.

Placing water oxygen atoms

One reason for searching cavities in proteins is that they may
contain water molecules. We place water molecules in all
cavities with a volume larger than the volume of one water
molecule. Based on the volume of each cavity, the number of
water molecules each cavity can hold is determined by
dividing the volume of the cavity by the volume of a water
molecule. The result is rounded to the nearest integer. Initially,
the atoms are place randomly inside the cavity by selecting a
random solvent grid node that is far enough from the protein
atoms. Starting from this configuration, a Monte Carlo
method is applied to optimize the water positions on the grid.

We maximize the function D in Eq. 3

D ¼
XK

i¼1

XK

j¼iþ1

d i; jð Þ þ
XK

i¼1

xi � xmaxj j

þ
XK

i¼1

yi � ymaxj j þ
XK

i¼1

zi � zmaxj j

þ
XK

i¼1

xi � xmixj j þ
XK

i¼1

yi � yminj j

þ
XK

i¼1

zi � zminj j ð3Þ

Fig. 3 Definition of clefts in proteins. The grey circles represent
protein atoms. The yellow grid point (i,j,k) is a solvent grid point for
which it is tested whether it is situated in a cleft or not. All grid cells in
the two layers (i.e. i±2,j±2,k±2) are evaluated whether they are solvent
grid points (green) or protein grid points (blue). The yellow grid point
is considered to be situated in a cleft if a certain percentage of the
surrounding grid points are protein grid points or cleft grid points
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where d (i, j) is the distance between water molecule i and j
and xyzmin and xyzmax are the minimal and maximal
coordinates of the cavity, respectively. D is maximized by
the Monte Carlo algorithm. Maximizing D ensures that the
placed water molecules are as far apart from each other as
possible and also as far apart as possible from the cavity
borders. The algorithm moves one water molecule in a
random direction at the grid and checks whether D has
increased or not and if a water molecule at this position
does not overlap with protein atoms. If the distance sum has
increased, the new water position is accepted, otherwise,
the move is discarded. The algorithm terminates after a
given number of steps. By applying this algorithm, we
ensure that the cavity is evenly filled with water molecules.
Since no energy criteria are applied during the placement of
water molecules, it is recommended to minimize the
positions of the water molecules afterward.

Adding a membrane to membrane proteins

For electrostatic calculation on membrane proteins, it is
often required to add dummy atoms around the protein
representing the hydrophobic region of the membrane [25–
27]. When such a membrane of dummy atoms is added,
care must be taken, that internal cavities of the protein
that are filled potentially by water molecules are not
filled by dummy atoms. We implemented a procedure to
add a dummy atom membrane in McVol to handle this
problem.

Since the protein is placed in a box, all grid points of this
box not assigned to a cavity or cleft are solvent grid points.
On the basis of these grid points, McVol is capable of
placing a membrane of dummy atoms around the protein.
This membrane is built by defining an upper and lower
border of the membrane. All solvent grid points within
these borders (defined by the z-coordinates) are considered
as membrane region. Grid points that are identified as
cavities are not considered as membrane region in order to
avoid that water filled cavities in the protein that are
potentially important, for example for proton transfer, are
filled with dummy atoms.

The overall flowchart of the program is given in Fig. 4.

Computational details

Structure preparation

All structures discussed in the following are derived from
their pdb structures. Hydrogen atoms were added by the
hbuild routine of CHARMM [28] and subsequently
minimized. Atom radii were taken from Bondi [29] if not
stated otherwise.

Computational details

All calculations were done with 50 Monte Carlo steps per
Å3 of the box volume and 2500 surface dots unless stated
otherwise. The probe sphere radius was initially set to 1.3 Å
in accordance to the water volume. The grid resolution for
the initial grid was set to 1 Å, the cavity volume refinement
was done with a grid resolution of 0.5 Å. Water molecules
were only placed in cavities larger than 18 Å3. The number
of water molecules per cavity was determined by dividing
the cavity volume by the volume of a water molecule and
rounding the result.

Results

Convergence of the Monte Carlo algorithm

We tested the convergence of the Monte Carlo algorithm
for calculating the volume of a molecule by varying the
number of Monte Carlo steps per cubic Å of the box
volume between 50 and 250. Moreover, we varied the
number of points placed initially on each atom for the
creation of the dot surface by the double cubic lattice
method [16] between 500 and 10,000 per atom. We use 3-
hydrobenzoate hydrolase (pdb code 2dkh) [30] as a test
case. Each calculation was repeated 10 times in order to get
an error estimation. The results are shown in Fig. 5. We
observed no influence of the number of Monte Carlo steps

Start

Create dot Surface

Calculate Protein
Volume

Check for clefts
Seperate Solvent

from Cavities

Refine
cavity /cleft

volume

Add Membrane
Place water
molecules

Relax water
positions

Write output

Fig. 4 Flowchart of the program McVol including the detection of
potential water positions and adding a dummy atom membrane
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on the protein volume. All five calculations with the same
number of surface points resulted in the same volume. The
number of surface points influences the volume calculation,
but only within a range of about 1%. Since the protein
volume shows the strongest dependence for the increase in
the number of surface points from 500 to 2000, we decided
to take 2500 surface points for all further calculations
unless otherwise stated. As shown in Fig. 5, the volume
decreases with increasing number of surface points per
atom. This behavior, which we term surface artifact, can be
explained as follows. The decision, if a random point is
inside a void or inside the envelope volume (see Fig. 1), is
made based on the distance to the closest surface point. If
the distance to the closest surface point is larger than the
probe sphere radius, the point is inside a void. With fewer
surface points, a random point which is located between
two surface points might be treated as void point even if its
real distance to the surface is less than the probe sphere
radius and thus it should be considered as a point in the
envelope volume. Since voids are included in the molecular
volume, these misassigned points artificially increase the

protein volume. However, as shown above, this effect only
leads to a minor error. The number of Monte Carlo steps
per Å3 and the number of surface points per atom are the
critical parameters for the runtime of the program. Table 1
gives a short overview of the runtime of the program in
dependence of these two parameters. The runtime depends
approximately linearly on the number of Monte Carlo steps
with a slope of one. The dependence on the number of
initial surface points is also linear but with a much smaller
slope of about 0.01.

The relation between protein volume and number of atoms

We applied our algorithm to 15 enzymes between 896 and
20,835 atoms (see Table 2). In order to minimize the surface
artifacts, we calculated the protein volume using 10,000
surface points per atom. For these proteins of different folds
and molecular weights, we analyzed the volume of the voids,
the volume of the protein and the ratios between these
volumes. With one exception (2bgi) all structures show a
similar ration between the protein volume and the number of
atoms. The molecular volume is composed of the Van der
Waals volume of the atoms and the volume of small voids
between the atoms. Interestingly, the protein volume is
directly correlated to the number of atoms, independent of
the size or the folding of the protein (see Fig. 6). Linear
regression leads to a slope of 8.04 Å3/atom and a y-intercept
of 102.9 Å3. The y-intercept shows that the volume of the
voids makes a significant contribution to the protein volume.

Cavities in proteins

The major goal of the above described algorithm is to find
cavities in proteins. Identification of cavities in proteins is
important for developing mechanistic models of the
enzymatic activity, since cavities are often filled with water
molecules that provide hydrogen bonds or are involved in
proton transfer [31, 32]. The above described algorithm was
applied to search cavities in three enzymes: Hen egg
lysozyme, bacteriorhodopsin and the photosynthetic reac-
tion center.
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Fig. 5 Convergence of the protein volume determined by the program
McVol in dependence on the number of Monte Carlo steps and surface
points as atom. Molecular volume was calculated with 50 to 250
Monte Carlo steps per Å3 box volume and 500 to 10000 surface points
per atom. The protein 3-hydrobenzoate hydrolase (pdb code 2dkh)
was used as an example

MC steps per Å3 box volume Runtime [s] surface points per Atom

500 1000 1500 2000 2500 3000 4000 5000 10000

50 45 52 64 70 76 83 94 107 175

100 89 101 151 161 176 173 201 224 332

150 132 169 221 266 234 232 244 270 398

200 169 191 223 247 266 280 315 351 506

250 205 234 271 297 314 340 378 432 623

Table 1 Runtime of McVol (in
seconds) for different parameter
settings
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Hen egg lysozyme

NMR experiments identified three major cavities in hen egg
lysozyme [33]. Each of these cavities is well defined by a
set of amino acid side chains surrounding these cavities. We
applied our algorithm to hen egg lysozyme (pdb-code 4lym
[34]) using a probe sphere radius of 1.3 Å, 250 Monte-Carlo
steps per Å3 of the box volume and 2562 dots per atom on the
dot surface. With this probe sphere radius we were not able to
detect all of the experimentally reported cavities. Therefore
we reduced the probe sphere radius to 1.1 Å. Applying our
algorithm with the reduced probe sphere radius, we could

reproduce the cavities proposed for hen egg lysozyme. The
reduced probe sphere radius may be necessary since a water
molecule is not a perfect sphere and the Bondi hydrogen
radius may be too large for polar hydrogens.

The experimentally determined cavities were found as
two internal cavities and one cleft. The volumes of these
cavities and the solvent accessible surfaces are listed in
Table 3. The calculated volume of the first cavity is only
approximated, since cavity I and the “hydrated cavity” as
proposed by Otting et. al. [33] are merged to one cleft in
our calculation. This cleft has three main clusters, each of
equal size (see Fig. 7). The whole cleft has a size of 114 Å3

therefore, cavity I was approximated to 38 Å3. The
“hydrated cavity” contains the water molecules 65, 70,
and 75 in the pdb file 4lym. If cavity I is subtracted from
the large cleft detected by our algorithm, the remaining
volume of the “hydrated cavity” is 76 Å3, which perfectly
fits the three water molecules (see Fig. 7).

Protein # atoms Molecular
volume
[Å3]

Volume/#
atoms
[Å3]

vdW-
Volume/
void-
Volume

Bovine pancreatic tryp. inhibitor (1bpi) [40] 896 7325 8.175 3.648

Henn egg white Lysozyme (4lym) [34] 1967 16369 8.322 3.248

Bacterial BLUF photoreceptor (2byc) [41] 2262 17480 7.728 2.800

Bovine beta-lactoglobulin (1beb) [42] 2492 19668 7.892 2.646

Ferrodoxin NADP(H) reductase (2bgi) [43] 2716 31616 11.641 2.454

Bacteriorhodopsin (1c3w) [44] 3560 27483 7.720 2.788

Urate Oxidase (1r4u) [45] 4670 39054 8.363 3.155

Ammonuim transporter (2b2f) [46] 6140 45487 7.408 2.86

Alpha amylase (1bag) [47] 6446 53168 8.248 2.397

Cryptochrome (1np7) [48] 7842 62631 7.987 2.605

Glucose oxidase (1cf3) [49] 8803 73259 8.322 2.324

BM-40 FS/EC domain pair (1bmo) [50] 9145 72138 7.888 2.721

3-hydrobenzoate hydrolase (2dkh) [30] 9474 79876 8.431 3.027

Acetylene Hydratase (2e7z) [51] 11528 95304 8.267 2.363

Bacterial reaction center(2j8c) [26] 16738 138220 8.258 2.837

average 7.94±1.84 2.76±0.4

Table 2 Volume of 15 different
proteins calculated by the pro-
gram McVol
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Fig. 6 Dependence of the molecular volume on the number of atoms.
The red line is a regression of all points with a slope of 8.04 Å3 and a
y-intercept of 102.9 Å3/atom

Table 3 Cavities found in the hen egg white lysozyme (4lym). The
calculation was done with 250 MC steps per Å3 box volume and 2500
surface points per atom

Cavity Volume [Å3] SAS [Å2] Water molecules

I 38a 8.8 2

II 12 0.6 1

III 22 4.1 1

hydrated cavity 76 — 3

aVolume estimated from the cleft volume determined by McVol
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Bacteriorhodopsin

Water molecules are proposed in several proton transfer
pathways through bacteriorhodopsin (BR) [35, 36]. Some
of these water molecules are located near the retinal. We
analyzed the cavities in the pdb-file 1c3w. We removed all
experimentally derived water positions from the original
file for this calculation. Our algorithm (applied with a probe
sphere radius of 1.3 Å) was able to detect four cavities near
the retinal. Cavity II perfectly fits the water molecules
proposed to be involved in proton transfer. The calculated
volumes and solvent accessible surfaces are shown in
Table 4. The cavities are shown in Fig. 8. In addition, we
compared the cavities found in BR with all experimentally
derived water positions. Most of the experimentally derived
water positions were also found as cavities by our algorithm.
Lowering the probe sphere radius to 1.2 Å enabled us to find
all experimentally derived water positions as cavities or
clefts, except some positions which were on the surface of
the protein and clearly not inside a cavity or a cleft. This
result indicates that calculations with a probe sphere radius
of 1.3 Å may not be able to identify all water filled cavities.

Photosynthetic reaction center

Many water molecules are participating in the proton
transfer pathways in the photosynthetic reaction center
[26, 37–39], but even in the x-ray structure with the highest

resolution [26] not all cavities detected by McVol (using a
probe sphere radius of 1.2 Å) are filled with water
molecules. In addition to the crystallographically resolved
water molecules, 35 cavities and surface clefts were found
containing 103 water molecules. Some of these water
molecules extend proposed proton transfer pathways con-
necting previously unconnected aminoacid sidechains par-
ticipating in the proton transfer from the cytoplasmic site to
the secondary quinone (QB). The location of the placed
water molecules in the photosynthetic reaction center is
shown in Fig. 9.

Fig. 7 Cavities found in Hen egg lysozyme. Colored residues show
experimentally derived cavities. The large red speres represet three
crystallographically resolved water molecules located in one large
cleft

Table 4 Cavities found in the bacteriorhodopsin (1c3w) with a probe
sphere radius of 1.3 Å. The calculation was done with 250 MC steps
per Å3 box volume and 2500 surface points per atom

Cavity Volume [Å3] SAS [Å2] Water molecules

I 22 2.2 1

II 60 10.6 3

III 13 0.4 1

IV 43 9.0 2

Fig. 9 Water molecules placed in the photosynthetic reaction center
by the program McVol. Red spheres are crystallographically resolved
water molecules, blue spheres are water molecules placed by McVol

Fig. 8 Cavities found in bacteriorhodopsin. The red cavity fits three water
molecules potentially involved in proton transfer in bacteriorhodopsin
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Conclusion

In this work, we introduced a Monte Carlo algorithm for
the calculation of protein volumes. Based on this algorithm,
cavities inside the protein were located. The volume
calculation are independent from any grid and therefore
more accurate than the grid based methods developed so
far.

The algorithm was applied to 15 proteins of different
size. We found, that the ratio between the protein volume
(including the volume of voids) and the number of atoms is
almost the same for all sizes of proteins.

Our algorithm was able to reproduce experimentally
derived cavities in the hen egg white lysozyme. Also the
reported cavity volumes are in good agreement with our
calculations. For bacteriorhodopsin, we could locate a
cavity near the Schiff base maybe containing the water
molecules important for the proton transfer process. An
analysis of the cavities in the photosynthetic reaction center
enabled us to place water molecules connecting originally
separated proton transfer pathways through the protein. The
Monte Carlo algorithm and the graph theoretical analysis of
the protein volume, surfaces and cavities as well as the
placement of water molecules is implemented in the
program McVol. This program is able to calculate protein
volumes, solvent accessible volumes and surfaces. McVol is
available free of charge from our webpage http://www.bisb.
uni-bayreuth.de/software.html.
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In the bacterial reaction center (bRC) of Rhodobacter sphaeroides, the key
residues of proton transfer to the secondary quinone (QB) are known. Also,
several possible proton entry points and proton-transfer pathways have
been proposed. However, the mechanism of the proton transfer to QB
remains unclear. The proton transfer to QB in the bRC of Blastochloris viridis
is less explored. To analyze whether the bRCs of different species use the
same key residues for proton transfer to QB, we determined the conser-
vation of these residues. We performed a multiple-sequence alignment
based on profile hidden Markov models. Residues involved in proton
transfer but not located at the protein surface are conserved or are only
exchanged to functionally similar amino acids, whereas potential proton
entry points are not conserved to the same extent. The analysis of the
hydrogen-bond network of the bRC from R. sphaeroides and that from B.
viridis showed that a large network connects QB with the cytoplasmic region
in both bRCs. For both species, all non-surface key residues are part of the
network. However, not all proton entry points proposed for the bRC of R.
sphaeroides are included in the network in the bRC of B. viridis. From our
analysis, we could identify possible proton entry points. These proton entry
points differ between the two bRCs. Together, the results of the conservation
analysis and the hydrogen-bond network analysis make it likely that the
proton transfer to QB is not mediated by distinct pathways but by a large
hydrogen-bond network.

© 2009 Elsevier Ltd. All rights reserved.

Edited by D. Case

Keywords: photosynthetic reaction center; proton transfer; hydrogen-bond
network; graph-theoretical analysis; sequence alignment using profile
hidden Markov model

Introduction

A central protein of photosynthesis is the pho-
tosynthetic bacterial reaction center (bRC). The L
and M subunits form together with the H subunit—
and in some bacterial species also a C subunit—the
bRC protein. The ultimate step of conversion of
excitation energy into chemical energy takes place at

the terminal electron acceptor, a quinone molecule
bound at the secondary quinone (QB) binding site of
the bRC. In the course of two light-induced electron-
transfer reactions, QB binds two protons that are
taken up from the cytoplasm. The proton uptake is
mediated by the protein. These reactions lead to an
electrochemical gradient and to the full reduction of
the quinone into a dihydroquinone. In the bRC of
Rhodobacter sphaeroides, the ultimate proton donors
to QB are AspL2131 and GluL2122 for the first proton
and the second proton, respectively. The way in
which the protons are taken up and how they are
transiently kept during the electron-transfer reac-
tions are still a matter of debate.3–8 Several groups
have proposed different proton-transfer pathways
with different entry points (see Fig. 1). Examples for
such proton-transfer pathways are a single branched
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proton-transfer pathway with the entry point at the
Cd2+ binding site formed by AspH214, HisH126 and
HisH1283,5,9–13 and a combination of three branched
proton-transfer pathways with the entry points
TyrM3, AspM17, AspM240 and GluH224.4 Recently,
two extended proton-transfer pathways starting at
ArgH118 and ArgM13 were proposed.6 Inside the
protein, several residues are involved in the proton
transfer to QB. These residues are HisL190, AspL210,
GluL212, AspL213, ArgL217, SerL223, AsnM44,
GluM46, GluM234, GluM236, GluH173 and
GlnH174.3,6,9–12,14–18 There is an agreement in the
literature7,8,19–21 that in the bRC of R. sphaeroides,
protons are taken up during the first electron transfer
to QB and are transiently stored in a delocalized
hydrogen-bond network of protein residues and
water molecules.22 Not so much information exists
about the proton-transfer system and key residues
in the bRC of Blastochloris viridis since the introduc-
tion of mutations in this bacterium is not possible.
A Zn2+/Cu2+ binding site has been proposed as a
possible proton entry point in the bRC of B.
viridis.13 This binding site might be located near
HisM16 and HisH178.13 Continuum electrostatic
calculations showed that GluL212, GluH177 and
GluM234 (numbering refers to B. viridis; GluL212,

GluH173 and GluM236 in R. sphaeroides) are likely
to be involved in proton transfer.23–25 Moreover,
another theoretical study determined a strongly
interacting cluster of protonatable residues being
coupled to QB.

26 In this study, possible proton-
transfer pathways are also discussed.
In the work presented here, we investigated the

organization of proton transfer in the bRC by ana-
lyzing the hydrogen-bond network and determin-
ing the degree of conservation of key residues using
multiple-sequence alignment (MSA). The MSAs are
based on profile hidden Markov models (pHMMs)
that include structural information of the bRC. The
comparison of the hydrogen-bond networks of the
bRC from R. sphaeroides and that from B. viridis
gives new insight into the general organization of
the proton transfer to QB. To the best of our know-
ledge, it is the first time that the hydrogen-bond
network involved in proton transfer to QB is
analyzed using graph theory. Our analysis of the
hydrogen-bond network indicates that the proton
transfer to QB is organized in a large network
consisting of several connected clusters and not in
distinct pathways. This observation finds an ana-
logy in electron-transfer pathways that are orga-
nized in bundles of pathways.27–31

Fig. 1. Key residues for proton transfer to QB. All residues are colored according to their subunit (M=cyan,
L=orange and H=black). Only side chains are shown. The proposed proton-transfer pathways P1 (red), P2 (green) and
P3 (light blue),4 P4 (yellow),3 P5 (dark blue) and P6 (purple)6 are shown. Additionally, the non-heme iron (purple) and
QB (blue) are depicted. The figure is based on the crystal structure with PDB code 2I8C and was prepared with VMD.
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Results and Discussion

The study presented here used MSAs and
hydrogen-bond network analysis to examine the
conservation and organization of the proton-
transfer network from cytoplasm to QB in the
bRCs of different species. There is a large contro-
versy in the field whether the proton transfer to QB
occurs along distinct proton-transfer pathways or
in a highly delocalized proton-transfer network.
Our results on the conservation and structural
organization of the network open a new view of
this problem.

Conservation of functional key residues
of proton transfer in the bRC

For the bRC of R. sphaeroides, several proton path-
ways with different proton entry points have been
proposed (see Fig. 1).3,4,6,9–12,14–16 But, until today,
the exact mechanism of the proton transfer to QB is
not known. However, from crystallographic, muta-
tional and spectroscopic studies with the bRCs on R.
sphaeroides and Rhodobacter capsulatus, key residues
of proton transfer (GlnH173, GluL212, HisL190,
AspL210, AspL213, ArgL217, SerL223, AsnM44,
GluM46, GluM234 and GluM236) and several pos-
sible proton entry points (TyrM3, ArgM13, AspM17,
AspM240, ArgH118, AspH124, HisH126, HisH128
and GluH224) have been determined.3,4,6,9–13 These
residues are used as the starting point of our con-
servation analysis to determine whether these resi-
dues are of functional importance for proton transfer.
If a key residue is only exchanged to functionally
similar amino acids, we assumed that it has a general

functional role in proton transfer in all analyzed
bRCs. The results of this conservation analysis are
shown in Table 1. Apart from AspM240, none of
the putative proton entry points is totally con-
served. Some of them (at positions M13, M17,
H124, H126 and H224; numbering refers to R.
sphaeroides) are mostly changed to other protona-
table residues—i.e., they might keep their ability to
transfer protons. However, HisH128 and ArgH118
are exchanged to non-polar amino acids in nearly
25% of the analyzed sequences. Thus, in these spe-
cies, residues H128 and H118 cannot be involved in
proton transfer to QB.
Many of the non-surface residues identified to

participate in the proton transfer are highly con-
served (at positions H173, L190, L212, L217, L223,
M46 and M234). AspL210 is exchanged in 73.2% of
the sequences to a glutamate, and GluM236 is
exchanged in 15.6% of the sequences to an aspartate.
Both glutamate and aspartate are able to participate
in proton transfer; thus, L210 andM236 can have the

Table 1. Conservation of residues involved in proton transfer

Subunit
Residue of

R. sphaeroides
Conservation

(%)

Exchanged to (%)

Negative Positive Polar Other

L HisL190 100.0
AspL210 26.8 E (73.2)
GluL212 100.0
AspL213 60.0 N (40.0)
ArgL217 100.0
SerL223 100.0

M TyrM3 95.7 F/I (4.3)
GlnM11 97.9 R (2.1)
ArgM13 42.6 D/E (5.3) H/K (19.1) T/S/Q (24.5) A/G/V (8.5)
AspM17 8.5 E (50.0) H (18.1) Y (21.3) M/P (2.1)
AsnM44 44.0 D (35.0) Q (19.0) M (2.0)
GlnM46 98.2 E (0.9) S (0.9)
GluM234 100.0
GluM236 83.5 D (15.6) Y (0.9)
AspM240 100.0

H ArgH118 36.4 D/E (15.1) H/K (6.1) Q/N/T (18.2) P/A (24.2)
AspH124 42.4 N/T (51.5) G (6.1)
HisH126 39.4 D/E (51.5) A/G (9.1)
HisH128 45.5 E (6.1) K (3.0) N/Q/T (12.1) V/A/L/I (33.3)
GluH173 97.0 S (3.0)
GlnH174 33.3 H (6.1) N/S/Y (12.1) V/A/P/M/L/I (48.5)
GluH224 9.1 R (3.0) Q/S/Y (78.8) V/F (9.1)

The amino acid exchanges to a negative (D, E), a positive (R, H, K), a polar (T, W, S, N, Q, Y, C) or some other group are listed. Residues
that have previously been proposed to function as proton entry points are shown in italics. The numbering refers to R. sphaeroides.

Table 2. Character of the amino acid at position L210 in
dependence on the amino acid pattern at positions L213
and M44 determined from an MSA of 50 bRC sequences

[L213, M44] L210

Pattern Occurrence [%] Glu [%] Asp [%]

[Asn, Asp] 42 (21) 100 (21) 0 (0)
[Asp, Asn] 38 (19) 32 (6) 68 (13)
[Asp, Met] 2 (1) 0 (0) 100 (1)
[Asp, Gln] 18 (9) 100 (9) 0 (0)

The numbers in parentheses give the absolute number of
occurrences of the patterns.
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same functional role in all species. At position M44,
either a polar amino acid or a protonatable amino
acid is found in the sequences (see Table 1). At
position L213, either an aspartate or an asparagine is
found. Our analysis shows that most putative
proton entry points are not conserved, and even a
high level of sequence variability is observed for
some of them. We therefore think that proton entry
points might differ from species to species and are
not evolutionarily conserved. However, the non-
surface key residues show a high degree of
conservation, and if an exchange is observed, it is
only an exchange to a functionally similar amino
acid.

Correlation of the amino acid character
at positions L213 and M44

An interesting phenomenon that could be termed
correlated mutation has been described for the amino
acids at positions M44 and L213 in the bRC.32,33 In
the bRC of R. sphaeroides, the combination
AsnM44/AspL213 is found, whereas the combina-
tion AspM44/AsnL213 is the wild-type pattern of
the bRC of B. viridis. The double mutant
AspL213→Asn/AsnM44→Asp of the bRC of R.
sphaeroides grows photosynthetically, while the
single mutant AspL213→Asn is not able to do
so.32,33 It seems very likely that the combination of
a polar amino acid and a protonatable amino acid
at positions M44 and L213 is required for proton
transfer to QB.
We assessed the proposed correlation by ana-

lyzing an MSA of 50 sequences of the L subunit and
the corresponding M subunit. This analysis shows
that for residues [L213, M44], the pattern [polar,
protonatable] or [protonatable, polar] is always
found (see Table 2). In addition to the wild-type
patterns of R. sphaeroides [Asp, Asn] and Rhodop-
seudomonas viridis [Asn, Asp], the patterns [Asp,
Met] and [Asp, Gln], respectively, are present. The
pattern [Asp, Met] was found only in the bRC of
Rubrivivax gelatinosus. There are several sequences
available for the M subunit of the bRC of this
species in the databases. In all these sequences, a
methionine is found at position M44 (numbering
refers to R. sphaeroides), and wrong sequencing at
this position is thus unlikely. By further examina-
tion of the alignment, we found an interesting
phenomenon that was, to our knowledge, not
described before. The character of the amino acid
at position L210 is correlated with the pattern of the
residues [L213, M44] (see Table 2). In all examined
sequences with the pattern [AsnL213, AspM44],
L210 is a glutamate. For sequences with the pattern
[AspL213, AsnM44], L210 is either a glutamate
(32%) or an aspartate (68%). In sequences with the
pattern [AspL213, GlnM44], L210 is always a
glutamate. At this point, we have no clear
explanation for this correlation. Both aspartate
and glutamate at position L210 can fulfill the func-
tion of L210 in proton transfer; however, they differ
in size.

Description of the hydrogen-bond network

To further investigate the organization of the
proton transfer to QB, we analyzed the hydrogen-
bond network that includes QB for the bRC proteins
of two species, R. sphaeroides and B. viridis. In the
bRCs of both species, we found several unconnected
hydrogen-bond networks. Among these networks, a
large hydrogen-bond network connects QB to the
cytoplasm. This network will be called QB network
in the following. In the bRC from R. sphaeroides, it
consists of 50 protein residues and 79 water mole-
cules; in the bRC from B. viridis, 55 protein residues
and 82 water molecules. Another large hydrogen-
bond network is found around QA. However, QA is
not part of this network or any other hydrogen-bond
network. Thus, even if it would be energetically
possible, the reduced QA cannot be protonated,
since a proton cannot be transferred from the cyto-
plasm to QA.
We clustered theQB network in order to analyze its

structural organization. To identify the optimal
division of this network, we determined the modu-
larity in dependence of the number of clusters, which
was varied between 2 and 50. The number of clusters
at which the modularity is maximal represents the
optimal clustering of the network. A modularity
above 0.7 indicates that a network is highly
structured—i.e., it can be well divided into several
clusters. As can be seen in Fig. 2, the optimal
clustering with a modularity of 0.77 for R. sphaeroides
and that of 0.75 for B. viridis is obtained with 11
clusters for the QB network. The locations of the
different clusters in the bRC structures are depicted
in Fig. 3. Figure 4 shows schematically the clusters
and their connections. Some but not all residues that
have been discussed before to be part of proton-
transfer pathways are connections between clusters.
From visual examination of the clusters in Fig. 3, it
can be seen that the network and clusters are similar
for both species and differ only in details. Several
residues close to the cytoplasmic surface of the
protein could function as proton entry points. These

Fig. 2. Modularity of the clustering in dependence on
the number of clusters for the QB network of the bRCs
from B. viridis (dotted line) and from R. sphaeroides
(continuous line).
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residues are listed in Table 3. Many of these possible
proton entry points are not conserved, as shown in
Table 4. However, some of these residues show a
high degree of functional conservation. Interestingly,
in both species, the cluster containing QB includes no
proton entry point. Thus, proton-transfer connec-
tions in the protein interior and to clusters with
proton entry points are needed for the protonation
of QB. The connections of the QB cluster play a
critical role for the proton transfer from cytoplasm to
QB. The existence of at least one of these connections
is essential, because otherwise the proton cannot
reach QB.
Based on our analysis, a large hydrogen-bond

network connecting QB to the cytoplasm exists in
both species. This network can be divided into
several clusters. It thus seems likely that the proton
transfer occurs not along certain residues but along
certain clusters.

Key residues included in the hydrogen-bond
network

As shown in Table 5, the known non-surface
residues involved in proton transfer are all part of

the hydrogen-bond network. For the MSA, we
found that the character of the amino acid at
positions L210, L213, M44 and H174 in the bRC of
R. sphaeroides differs from that in the bRC of B. viridis
(see Table 5).
Compared with the non-surface residues involved

in proton transfer, the situation for the proton entry
points proposed in earlier studies is different.3,4,6,9–13
First, not all of them are part of the calculated
hydrogen-bond network in both investigated bRCs.
Second, based on our calculations, not all of them are
directly connected to the cytoplasm. In the bRC of R.
sphaeroides, the proposed proton entry points TyrM3,
ArgM13, AspH124 and HisH126 are part of the QB
network and are connected to the cytoplasm (see
Table 3). In the bRC of B. viridis, only TyrM3 and
ArgM13 are part of the QB network (see Table 5).
Both residues could act as proton entry points. All
other proposed proton entry points (M17, H118,
H124, H126, H128 and H224; numbering refers to R.
sphaeroides) are not part of the QB network of the bRC
of B. viridis. In the bRC of R. sphaeroides, the Cd2+

binding site formed by H124, H126 and H128 was
proposed to function as a proton entry point.3,9,13

Also, in our calculations, AspH124 and HisH126 are

Fig. 3. Clusters of the QB network. The colors of the participating groups refer to the clusters (1=green, 2=magenta,
3=red, 4=yellow, 5=blue, 6=cyan, 7=orange, 8=violet, 9=ice blue, 10=gray and 11=ocher). The clusters are shown for
the bRCs of (a)R. sphaeroides and (b) B. viridis. For each protein residue orwatermolecule participating in a cluster, a sphere
is shown at the center ofmass of the corresponding group. In the left panel, QB is situated on the left; in the right panel, QB is
situated on the right. The figures are based on the crystal structures 2J8C6 and 2I5N34 and were prepared with VMD.35
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possible proton entry points. A metal binding site is
also found in the bRC of B. viridis,13 but it is not
located at the same position as in the bRC of R.
sphaeroides. It was proposed that this binding site
may be formed by HisM16 and HisH176. Based on
our calculations, HisM16 is not part of the QB
network. HisH178 is part of the network, albeit not
in direct contact with the cytoplasm. Interestingly, in

both networks, AspL210 is close to the cytoplasm
and could function as a proton entry point.
Based on the calculated hydrogen-bond networks,

it is likely that the proton entry points differ in
different species but that the non-surface key
residues involved in proton transfer are in similar
positions in the graph representing the QB network
of all bRCs.

Fig. 4. Clusters of the QB net-
work for the bRCS of (a) R. sphaer-
oides and (b) B. viridis. Cluster
numbers are shown in red. The
connections between the clusters
and possible proton entry points
(blue) are shown. Connections are
shown as continuous lines or as
dashed lines if a connection crosses
other clusters in this representation.
The water molecules with chains M,
L and H in the PDB file are named
N, O and P, respectively, or X if they
were added in this study.
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Conclusions

The proton transfer to the QB of the bRC was
examined by a combined analysis of amino acid
conservation and the hydrogen-bond network. In all
used bRC sequences, the known non-surface key
residues of proton transfer are conserved or
exchanged to functionally equivalent amino acids.
In contrast, most of the previously proposed proton
entry points are not conserved, and some of them
even show a high level of sequence variability. Thus,
it is very likely that the proton transfer to QB is
mediated by the same functional key residues in all
bacterial species but that the proton entry points
differ from species to species. The hydrogen-bond
networks of the examined bRC proteins from R.
sphaeroides and B. viridis do not show distinct
hydrogen-bond pathways from the cytoplasm to
QB. In contrast, a large hydrogen-bond network
spanning from the cytoplasm to QB was found in
both bRC proteins. These networks include all
experimentally determined key residues involved
in proton transfer. Possible proton entry points were
determined in both bRCs. The proton entry points in
these two networks are not identical. The analysis of

hydrogen-bond network supports further the idea
that the proton transfer toQB is organized as a proton
sponge—i.e., having several proton entry points and
transferring the protons in a delocalized network
from the entry points via certain key residues to QB.
However, this sponge seems to be structured in
several clusters. It thus seems likely that the proton
transfer occurs not along certain residues but along
certain clusters. The biological significance of such
clusters could be that they are more robust against
mutations than defined proton-transfer pathways.
Nevertheless, the clusters provide an approximately
defined route for the proton.

Materials and Methods

Multiple-sequence alignment

MSAs are made using pHMMs.36–41 Respectively, 100,
114 and 33 sequences for subunits L, M and H were used
for the MSA. These sequences were taken from a BLAST42

search on the National Center for Biotechnology Infor-
mation Web page43 using the sequences of subunits L, M
and H of the bRC from R. sphaeroides as query sequences.
All sequences found in the database were considered.
Redundant sequences were removed from the data set.
The construction of the pHMMs used for the MSA of the
L and M subunits has been described in an earlier pub-
lication.44 For the construction of the pHMM of the H
subunit, we followed a similar strategy. We generated an
MSA of the bRCs from R. sphaeroides [Protein Data Bank
(PDB) code 2J8C]6, Thermochromatium tepidum (PDB code
1EYS)45 and B. viridis (PDB code 1PCR)46 with the pro-
gram Staccato,47 which uses structure and sequence infor-
mation. Default settings were used for this alignment. In
order to validate the correctness of the sequence align-
ments, we identified regions (marker regions) with
conserved structure and sequence. Structurally conserved
regions of the H subunit were identified by visual ins-
pection of the known bRC structures. We found four
maker regions: a β-sheet from H58 to H75, a β-sheet from
H148 to H180, an α-helix from H226 to H249 and a loop
from H37 to H42 (numbering refers to R. sphaeroides). To
the MSA with structural information, 12 additional H
subunit sequences were aligned. We constructed the
pHMM for the H subunit from this alignment. To validate
the pHMM, we aligned 33 sequences and calculated the
degree of conservation (sequence logos)48 for the marker
regions. The marker regions, the resulting structural
alignment and the sequence logos are depicted in Fig. 5.
The agreement of the conservation pattern of the marker
regions between the MSAwith structural information and
the MSA obtained with the pHMM made us confident
that the pHMM of the H subunit is correct. For the H
subunit, the complete lists of the sequences used for
building, validating and analyzing the pHMM, the
obtained alignment and the pHMM file are given in
Supporting Information. For the L and M subunits, these
data have been provided in a previous publication.44

Structure preparation

The network calculations are based on high-resolution
crystal structures of the bRCs of R. sphaeroides (PDB code
2J8C)6 and B. viridis (PDB code 2I5N).34 For the bRC of

Table 3. Possible proton entry points

Subunit

Protein residues

R. sphaeroides B. viridis

Residue Cluster Residue Cluster

L GluL205 2 LysL205 0
ArgL207 2 LysL207 0
ThrL208 (2) ThrL208 2
AspL210⁎ 2 GluL210 2
HisL211⁎ 2 HisL211 2
ThrL214 (3) GlnL214⁎ 4

M TyrM3 6 TyrM3 8
PheM7 0 TyrM7 8
GlnM9 6 GlnM9 8
ArgM13 7 ArgM13 7
GluM22 2 SerM20 4
AsnM25 4 AspM25 4
AsnM28 4 ArgM28 4
ArgM29 4 ValM30 0
PheM35 0 TyrM34 3
ThrM37 7 TyrM36 7
TrpM41 0 LysM40 7
TyrM51 4 TyrM50 0
ArgM136 4 ArgM134 (4)
ArgM228⁎ 8 ArgM226 8
AlaM239 0 ThrM237 2

H HisH68 11 HisH72 2
LysH70 11 - 0
ArgH117 10 ArgH120 10
AspH124 2 ThrH127 0
HisH126 2 AspH129 0
AsnH206 0 ThrH211 8

Residues that are not in direct contact with the cytoplasm but are
connected through a water molecule are marked by an asterisk.
For comparison, the corresponding residues in the bRCs of R.
sphaeroides and B. viridis are shown. The numbering refers to the
corresponding species. The table indicates to which cluster a
residue belongs. If the residue is not part of the QB hydrogen-
bond network, we assigned the cluster number 0. If the residue is
not in contact with the cytoplasm, we listed the cluster number in
parentheses.
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R. sphaeroides, only the proximal position of QB is used for
the calculations since the distal position is thought to be
unproductive.49–52 For both structures, the lipids of the
crystal structures were included in the calculations.
Hydrogen atoms are placed with the HBUILD module53

of CHARMM,54 followed by energy optimization of the
hydrogen positions, while the heavy-atom positions are
kept fixed. In the used crystal structure of the bRC from B.
viridis, no coordinate is given for the loop region fromH46
to H53. Since this loop is located in the cytoplasmic part of
the protein and could thus be important for proton
transfer, the loop is modeled into the structure. Starting
coordinates for this loop are taken from a lower-resolution
crystal structure (PDB code 1PRC).46 The atom coordi-
nates of the loop residues are minimized, while the rest of
the protein is kept fixed. To define the membrane-
spanning part of the proteins, we superimposed the
used structures with the crystal structure that was
obtained by the lipidic cubic phase method (PDB code
1OGV).55 For this structure, the region of the lipid bilayer
can be easily deduced.55 The hydrophobic region of the
membrane spans from −6.55 to 27.45 Å on the z-axis. Since
not necessarily all water positions are resolved in crystal
structures, we searched for internal cavities using the
program McVol. The algorithm evaluates whether points,
which are randomly placed in a box containing the
protein, are inside the protein or inside the solvent.
Clusters of solvent points inside the protein, which have
no connection to other solvent points, are identified as
cavities. Additional water molecules were placed in these
cavities if their volume was more than 18 Å3.

Table 4. Conservation of the possible proton entry points proposed based on our network analysis

Subunit
Residue of

R. sphaeroides
Conservation

(%)

Exchanged to (%)

Negative Positive Polar Other

L GluL205 28.9 D (10.3) K/R (8.2) N/S/T (14.4) A/I/L/P/V (38.1)
ArgL207 6.2 K (87.6) C (1.0) G/M (5.2)
ThrL208 57.7 H (10.3) S/Y (22.7) A/F (9.3)
AspL210⁎ 26.8 E (73.2)
HisL211⁎ 76.3 N/T/Y (22.7) A (1.0)
ThrL214 86.3 Q/S (4.2) A/I/M (9.5)

M TyrM3 95.6 F/I (4.4)
PheM7a 90.5 Y (5.3) L (4.2)
GlnM9 71.6 R (15.8) T/S (7.3) A/G/L/P (5.3)
ArgM13 42.6 D/E (5.3) H/K (19.1) T/S/Q (24.5) A/G/V (8.5)
GluM22 6.1 D (8.2) H (7.1) N/S/T/Y (15.3) A/G/I/L/M/P/V (63.3)
AsnM25 17.5 D/E (21.6) H (1.0) Q/S/T (24.8) A/G/I/L/M/V (35.1)
AsnM28 5.1 D/E (28.3) K/R (63.6) A/G (3.0)
ArgM29 36.4 E (6.1) K (1.0) Q/S/T/Y (17.1) I/L/M/V/F (39.4)
PheM35a 53.5 D (1.0) H (15.2) N/Q/S/Y (26.3) L (4.0)
ThrM37 15.3 H/K/R (16.4) N/Q/S/W/Y (65.3) P (2.0)
TrpM41a 20.0 K/R (57.0) Q/Y (6.0) I/L/V (17.0)
TyrM51 84.8 H (4.5) N/W (3.6) L/P/F (7.1)
ArgM136 72.8 I/C/L (27.2)
ArgM228 98.2 H (0.9) L (0.9)
AlaM239⁎ 2.8 T/Y (57.6) I/L/M/V/F (39.6)

H HisH68 45.5 D (24.2) N/S/T (9.0) G (21.2)
LysH70 9.1 H/R (57.6) N/Q (12.1) A/G (18.2)
ArgH117 97.0 K (3.0)
HisH126 39.4 D/E (51.5) A/G (9.1)
HisH128 45.5 E (6.1) K (3.0) N/Q/T (12.1) V/A/L/I (33.3)
AsnH206 15.2 D/E (30.3) K/R (30.3) Q/T (18.2) A/G (6.0)

The conservation analysis is based on our MSAs. Residues that have previously been proposed to function as proton entry points are
shown in italics. Residues that are not in direct contact with the cytoplasm but are connected through a water molecule are marked by an
asterisk. The amino acid exchanges to a negative (D, E), a positive (R, H, K), a polar (T, W, S, N, Q, Y, C) or some other residue are listed.
For residues ThrM37 and LysH70, the complete percentage does not lead to 100% since gaps (one for ThrM37 and three for LysH70) were
found at these positions in the MSA. The numbering refers to R. sphaeroides.

a This residue is a proton entry point in the bRC of B. viridis.

Table 5. Previously determined key residues of proton
transfer and their participation in the QB network in the
bRCs of R. sphaeroides and of B. viridis

Location

Protein residues

R. sphaeroides B. viridis

Residue Cluster Residue Cluster

Non-surface residues HisL190 1 HisL190 1
AspL210 2 GluL210 2
GluL212 1 GluL212 1
AspL213 3 AsnL213 1
ArgL217 3 ArgL217 3
AspL218 4 AspL218 4
SerL223 1 SerL223 1
AsnM44 3 AspM43 5
GlnM46 4 GlnM45 3
GluM236 11 GluM234 2
GluH173 5 GluH177 9
GlnH174 0 HisH178 3

Proposed proton
entry points

TyrM3 6 TyrM3 7
ArgM13 7 ArgM13 9
AspM17 0 HisM16 0
AspM240 0 AspM138 0
ArgH118 0 AlaH121 0
AspH124 2 ThrH127 0
HisH126 2 AspH129 0
HisH128 0 LysH131 0
GluH224 0 GlnH229 0

The numbering refers to the corresponding species. The table
indicates to which cluster a residue belongs. If the residue is not
part of the QB network, we assigned the cluster number 0.
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Since water clusters on the protein surface give no
information about the proton transfer inside the protein, all
water molecules on the protein surface were removed. All
water molecules with a distance of less than 3.0 Å from the
solvent-accessible surface of the protein were removed.
The solvent-accessible surface was calculated by the
program McVol, setting the probe sphere radius to 1.4 Å.
The calculation of the solvent-accessible surface and the
removal of the surface water molecules were done
iteratively until no more water molecules were found at
the protein surface. However, water molecules located in
protein pockets (clefts) are potentially important as

hydrogen-bond partners. If such a water molecule is near
the protein surface, it was removed by our algorithm.
Thus, we placedwatermolecules in the cleftswith a similar
algorithm as described above for the placement of water
molecules in cavities.

Building of the hydrogen-bond network

We describe the hydrogen-bond network in the proteins
as a graph. Graph theory has been used in previous
studies to investigate electron-transfer pathways in

Fig. 5. Superposition of theH subunits ofR. sphaeroides (PDB code 2J8C; black), T. tepidum (PDB code 1EYS; purple) and
R. viridis (1PRC; orange).6,45,46 Regionswith high conservation aremarked in the superposition, in the structural alignment
and in the sequence logo. In the sequence logo, the maximum conservation at a certain position is given by log2
20=4.32 bits, since 20 amino acids are, in principle, possible.48 These regions were used for validation of the pHMM. The
corresponding sequence logo of the resulting profile alignment is given next to the structural alignment. Sequence logos
were done using the WebLogo program.48
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proteins.26,28–30,56–58 In mathematics, a graph is a repre-
sentation of a set of objects where some pairs of the objects
are connected by links. The objects are called nodes, and
the links are called connections. In our study, water mole-
cules, protein residues with polar side chains (arginine,
aspartate, lysine, glutamate, histidine, threonine, serine,
tyrosine, tryptophan, the N-terminus and the C-terminus)
and cofactors (quinone, cardiolipin, bacteriopheophytin
and bacteriochlorophyll) are considered as nodes in the
graph representation of the hydrogen-bond network.
Possible hydrogen bonds are considered as connections
between these nodes. Two distance criteria are used to
identify a hydrogen bond between two possible hydrogen-
bond partners. The distance between donor and acceptor
heavy atoms should be less than 4.0 Å, and the distance
between the acceptor heavy atom and the hydrogen
should be less than the distance between the donor
heavy atom and the acceptor heavy atom. Assuming that
the distance between the donor heavy atom and the
hydrogen varies between 0.9 and 1.0 Å and the distance
between the donor heavy atom and the acceptor heavy
atom varies between 2.0 and 4.0 Å, the angle between
hydrogen, donor heavy atom and acceptor heavy atom is
always less than 85°. Proton entry points are residues that
are in contact with the cytoplasm—i.e., the proton donor or
acceptor of this residue is less than 3.0 Å apart from the
solvent-accessible surface of the protein. During our
analysis, we realized that the distance between the
carboxylate oxygen of GluL212 and QB is about 4.5 Å;
therefore, this hydrogen bond was not included in our
network. We inspected the structure and electron density
near GluL212 using the Coot59 program. The electron
density is not well defined at this position. We assumed
that GluL212 is connected to the O2 oxygen of QB either
directly or by a water molecule in our calculations and
introduced a hydrogen bond between these atoms.

Network analysis and clustering

The hydrogen-bond network is clustered by the algo-
rithm of Girvan and Newman (betweenness clustering
algorithm)60 (see Fig. 6). The algorithm is a divisive
clustering algorithm and clusters the hydrogen-bond
network based on its topological properties. The algo-
rithm iteratively removes connections from the network,
dividing the graph into more and more subgraphs. The
decision which connection is deleted at each iteration step
is based on an all-pairs-shortest-path search. The between-
ness of a certain connection is defined as the number of
shortest paths containing this connection. The connection
with the highest betweenness is removed. Afterward,
the number of unconnected subgraphs of the remain-
ing network is evaluated. These three steps (i.e., cal-
culating the betweenness, removing the connection with
the highest betweenness and evaluating the remaining
network) are done iteratively until the desired number of
subgraphs is reached. Each of these subgraphs is then
considered as a cluster. To evaluate the quality of clustering,
we calculated the modularity61 in dependence on the
number of clusters. The modularity Q of the clustering is
given by the following equation:

Q =
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where K is the number of clusters, N is the total number of
connections in the network, Aii is the number of connec-

tions within cluster i and Aij is the number of connections
between cluster i and cluster j. The second term in Eq. (1)
requires some additional explanation. Let us consider two
clusters, i and j, one with ki connections and the other with
kj connections. The average number of connections, Lij,
between these clusters is given by

Lij =
kikj
N

ð2Þ

if the connections are placed randomly. An equivalent
equation can be used for the expected number of
connections, Lii, within a single cluster i. Since Eq. (3) is
valid,
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the last term in Eq. (1) represents the average number of
connections of cluster i. The modularity can take values
between one and zero and is related to the difference
between the number of connections within each of the
clusters and the average number of connections of each
cluster. A randomly clustered network would give a
modularity close to zero. Large values of the modularity
indicate a high quality of the clustering. Newman and
Girvan reported that modularities of 0.7 and higher
indicate a strong clustering.61

Fig. 6. Flowchart of the betweenness clustering algo-
rithm. The algorithm iteratively removes the edge with the
highest betweenness. The iteration runs until the network
is divided into the desired number of subgraphs.
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