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#### Abstract

This paper is devoted to the analysis of a bilinear optimal control problem subject to the Fokker-Planck equation. The control function depends on time and space and acts as a coefficient of the advection term. For this reason, suitable integrability properties of the control function are required to ensure well-posedness of the state equation. Under these low regularity assumptions and for a general class of objective functionals, we prove the existence of optimal controls. Moreover, for common quadratic cost functionals of tracking and terminal type, we derive the system of first order necessary optimality conditions.
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## 1 Introduction

Initiated by Kolmogorov's work [20], the study of the Fokker-Planck (FP) equation, also known as Kolmogorov forward equation, has received great and increasing attention, since, for a large class of stochastic processes, it describes the evolution of the associated probability density function (PDF). Using the FP equation has proven to be a viable approach in several physical, chemical, and biological applications that involve noise. A large amount of literature has been developed on the FP equation in connection with transition PDFs that are associated to stochastic processes; see, for example, [15, 17]. In recent years, the well-posedness of the FP equation under low regularity assumptions on the coefficients has been studied in connection with existence, uniqueness and stability of martingale solutions

[^0]to the related stochastic differential equation [22, 11]. Furthermore, control properties of the FP equation have become of main interest in mean field game theory; see [26].
Our focus is on the optimal control of the FP equation. It stems from a statistical approach, which allows to recast an optimal control problem subject to an Itô stochastic differential equation into a deterministic optimization problem subject to a FP equation. The idea behind this approach is that the state of a stochastic process can be characterized by the associated PDF. Therefore, controlling the PDF yields an accurate and flexible control strategy, which can accommodate a wide class of objectives; see also [8, Section 4]. In this direction, in $[14,18,19,33]$, PDF-control schemes were proposed, where the cost functional depends on the PDF of the stochastic state variable. In this way, a deterministic objective results. In particular, no average over all possible states of the stochastic process appears in the objective functional, which is usually the case in stochastic optimal control problems; see, e.g., [13]. Still, in [14, 18, 19, 33], stochastic methods were adopted in order to approximate the state variable of the random process.
To the contrary, in $[2,3]$ the authors approach the problem of tracking the PDF associated with the stochastic process directly. If the control acts through the drift term, then the evolution of the PDF is controlled through the advection term of the FP equation. This is a rather weak action of the controller on the system, usually called of bilinear type, since the control appears as a coefficient in the state equation. Indeed, only few controllability results are known for such kind of control systems, for instance in connection with quantum control systems and stochastic control [7] or in relation to the planning problem for the mean field games system [25]. Concerning the existence of bilinear optimal controls for a parabolic system of fourth order, a first result was given in [1], with a control function that only depends on time. This has been used in [3] in order to show existence of optimal controls for a FP equation with constant or time-dependent control functions. In this setting, however, due to the absence of space-dependent controls, there is no mechanism to cope with the diffusion term in the FP equation. Hence, unsurprisingly, acting on the space variable substantially improves tracking performance, as demonstrated in the numerical simulations in [12].
The aim of this work is to extend the theoretical study on the existence of bilinear optimal controls of the FP equation by [3] to the case of more general control functions, which depend on both time and space. We do not require any differentiability property of the control, which is in accordance with the simulations in [12]. For this reason, a careful analysis of the well-posedness of the FP equation is required. Indeed, suitable integrability assumptions are needed on the coefficient of the advection term in order to give meaning to the weak formulation of the equation. For this purpose, we use the functional framework proposed in the works of Aronson [4] and Aronson-Serrin [5]. In this setting, the advection coefficient belongs to a Bochner space that prevents us from choosing the set of squareintegrable functions as the space of controls. As a result, the optimization problem is defined on a Banach space, a setting often considered whenever the state variable is subject to a nonlinear partial differential equation (PDE); see, for example, [9, 29]. Let us observe that, in recent works [22, 26], the well-posedness of the FP equation has been established even for drift coefficients that are square-integrable in time and space, in the context of renormalized
solutions. These papers could describe the right framework for studying the optimal control problem of the FP equation in a Hilbert setting.
The remainder of this paper is organized as follows. In Section 2, we formulate our optimal control problem and state general assumptions. In Section 3, we ensure the existence and uniqueness of (non-negative) solutions to the state equation. Section 4 is devoted to recast the FP equation in an abstract setting and to deduce a-priori estimates of its solution. These are used to prove our main result (Theorem 7 and Corollary 9) on existence of solutions to the considered optimal control problem for a general class of cost functionals. In Section 6, we deduce the system of first order necessary optimality conditions for common quadratic cost functionals. Section 7 concludes.

## 2 Problem Formulation and Assumptions

Given a final time $T>0$, let us consider a controlled continuous-time stochastic process described by the (Itô) stochastic differential equation

$$
\begin{align*}
& \left.d X_{t}=b\left(X_{t}, t ; u\left(X_{t}, t\right)\right) \mathrm{d} t+\sigma\left(X_{t}, t\right) d W_{t}, \quad t \in\right] 0, T[ \\
& X(t=0)=X_{0} \tag{1}
\end{align*}
$$

where $X_{0} \in \mathbb{R}^{d}$ is the initial condition, $d \geq 1, W_{t} \in \mathbb{R}^{m}$ is an $m$-dimensional Wiener process, $m \geq 1, b=\left(b_{1}, \ldots, b_{d}\right)$ is a vector valued drift function, and the dispersion matrix $\sigma\left(X_{t}, t\right) \in \mathbb{R}^{d \times m}$ is assumed to have full rank. The control $u\left(X_{t}, t\right)$, acting on (1) through the drift term $b$, has to be chosen from a suitable class of admissible functions to minimize a certain cost functional.
Assuming for simplicity that the state variable $X_{t}$ evolves in a bounded domain $\Omega$ of $\mathbb{R}^{d}$ with $C^{1}$ boundary $\partial \Omega$, we set the notations $\left.Q:=\Omega \times\right] 0, T[, \Sigma:=\partial \Omega \times] 0, T\left[\right.$, and $a_{i j}=$ $\sum_{k=1}^{d} \sigma_{i k} \sigma_{k j} / 2, i, j=1, \ldots, d$. The matrix $\left(a_{i j}\right)_{i, j}$ may depend on space $x=\left(x_{1}, \ldots, x_{d}\right) \in \Omega$ and time $t \in] 0, T\left[\right.$ and is symmetric positive definite. We will denote by $\partial_{i}$ and $\partial_{t}$ the partial derivative with respect to $x_{i}$ and $t$, respectively, where $i=1, \ldots, d$.
Under suitable assumptions on the coefficients $b$ and $\sigma$, it is well known [27, p. 227], [28, p. 297] that, given an initial PDF $\rho_{0}$, the evolution of the PDF associated with the stochastic process (1) satisfies the following FP equation

$$
\begin{array}{lc}
\partial_{t} \rho-\sum_{i, j=1}^{d} \partial_{i j}^{2}\left(a_{i j} \rho\right)+\sum_{i=1}^{d} \partial_{i}\left(b_{i}(u) \rho\right)=0 & \text { in } Q \\
\rho(\cdot, 0)=\rho_{0}(\cdot) & \text { in } \Omega \tag{3}
\end{array}
$$

where the arguments $(x, t)$ are omitted here and in the following, whenever clear from the context. Similarly, we use the notation $b_{i}(u)$ and $b_{i}(t ; u(t))$ in order to stress the action of the control $u$ through the coefficient $b_{i}$ and to underline the time dependence, respectively, omitting the other arguments. We refer to [30] for an overview on classical methods for solving the Fokker-Planck equation and several applications regarding the description of
transitions of a system from a macroscopic point of view. A solution $\rho$ to (2)-(3) shall furthermore satisfy the standard properties of a PDF, i.e.,

$$
\begin{equation*}
\left.\rho(x, t) \geq 0, \quad(x, t) \in Q \quad \text { and } \quad \int_{\Omega} \rho(x, t) \mathrm{d} x=1, \quad t \in\right] 0, T[. \tag{4}
\end{equation*}
$$

Note that, in general, the FP equation evolves in the space domain $\mathbb{R}^{d}$ rather than in $\Omega$. However, if localized SDEs are under consideration or if the objective is to keep the PDF within a given compact set of $\Omega$ and the probability to find $X_{t}$ outside of $\Omega$ is negligible, then we might focus on the description of the evolution of the PDF in the bounded domain $\Omega \subset \mathbb{R}^{d}$, employing homogeneous Dirichlet boundary conditions as in [3],

$$
\begin{equation*}
\rho(x, t)=0 \quad \text { on } \Sigma, \tag{5}
\end{equation*}
$$

also known as absorbing boundary conditions [27, p. 231]. For a complete characterization of possible boundary conditions in one space dimension, see the work of Feller [10]. In the multidimensional case, usually either absorbing boundary conditions or reflecting boundary conditions $n \cdot j(x, t)=0$ on $\Sigma$ are adopted, where $j$ denotes the probability flux ${ }^{1}$ and $n$ the unit normal vector to the surface $\partial \Omega$. See also [17, Chapter 5] for a comparison between the Gihman-Skorohod [16] and the Feller classification of boundary conditions. Note that in general, the conservation of mass property in (4) only holds for reflecting boundary conditions.
With this in mind, we can formulate the optimal control problem. The aim is to control the stochastic process via the FP equation in an optimal way, i.e., to minimize some state- and control-dependent cost functional $\tilde{J}$, subject to the FP equation (2) with initial and boundary conditions, (3) and (5), over some set of admissible controls $\mathcal{U}_{a d}$. The absorbing boundary conditions (5), also used in [2, 3], are not only easier to analyze, they also provide the most suitable conditions in certain situations. For instance, when considering the Shiryaev stochastic diffusion on a bounded domain rather than on $[0,+\infty)$, a particle hitting the boundary shall leave the domain (by being absorbed) instead of being reflected back.
Furthermore, we do not demand the non-negativity and conservation of mass properties (4) explicitly, for the following reasons. As will be shown in Section 3, the former holds automatically if the initial state is non-negative. Regarding the latter, on the one hand, in the above Shiryaev example, the loss of the conservation of mass property is pertinent to the model. On the other hand, numerical results in [2,3,12] indicate that requiring this property can, at least in practice, often be circumvented by choosing a large enough domain $\Omega$. However, under these conditions, the state is not necessarily a PDF and hence, will be denoted by $y$ instead of $\rho$ from now on.
To summarize, we consider the following optimal control problem:

$$
\begin{align*}
\min _{u \in \mathcal{\mathcal { U } _ { a d }}, y} \tilde{J}(y, u) \text { s.t.: } \partial_{t} y-\sum_{i, j=1}^{d} \partial_{i j}^{2}\left(a_{i j} y\right)+\sum_{i=1}^{d} \partial_{i}\left(b_{i}(u) y\right) & =0 \text { in } Q,  \tag{P}\\
y(\cdot, 0) & =y_{0}(\cdot) \text { in } \Omega, \\
y & =0 \text { on } \Sigma,
\end{align*}
$$

[^1]where
\[

$$
\begin{equation*}
\mathcal{U}_{a d}:=\left\{u \in \mathcal{U}: u_{a} \leq u(x, t) \leq u_{b} \quad \text { for almost all }(x, t) \in Q\right\} \tag{6}
\end{equation*}
$$

\]

with $u_{a}, u_{b} \in \mathbb{R}^{d}$ and $u_{a} \leq u_{b}$ component-wise. The space of controls

$$
\begin{equation*}
\mathcal{U}:=L^{q}\left(0, T ; L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)\right) \subset L^{2}\left(0, T ; L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)\right) \tag{7}
\end{equation*}
$$

with $2<q \leq \infty$ is motivated by the integrability requirements in [4] to ensure well-posedness of the state equation; see Section 3. Unless stated otherwise, we will use the above spaces $\mathcal{U}_{a d}$ and $\mathcal{U}$ throughout the paper, together with the following hypotheses.

## Assumption 1

1. $\forall i, j=1, \ldots, d: a_{i j} \in C^{1}(\bar{\Omega})$.
2. $\exists \theta>0$ such that $\forall \xi \in \mathbb{R}^{d}$ and almost all $x \in \Omega: \sum_{i, j=1}^{d} a_{i j}(x) \xi_{i} \xi_{j} \geq \theta|\xi|^{2}$.
3. The function $b: \mathbb{R}^{d+1} \times \mathcal{U} \rightarrow \mathbb{R}^{d},(x, t ; u) \mapsto b(x, t ; u)$ satisfies the growth condition

$$
\begin{equation*}
\sum_{i=1}^{d}\left|b_{i}(x, t ; u)\right|^{2} \leq M\left(1+|u(x, t)|^{2}\right) \quad \forall x \in \mathbb{R}^{d} \tag{8}
\end{equation*}
$$

for every $i=1, \ldots, d, t \in[0, T], u \in \mathcal{U}$, and some constant $M>0$.

For simplicity, we assume the coefficients $a_{i j}$ to be independent of time in order to cope with an autonomous operator. In Sections 5 and 6, Assumption 1(3) is replaced by the following, stronger requirement:

## Assumption 2

$\exists \gamma_{i} \in L^{\infty}(\Omega): b_{i}(x, t ; u)=\gamma_{i}(x)+u_{i}(x, t), i=1, \ldots, d$.
The fact that $b$ is affine on $u$ is exploited in particular in the proofs of Theorem 7 and Lemma 11, in order to prove the existence of optimal solutions and the differentiability of the control-to-state operator, which will be introduced in Section 5.

## 3 Well-Posedness of the Fokker-Planck Equation

In this section, we ensure the well-posedness of the FP equation in $(\mathrm{P})$, where we add a source term $f: Q \rightarrow \mathbb{R}$ on the right-hand-side, which will be of use for the well-posedness of the adjoint equation in Section 6.
Setting $\tilde{b}_{j}(u):=\sum_{i=1}^{d} \partial_{i} a_{i j}-b_{j}(u)$, we can recast the FP equation in flux formulation

$$
\partial_{t} y-\sum_{j=1}^{d} \partial_{j}\left(\sum_{i=1}^{d} a_{i j} \partial_{i} y+\tilde{b}_{j}(u) y\right)=f \quad \text { in } Q .
$$

Together with the initial and boundary conditions in (P), we have the associated weak formulation

$$
\begin{aligned}
& \iint_{Q} f v \mathrm{~d} x \mathrm{~d} t=\iint_{Q} \partial_{t} y v \mathrm{~d} x \mathrm{~d} t-\iint_{Q}\left(\sum_{j=1}^{d} \partial_{j}\left(\sum_{i=1}^{d} a_{i j} \partial_{i} y+\tilde{b}_{j}(u) y\right)\right) v \mathrm{~d} x \mathrm{~d} t \\
&=-\iint_{Q} y \partial_{t} v \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} y(\cdot, 0) v(\cdot, 0) \mathrm{d} x \\
&+\iint_{Q} \sum_{j=1}^{d}\left(\sum_{i=1}^{d} a_{i j} \partial_{i} y+\tilde{b}_{j}(u) y\right) \partial_{j} v \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

for test functions $v \in W_{2}^{1,1}(Q)$ with $v_{\mid \partial \Omega}=0$ and $v(\cdot, T)=0$.
We make use of this in the following theorem, which is a special case of [4, Thm. 1, p. 634] and guarantees the existence and uniqueness of (non-negative) solutions.

## Theorem 3

Let $y_{0} \in L^{2}(\Omega)$. Additionally, let $f \in L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$ or $f=\operatorname{div}(\tilde{f})$ for some $\tilde{f}: Q \rightarrow$ $\mathbb{R}^{d}$ with $\tilde{f}_{j} \in L^{2}(Q), j=1, \ldots, d$. Then, there exists a unique $y \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap$ $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ satisfying

$$
\begin{equation*}
\iint_{Q}-y \partial_{t} v+\sum_{j=1}^{d}\left(\sum_{i=1}^{d} a_{i j} \partial_{i} y+\tilde{b}_{j}(u) y\right) \partial_{j} v-f v \mathrm{~d} x \mathrm{~d} t=\int_{\Omega} y_{0} v(\cdot, 0) \mathrm{d} x \tag{9}
\end{equation*}
$$

for every $v \in W_{2}^{1,1}(Q)$ with $v_{\mid \partial \Omega}=0$ and $v(\cdot, T)=0$, i.e., $y$ is the unique weak solution of the Fokker-Planck initial boundary value problem defined in $(\mathrm{P})$, including a right-hand-side $f$ in the FP equation. Moreover, if $f \equiv 0$ and $0 \leq y_{0} \leq m$ almost everywhere in $\Omega$ for some $m>0$, then $y$ is bounded and $y(x, t) \geq 0$ almost everywhere in $Q$.
Note that, due to the choice of $\mathcal{U}$ in (7) and Assumption 1(3), $\tilde{b}_{j}(u)$ belongs to $L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$ for $j=1, \ldots, d$, as required in [4].
The solution obtained by Theorem 3 is more regular; indeed, it belongs to the $W(0, T)$ space. We remind that

$$
W(0, T):=\left\{y \in L^{2}(0, T ; V): \dot{y} \in L^{2}\left(0, T ; V^{\prime}\right)\right\} \subset C([0, T] ; H)
$$

where $\dot{y}$ denotes the time derivative of $y$ and $H:=L^{2}(\Omega), V:=H_{0}^{1}(\Omega)$, and $V^{\prime}:=H^{-1}(\Omega)$, the dual space of $V$, endowed with norms

$$
\|y\|_{H}^{2}:=\int_{\Omega} y^{2} \mathrm{~d} x, \quad\|y\|_{V}^{2}:=\int_{\Omega}|\nabla y|^{2} \mathrm{~d} x, \quad\|L\|_{V^{\prime}}:=\sup _{y \in V,\|y\|_{V}=1}\left|\langle L, y\rangle_{V^{\prime}, V}\right|
$$

respectively, form the Gelfand triple $V \hookrightarrow H \hookrightarrow V^{\prime}$. We denote by $|\cdot|$ the Euclidean norm and by $\langle\cdot, \cdot\rangle_{V^{\prime}, V}$ the duality map between $V$ and $V^{\prime}$. This notation and these spaces are used throughout the paper.

## Proposition 4

Under the assumptions of Theorem 3, the solution $y$ in Theorem 3 belongs to $W(0, T)$, possibly after a modification on a set of measure zero.

Proof. The proof is analogous to the one of [32, Theorem 3.12], the only change being a different functional $F$. The idea is to show that $F$ belongs to $L^{2}\left(0, T ; V^{\prime}\right)$ and to rewrite the variational formulation of the PDE in terms of $F$ to show that $\dot{y}=F$ in the sense of vector-valued distributions. In our case, for any fixed $t$, the linear functional is given by $F(t): V \rightarrow \mathbb{R}$,

$$
v \mapsto-\sum_{j=1}^{d}\left(\sum_{i=1}^{d} a_{i j} \partial_{i} y(t)+\tilde{b}_{j}(t ; u(t)) y(t), \partial_{j} v\right)_{H}+(f(t), v)_{H} .
$$

We first assume $f \in L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$ with $2<q \leq \infty . F(t)$ is bounded and thus continuous for all $t \in] 0, T[$ :

$$
\begin{aligned}
|F(t) v|= & \left|-\sum_{j=1}^{d} \int_{\Omega}\left(\sum_{i=1}^{d} a_{i j} \partial_{i} y(t)+\tilde{b}_{j}(t ; u(t)) y(t)\right) \partial_{j} v \mathrm{~d} x+\int_{\Omega} f(t) v \mathrm{~d} x\right| \\
\leq & \sum_{j=1}^{d} \int_{\Omega} \sum_{i=1}^{d}\left|a_{i j}\right|\left|\partial_{i} y(t)\right|\left|\partial_{j} v\right| \mathrm{d} x+\int_{\Omega}|f(t) \| v| \mathrm{d} x \\
& +\sum_{j=1}^{d} \int_{\Omega}\left|\tilde{b}_{j}(t ; u(t))\right||y(t)|\left|\partial_{j} v\right| \mathrm{d} x \\
\leq & \underbrace{\sum_{i, j=1}^{d}\left\|a_{i j}\right\|_{L^{\infty}(\Omega)}}_{=: C}\|y(t)\|_{V}\|v\|_{V}+c_{\Omega}\|f(t)\|_{H}\|v\|_{V} \\
& +\sum_{j=1}^{d}\left\|\tilde{b}_{j}(t ; u(t))\right\|_{L^{\infty}(\Omega)}\|y(t)\|_{H}\|v\|_{V}
\end{aligned}
$$

where $c_{\Omega}$ is such that $\|v\|_{H} \leq c_{\Omega}\|v\|_{V}$ for any $v \in V=H_{0}^{1}(\Omega)$. Therefore,

$$
\begin{equation*}
\|F(t)\|_{V^{\prime}} \leq C\|y(t)\|_{V}+\sum_{j=1}^{d}\left\|\tilde{b}_{j}(t ; u(t))\right\|_{L^{\infty}(\Omega)}\|y(t)\|_{H}+c_{\Omega}\|f(t)\|_{H} \tag{10}
\end{equation*}
$$

Since $\|y(t)\|_{V} \in L^{2}(0, T),\left\|\tilde{b}_{j}(t ; u(t))\right\|_{L^{\infty}(\Omega)} \in L^{q}(0, T),\|y(t)\|_{H} \in L^{\infty}(0, T)$, and $\|f(t)\|_{H} \in$ $L^{q}(0, T)$ with $q>2$, the right-hand-side of (10) belongs to $L^{2}(0, T)$, i.e., $F \in L^{2}\left(0, T ; V^{\prime}\right)$. The remaining steps are the same as in the proof of [32, Theorem 3.12].
If $f=\operatorname{div}(\tilde{f})$, the spatial derivatives are transferred to $v$, which results in a very similar calculation and, in particular, also in $F \in L^{2}\left(0, T ; V^{\prime}\right)$.

Furthermore, note that we have $\int_{\Omega} y_{0} v \mathrm{~d} x=\lim _{t \rightarrow 0} \int_{\Omega} y(t) v \mathrm{~d} x=\int_{\Omega} y(0) v \mathrm{~d} x$ for all $v \in V$, where the first equality follows from (9) and the second holds because $W(0, T) \subset C([0, T] ; H)$. Consequently, $y(0)=y_{0}$ in $\Omega$.

## 4 A-priori Estimates

The purpose of this section is to deduce a-priori estimates of solutions to the Fokker-Planck initial boundary value problem given in (P), including a right-hand-side $f \in L^{2}\left(0, T ; V^{\prime}\right)$ in the FP equation. For the sake of clarity, we recast it in abstract form

$$
\left\{\begin{array}{l}
\left.\dot{y}(t)+A y(t)+B(u(t), y(t))=f(t) \quad \text { in } V^{\prime}, t \in\right] 0, T[,  \tag{11}\\
y(0)=y_{0},
\end{array}\right.
$$

where $y_{0} \in H, A: V \rightarrow V^{\prime}$ is a linear and continuous operator such that

$$
\langle A z, \varphi\rangle_{V^{\prime}, V}:=\int_{\Omega} \sum_{i, j=1}^{d} \partial_{i}\left(a_{i j} z\right) \partial_{j} \varphi \mathrm{~d} x \quad \forall \varphi \in V
$$

and the operator $B: L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right) \times H \rightarrow V^{\prime}$ is defined by

$$
\langle B(u, y), \varphi\rangle_{V^{\prime}, V}:=-\int_{\Omega} \sum_{i=1}^{d} b_{i}(u) y \partial_{i} \varphi \mathrm{~d} x=-\int_{\Omega} y b(u) . \nabla \varphi \mathrm{d} x \quad \forall \varphi \in V
$$

In the following, $\mathcal{E}\left(y_{0}, u, f\right)$ refers to (11), whenever we want to point out the data $\left(y_{0}, u, f\right)$. To ease the notation, we will still denote by $A$ and $B$ the two operators $A: L^{2}(0, T ; V) \rightarrow$ $L^{2}\left(0, T ; V^{\prime}\right)$ and $B: \mathcal{U} \times L^{\infty}(0, T ; H) \rightarrow L^{q}\left(0, T ; V^{\prime}\right)$ such that for all $\varphi \in L^{2}(0, T ; V)$, we have $A z=-\sum_{i, j=1}^{d} \partial_{i j}^{2}\left(a_{i j} z\right)$ and

$$
\begin{equation*}
\int_{0}^{T}\langle A z(t), \varphi(t)\rangle_{V^{\prime}, V} \mathrm{~d} t=\iint_{Q} \sum_{i, j=1}^{d} \partial_{i}\left(a_{i j} z\right) \partial_{j} \varphi \mathrm{~d} x \mathrm{~d} t \tag{12}
\end{equation*}
$$

and $B(u, y)=\sum_{i=1}^{d} \partial_{i}\left(b_{i}(u) y\right)=\operatorname{div}(b(u) y)$ such that

$$
\begin{equation*}
\int_{0}^{T}\langle B(u(t), y(t)), \varphi(t)\rangle_{V^{\prime}, V} \mathrm{~d} t=-\iint_{Q} \sum_{i=1}^{d} b_{i}(u) y \partial_{i} \varphi \mathrm{~d} x \mathrm{~d} t \tag{13}
\end{equation*}
$$

for all $\varphi \in L^{q^{\prime}}(0, T ; V)$ with $1 / q+1 / q^{\prime}=1$. Indeed, thanks to Assumption 1(3), we have $\operatorname{div}(b(u) y) \in L^{q}\left(0, T ; V^{\prime}\right)$ and

$$
\|B(u, y)\|_{L^{q}\left(0, T ; V^{\prime}\right)}=\|\operatorname{div}(b(u) y)\|_{L^{q}\left(0, T ; V^{\prime}\right)} \leq M\left(1+\|u\|_{\mathcal{U}}\right)\|y\|_{L^{\infty}(0, T ; H)}
$$

Note that the integral on the r.h.s. in (12) is not symmetric in $z$ and $\varphi$, owing to the fact that $A$ is not self-adjoint. The bilinear form $a:] 0, T[\times V \times V \rightarrow \mathbb{R}$ associated with the FP equation is defined by

$$
\begin{aligned}
a(t, \psi, \varphi) & :=\int_{\Omega}\left(\sum_{i, j=1}^{d} \partial_{i}\left(a_{i j} \psi\right) \partial_{j} \varphi-\sum_{i=1}^{d} b_{i}(t ; u(t)) \psi \partial_{i} \varphi\right) \mathrm{d} x \\
& =\int_{\Omega}\left(\sum_{i, j=1}^{d} a_{i j} \partial_{i} \psi \partial_{j} \varphi+\sum_{j=1}^{d} \tilde{b}_{j}(t, u(t)) \psi \partial_{j} \varphi\right) \mathrm{d} x .
\end{aligned}
$$

Thanks to the uniform ellipticity of $A$ and Young's inequality, for every $\varepsilon>0, t \in] 0, T[$, and every $\varphi \in V$, we have that

$$
\begin{aligned}
\theta \int_{\Omega}|\nabla \varphi|^{2} \mathrm{~d} x \leq \int_{\Omega} & \sum_{i, j=1}^{d} a_{i j} \partial_{i} \varphi \partial_{j} \varphi \mathrm{~d} x=a(t, \varphi, \varphi)-\int_{\Omega} \sum_{j=1}^{d} \tilde{b}_{j}(t ; u(t)) \varphi \partial_{j} \varphi \mathrm{~d} x \\
& \leq a(t, \varphi, \varphi)+\|\tilde{b}(t ; u(t))\|_{L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)}\left(\varepsilon \int_{\Omega}|\nabla \varphi|^{2} \mathrm{~d} x+\frac{1}{4 \varepsilon} \int_{\Omega}|\varphi|^{2} \mathrm{~d} x\right) .
\end{aligned}
$$

Thus, with $\varepsilon=3 \theta /\left(4\|\tilde{b}(t ; u(t))\|_{L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)}\right)$, we conclude

$$
\begin{equation*}
\frac{\theta}{4}\|\varphi\|_{V}^{2} \leq a(t, \varphi, \varphi)+C_{1}(t)\|\varphi\|_{H}^{2}, \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}(t):=\|\tilde{b}(t ; u(t))\|_{L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)}^{2} /(3 \theta) . \tag{15}
\end{equation*}
$$

We now derive some a-priori estimates on the solution of (11). We will need them in the following sections. From this section on, we denote by $M$ and $C$ generic, positive constants that might change from line to line.

## Lemma 5

Let $y_{0} \in H, f \in L^{2}\left(0, T ; V^{\prime}\right)$ and $u \in \mathcal{U}$. Then, a solution $y$ of (11) satisfies the estimates

$$
\begin{align*}
& \|y\|_{L^{\infty}(0, T ; H)}^{2} \leq M(u)\left(\|y(0)\|_{H}^{2}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2}\right)  \tag{16}\\
& \|y\|_{L^{2}(0, T ; V)}^{2} \leq\left(1+\|u\|_{\mathcal{U}}^{2}\right) M(u)\left(\|y(0)\|_{H}^{2}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2}\right)  \tag{17}\\
& \|\dot{y}\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2} \leq\left(1+\|u\|_{\mathcal{U}}^{2}\right) M(u)\left(\|y(0)\|_{H}^{2}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2}\right)+2\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2} \tag{18}
\end{align*}
$$

where $M(u):=C e^{c\left(1+\|u\|_{\mathcal{U}}^{2}\right)}$ for some positive constants $c, C$.
Proof. Let $y$ a solution of (11) and $t \in] 0, T[$. Multiplying (11) by $y(t)$, we get

$$
\left.\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|y(t)\|_{H}^{2}\right)+a(t, y(t), y(t))=\langle f(t), y(t)\rangle_{V^{\prime}, V}, \quad t \in\right] 0, T[
$$

and thus

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\|y(t)\|_{H}^{2}\right)+\frac{\theta}{2}\|y(t)\|_{V}^{2} & \leq \frac{\mathrm{d}}{\mathrm{~d} t}\left(\|y(t)\|_{H}^{2}\right)+2 a(t, y(t), y(t))+2 C_{1}(t)\|y(t)\|_{H}^{2} \\
& =2\langle f(t), y(t)\rangle_{V^{\prime}, V}+2 C_{1}(t)\|y(t)\|_{H}^{2} \\
& \leq 2 \varepsilon\|y(t)\|_{V}^{2}+\frac{1}{2 \varepsilon}\|f(t)\|_{V^{\prime}}^{2}+2 C_{1}(t)\|y(t)\|_{H}^{2}
\end{aligned}
$$

Fixing $\varepsilon=\theta / 8$, we deduce the relation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\|y(t)\|_{H}^{2}\right)+\frac{\theta}{4}\|y(t)\|_{V}^{2} \leq \frac{4}{\theta}\|f(t)\|_{V^{\prime}}^{2}+2 C_{1}(t)\|y(t)\|_{H}^{2} \tag{19}
\end{equation*}
$$

Applying Gronwall's inequality, we have that

$$
\|y(t)\|_{H}^{2} \leq e^{\int_{0}^{t} 2 C_{1}(\tau) \mathrm{d} \tau}\left(\|y(0)\|_{H}^{2}+\frac{4}{\theta} \int_{0}^{t}\|f(\tau)\|_{V^{\prime}}^{2} \mathrm{~d} \tau\right) .
$$

For $u \in \mathcal{U}$, the inequality

$$
\begin{equation*}
\|u\|_{L^{2}\left(0, T ; L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)\right)} \leq T^{\frac{q-2}{2 q}}\|u\|_{\mathcal{U}} \tag{20}
\end{equation*}
$$

holds. With $C_{1}(t)$ from (15) and due to Assumption 1(3) and (20), we deduce that $\int_{0}^{T} 2 C_{1}(t) \mathrm{d} t \leq M(1$ and thus

$$
\|y\|_{L^{\infty}(0, T ; H)}^{2} \leq C e^{c\left(1+\|u\|_{\mathcal{U}}^{2}\right)}\left(\|y(0)\|_{H}^{2}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2}\right) .
$$

Moreover, integrating (19) over ]0, $T$ [, we conclude that

$$
\begin{aligned}
\|y\|_{L^{2}(0, T ; V)}^{2} & \leq C\left(\|y(0)\|_{H}^{2}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2}\right)+C\left(1+\|u\|_{\mathcal{U}}^{2}\right)\|y\|_{L^{\infty}(0, T ; H)}^{2} \\
& \leq C\left(1+\|u\|_{\mathcal{U}}^{2}\right) e^{c\left(1+\|u\|_{\mathcal{U}}^{2}\right)}\left(\|y(0)\|_{H}^{2}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2}\right) .
\end{aligned}
$$

We remind that $C$ might change from line to line. Finally, multiplying (11) by $\varphi \in$ $L^{2}(0, T ; V)$ and integrating over $] 0, T[$ yields

$$
\begin{aligned}
&\left|\int_{0}^{T}\langle\dot{y}(t), \varphi(t)\rangle_{V^{\prime}, V} \mathrm{~d} t\right| \leq\|y\|_{L^{\infty}(0, T ; H)}\|u\|_{L^{2}\left(0, T ; L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)\right)}\|\varphi\|_{L^{2}(0, T ; V)} \\
&+C_{\alpha}\|y\|_{L^{2}(0, T ; V)}\|\varphi\|_{L^{2}(0, T ; V)}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)}\|\varphi\|_{L^{2}(0, T ; V)}
\end{aligned}
$$

where $C_{\alpha}>0$ is such that $\|A \xi\|_{V^{\prime}} \leq C_{\alpha}\|\xi\|_{V}$ for all $\xi \in V$. Thanks to (20),

$$
\|\dot{y}\|_{L^{2}\left(0, T ; V^{\prime}\right)} \leq C_{\alpha}\|y\|_{L^{2}(0, T ; V)}+C\|y\|_{L^{\infty}(0, T ; H)}\|u\|_{\mathcal{U}}+\|f\|_{L^{2}\left(0, T ; V^{\prime}\right)} .
$$

Using twice the estimate $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$, we derive (18) by the estimates on $\|y\|_{L^{\infty}(0, T ; H)}$ and $\|y\|_{L^{2}(0, T ; V)}$.

## 5 Existence of Optimal Controls

This section contains our main result: the existence of optimal controls for ( P ), with $\mathcal{U}_{a d}$ and $\mathcal{U}$ as in (6) and (7). Fixing $y_{0} \in H$, we introduce the control-to-state operator $\Theta: \mathcal{U} \rightarrow C([0, T] ; H)$ such that $u \mapsto y \in C([0, T] ; H)$ is a solution of $\mathcal{E}\left(y_{0}, u, 0\right)$. Thus, the optimization problem turns into minimizing the so-called reduced cost functional $J: \mathcal{U} \rightarrow \mathbb{R}$ such that $J(u):=\tilde{J}(\Theta(u), u)$, which we assume to be bounded from below, over the nonempty subset of admissible controls $\mathcal{U}_{a d} \subset \mathcal{U}$. In order to prove the main theorem, we will need the following compactness result (see [6], [23, Théorème 5.1, p. 58] or [31]).

## Theorem 6

Let $I$ be an open and bounded interval of $\mathbb{R}$, and let $X, Y, Z$ be three Banach spaces, with dense and continuous inclusions $Y \hookrightarrow X \hookrightarrow Z$, the first one being compact. Then, for every $p \in[1,+\infty[$ and $r>1$, we have the compact inclusions

$$
L^{p}(I ; Y) \cap W^{1,1}(I ; Z) \hookrightarrow L^{p}(I ; X)
$$

and

$$
L^{\infty}(I ; Y) \cap W^{1, r}(I ; Z) \hookrightarrow C(\bar{I} ; X) .
$$

## Theorem 7

Let $y_{0} \in H$. Consider the minimization of the reduced cost functional $J(u)=\tilde{J}(\Theta(u), u)$ over $\mathcal{U}_{\text {ad }}$. Assume that $J$ is bounded from below and (sequentially) weakly-star lower semicontinuous. Then, there exists a pair $(\bar{y}, \bar{u}) \in C([0, T] ; H) \times \mathcal{U}_{\text {ad }}$ such that $\bar{y}$ solves $\mathcal{E}\left(y_{0}, \bar{u}, 0\right)$ and $\bar{u}$ minimizes $J$ in $\mathcal{U}_{a d}$.

Proof. Let $\left(u_{n}\right)_{n \geq 1}$ be a minimizing sequence, i.e., $J\left(u_{n}\right) \rightarrow I:=\inf _{u \in \mathcal{U}_{a d}} J(u)$ as $n \rightarrow \infty$. Since $\left(u_{n}\right)_{n \geq 1} \subset \mathcal{U}_{a d}$, we have $\left\|u_{n}\right\|_{\mathcal{U}} \leq c\left\|u_{n}\right\|_{L^{\infty}(Q)} \leq C$ for some constants $c, C>0$ and any $n \geq 1$. Moreover, the pair $\left(u_{n}, y_{n}\right)$ satisfies the state equation

$$
\begin{equation*}
\dot{y}_{n}(t)+A y_{n}(t)+B\left(u_{n}(t), y_{n}(t)\right)=0, \quad y_{n}(0)=y_{0} . \tag{21}
\end{equation*}
$$

The a-priori estimates of Lemma 5 ensure that there exists a positive constant, still denoted by $C$, such that

$$
\left\|y_{n}\right\|_{L^{\infty}(0, T ; H)}, \quad\left\|y_{n}\right\|_{L^{2}(0, T ; V)}, \quad\left\|\dot{y}_{n}\right\|_{L^{2}\left(0, T ; V^{\prime}\right)} \leq C
$$

and so we deduce that

$$
\begin{aligned}
\left\|A y_{n}\right\|_{L^{2}\left(0, T ; V^{\prime}\right)} & \leq C_{\alpha}\left\|y_{n}\right\|_{L^{2}(0, T ; V)} \leq C \\
\left\|B\left(u_{n}, y_{n}\right)\right\|_{L^{2}\left(0, T ; V^{\prime}\right)} & \leq c\left\|B\left(u_{n}, y_{n}\right)\right\|_{L^{q}\left(0, T ; V^{\prime}\right)} \\
& \leq M\left(1+\left\|u_{n}\right\|_{\mathcal{U}}\right)\left\|y_{n}\right\|_{L^{\infty}(0, T ; H)} \leq C,
\end{aligned}
$$

where we remind that the constant $C_{\alpha}>0$, which appears in the proof of Lemma 5 , is such that $\|A \xi\|_{V^{\prime}} \leq C_{\alpha}\|\xi\|_{V}$ for all $\xi \in V$. Thus, there exist subsequences (still indexed with the subscript $n$ ) such that

$$
\begin{array}{ll}
u_{n} \stackrel{*}{\rightharpoonup} \bar{u} & \text { weakly-star in } \mathcal{U}, \\
y_{n} \stackrel{*}{\rightharpoonup} \bar{y} & \text { weakly-star in } L^{\infty}(0, T ; H), \\
y_{n} \rightharpoonup \bar{y} & \text { weakly in } L^{2}(0, T ; V), \\
\dot{y}_{n} \rightharpoonup \psi & \text { weakly in } L^{2}\left(0, T ; V^{\prime}\right), \\
A y_{n} \rightharpoonup \chi & \text { weakly in } L^{2}\left(0, T ; V^{\prime}\right), \\
B\left(u_{n}, y_{n}\right) \rightharpoonup \Lambda & \text { weakly in } L^{2}\left(0, T ; V^{\prime}\right) .
\end{array}
$$

Since the Banach-Alaoglu theorem ensures that $\mathcal{U}_{a d}$ is weakly-star closed, we deduce that $\bar{u} \in \mathcal{U}_{a d}$. We now want to pass to the limit in the state equation (21). First of all, we observe that $\psi=\dot{\bar{y}}$, thanks to the convergence in the $\sigma\left(\mathcal{D}(0, T ; V), \mathcal{D}^{\prime}\left(0, T ; V^{\prime}\right)\right)$ topology. Thus, $\bar{y} \in W(0, T) \subset C([0, T] ; H)$. Moreover, since the operator $A: L^{2}(0, T ; V) \rightarrow L^{2}\left(0, T ; V^{\prime}\right)$ is strongly continuous, and therefore weakly continuous, too, we deduce that $A \bar{y}=\chi$. Finally, we claim that $B(\bar{u}, \bar{y})=\Lambda$, which, because of the bilinear action of the control, is the most difficult part of the proof. Note that, thanks to the first relation in Theorem 6 with $Y:=V$, $X:=H$, and $Z:=V^{\prime}$, the embedding $W(0, T) \subset L^{2}(0, T ; H)$ is compact. Thus, $\left(y_{n}\right)_{n}$ admits a subsequence strongly convergent to $\bar{y}$ in $L^{2}(0, T ; H)$. Therefore, for every $\varphi \in L^{2}(0, T ; V)$,

$$
\begin{aligned}
& \int_{0}^{T}\langle B(\bar{u}(t), \bar{y}(t))-\Lambda(t), \varphi(t)\rangle_{V^{\prime}, V} \mathrm{~d} t \\
= & -\iint_{Q} \bar{y} b(\bar{u}) \cdot \nabla \varphi \mathrm{d} x \mathrm{~d} t-\lim _{n \rightarrow \infty} \int_{0}^{T}\left\langle B\left(u_{n}(t), y_{n}(t)\right), \varphi(t)\right\rangle_{V^{\prime}, V} \mathrm{~d} t \\
= & -\iint_{Q} \bar{y} b(\bar{u}) \cdot \nabla \varphi \mathrm{d} x \mathrm{~d} t+\lim _{n \rightarrow \infty} \iint_{Q} y_{n} b\left(u_{n}\right) \cdot \nabla \varphi \mathrm{d} x \mathrm{~d} t \\
= & -\lim _{n \rightarrow \infty} \iint_{Q}\left(\bar{y} b(\bar{u})-y_{n} b\left(u_{n}\right)\right) \cdot \nabla \varphi \mathrm{d} x \mathrm{~d} t \\
= & -\lim _{n \rightarrow \infty} \iint_{Q} \bar{y}\left(b(\bar{u})-b\left(u_{n}\right)\right) . \nabla \varphi \mathrm{d} x \mathrm{~d} t-\lim _{n \rightarrow \infty} \iint_{Q}\left(\bar{y}-y_{n}\right) b\left(u_{n}\right) \cdot \nabla \varphi \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

where $\nabla$ denotes the gradient with respect to the space variable $x \in \mathbb{R}^{d}$. We observe that $\bar{y} \in L^{\infty}(0, T ; H)$ and $\partial_{i} \varphi \in L^{2}(0, T ; H)$ for all $i=1, \ldots, d$, thus $\bar{y} \partial_{i} \varphi \in L^{2}\left(0, T ; L^{1}(\Omega)\right) \subset$ $L^{q^{\prime}}\left(0, T ; L^{1}(\Omega)\right)$ with $q^{\prime}$ such that $1 / q+1 / q^{\prime}=1$ and $L^{q}\left(0, T ; L^{\infty}(\Omega)\right)=\left[L^{q^{\prime}}\left(0, T ; L^{1}(\Omega)\right)\right]^{*}$, since the Lebesgue measure is $\sigma$-finite. We remind that $b$ is affine on $u$; see Assumption 2. Therefore, $b(\bar{u})-b\left(u_{n}\right)=\left(\bar{u}_{i}-u_{n, i}\right)_{i=1, \ldots, d}$. Now $u_{n} \stackrel{*}{\rightharpoonup} \bar{u}$ weakly-star in $\mathcal{U}$ ensures that the first integral goes to 0 as $n \rightarrow+\infty$. Furthermore, since the sequence $\left(b\left(u_{n}\right)\right)_{n}$ is uniformly bounded and $y_{n} \rightarrow \bar{y}$ strongly in $L^{2}(0, T ; H)$,

$$
\left|\iint_{Q}\left(\bar{y}-y_{n}\right) b\left(u_{n}\right) \cdot \nabla \varphi \mathrm{d} x \mathrm{~d} t\right| \leq C\left\|\bar{y}-y_{n}\right\|_{L^{2}(0, T ; H)}\|\varphi\|_{L^{2}(0, T ; V)} \rightarrow 0
$$

as $n \rightarrow+\infty$. Additionally, we observe that $\bar{y}(0)=y_{0}$, hence

$$
\dot{\bar{y}}(t)+A \bar{y}(t)+B(\bar{u}(t), \bar{y}(t))=0, \quad \bar{y}(0)=y_{0} .
$$

Finally, owing to the weakly-star lower semicontinuity of $J$, we conclude that

$$
J(\bar{u}) \leq \liminf _{n \rightarrow \infty} J\left(u_{n}\right)=I .
$$

Thus, $(\bar{y}, \bar{u})$ is an optimal pair for the considered optimal control problem.
Theorem 7 clearly also holds for any $\mathcal{U}_{a d} \subset \mathcal{U}$ bounded and weakly-star closed. However, observe that in the unconstrained case $\mathcal{U}_{a d} \equiv \mathcal{U}$, asking only $J(u) \geq \lambda\|u\|_{\mathcal{U}}$ for some $\lambda>0$ is not enough. Instead, one can modify the proof straightforwardly by requiring $J(u) \geq$ $\lambda\|u\|_{L^{\infty}\left(Q ; \mathbb{R}^{d}\right)}$, which is not very practical. An alternative might be to require more regularity on the state $y$ and on the control $u$, in order to gain the same level of compactness required to deduce that $B(\bar{u}, \bar{y})=\Lambda$. Indeed, further regularity of $y$ can be ensured by standard improved regularity results; see, for example, [34, Theorems 27.2 and 27.5] and [21, Theorem 6.1 and Remark 6.3]. However, these results require more regularity of the coefficients in the PDE and hence, on the control. In particular, one would need differentiability of $u$ both in time and space. In comparison, requiring box constraints as in (6) seems to be a less restrictive choice. Note that, in case of bilinear action of the control into the system, even box constraints might not suffice to ensure the existence of optimal controls in general; see, for example, [24, Section 15.3, p. 237].

## Remark 8

We have shown in the previous proof that the control-to-state map $\Theta: \mathcal{U}_{\text {ad }} \subset \mathcal{U} \rightarrow C([0, T] ; H) \subset$ $L^{2}(0, T ; H), u \mapsto \Theta(u)=y \in L^{2}(0, T ; H)$, where $y$ solves $\mathcal{E}\left(y_{0}, u, 0\right)$, is sequentially continuous from $\mathcal{U}_{\text {ad }}$ (with the weak-star topology induced by $\mathcal{U}$ ) to $L^{2}(0, T ; H)$ (with the strong topology).

## Corollary 9

Let $y_{d} \in L^{2}(0, T ; H), y_{\Omega} \in H$, and $\alpha, \beta, \lambda \geq 0$. Consider the final time observation operator $S_{T}: W(0, T) \rightarrow H$ such that $y \mapsto y(T)$. Then, an optimal pair $(\bar{y}, \bar{u}) \in C([0, T] ; H) \times \mathcal{U}_{\text {ad }}$ exists for the reduced cost functional

$$
\begin{equation*}
J(u):=\frac{\alpha}{2}\left\|\Theta(u)-y_{d}\right\|_{L^{2}(Q)}^{2}+\frac{\beta}{2}\left\|S_{T} \Theta(u)-y_{\Omega}\right\|_{L^{2}(\Omega)}^{2}+\frac{\lambda}{2}\|u\|_{L^{2}\left(Q ; \mathbb{R}^{d}\right)}^{2} . \tag{22}
\end{equation*}
$$

Proof. The cost functional (22) is bounded from below by zero. Moreover, it is weakly lower semicontinuous in $L^{2}\left(Q ; \mathbb{R}^{d}\right)$. This is due to Remark 8 and the fact that the embedding $W(0, T) \subset C([0, T] ; H)$ is continuous, that the operator $S_{T}$ is linear and continuous, and that the norm functionals $\|\cdot\|_{H}^{2}$ and $\|\cdot\|_{L^{2}\left(Q ; \mathbb{R}^{d}\right)}^{2}$ are weakly lower semicontinuous on $H$ and $L^{2}\left(Q ; \mathbb{R}^{d}\right)$, respectively. Moreover, a minimizing sequence $\left(u_{n}\right)_{n \geq 1}$ in $\mathcal{U}_{a d}$ converging to $I$ is uniformly bounded both in $\mathcal{U}$ and in $L^{2}\left(Q ; \mathbb{R}^{d}\right)$. Since the weak-star convergence in $\mathcal{U}$ implies the weak convergence in $L^{2}\left(Q ; \mathbb{R}^{d}\right)$, we do not need to require weakly-star lower semicontinuity of $J$. Therefore, we can conclude the existence of an optimal pair $(\bar{y}, \bar{u}) \in C([0, T] ; H) \times \mathcal{U}_{a d}$.

## Remark 10

Corollary 9 applies analogously to the case of time-independent controls $u$ in the admissible space

$$
\begin{equation*}
\tilde{\mathcal{U}}_{a d}:=\left\{u \in L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right): u_{a} \leq u(x) \leq u_{b} \quad \text { for almost every } x \in \Omega\right\} \tag{23}
\end{equation*}
$$

for the reduced cost functional

$$
J_{2}(u):=\frac{\alpha}{2}\left\|\Theta(u)-y_{d}\right\|_{L^{2}(Q)}^{2}+\frac{\beta}{2}\left\|\Theta(u)(T)-y_{\Omega}\right\|_{L^{2}(\Omega)}^{2}+\frac{\lambda}{2}\|u\|_{L^{2}\left(\Omega ; \mathbb{R}^{d}\right)}^{2} .
$$

## 6 Adjoint State and Optimality Conditions

For the optimal control problem (P), modified by using the reduced cost functionals considered in Corollary 9 and Remark 10, we derive the first order necessary optimality conditions in this section. Incidentally, let us point out that these quadratic objective functionals are commonly used in theory and practice; see, for example, $[3,12,32]$. We start by denoting the operator

$$
D(u, y):=B(u-\gamma, y)=\operatorname{div}(u y) \quad \forall u \in \mathcal{U}, y \in L^{\infty}(0, T ; H)
$$

and proving the differentiability of the control-to-state operator.

## Lemma 11

Let $y_{0} \in H$. The control-to-state operator $\Theta$ from Section 5 is Fréchet-differentiable and, for every $\bar{u}, h \in \mathcal{U}$, the function $\Theta^{\prime}(\bar{u}) h$ satisfies

$$
\left\{\begin{array}{l}
\left.\dot{z}(t)+A z(t)+B(\bar{u}(t), z(t))=-D(h(t), \bar{y}(t)) \quad \text { in } V^{\prime}, t \in\right] 0, T[  \tag{24}\\
z(0)=0,
\end{array}\right.
$$

where $\bar{y}=\Theta(\bar{u})$.
Note that Theorem 3 ensures the existence of a unique weak solution of (24).
Proof. Thanks to Assumption 2, the map $L: \mathcal{U} \rightarrow C([0, T] ; H)$, such that $h \mapsto z \in$ $C([0, T] ; H)$ is a solution of (24), is linear. Moreover, $L$ is continuous; indeed, the estimate (16) yields

$$
\begin{aligned}
\|z\|_{L^{\infty}(0, T ; H)}^{2} & \leq C e^{c\left(1+\|\bar{u}\|_{\mathcal{U}}^{2}\right)}\|D(h, \bar{y})\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2} \\
& \leq C e^{c\left(1+\|\bar{u}\|_{\mathcal{U}}^{2}\right)}\|\bar{y}\|_{L^{\infty}(0, T ; H)}^{2}\|h\|_{\mathcal{U}}^{2} \leq C\|h\|_{\mathcal{U}}^{2} .
\end{aligned}
$$

Let us now introduce $y_{h}:=\Theta(\bar{u}+h)$, the solution of $\mathcal{E}\left(y_{0}, \bar{u}+h, 0\right)$, and set $y:=y_{h}-\bar{y}$. Thus, $y$ satisfies

$$
\left\{\begin{array}{l}
\left.\dot{y}(t)+A y(t)+B(\bar{u}(t), y(t))=-D\left(h(t), y_{h}(t)\right) \quad \text { in } V^{\prime}, t \in\right] 0, T[, \\
y(0)=0 .
\end{array}\right.
$$

Moreover, $D\left(h, y_{h}\right) \in L^{q}\left(0, T ; V^{\prime}\right) \subset L^{2}\left(0, T ; V^{\prime}\right)$, and (16) ensures

$$
\begin{aligned}
\|y\|_{L^{\infty}(0, T ; H)}^{2} & \leq C e^{c\left(1+\|\bar{u}\|_{U}^{2}\right)}\left\|D\left(h, y_{h}\right)\right\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2} \\
& \left.\leq C e^{c(1+\| \bar{u}} \|_{\mathcal{U}}^{2}\right)
\end{aligned} y_{h}\left\|_{L^{\infty}(0, T ; H)}^{2}\right\| h \|_{\mathcal{U}}^{2},
$$

with $\left\|y_{h}\right\|_{L^{\infty}(0, T ; H)}^{2} \leq C e^{c\left(1+\|\bar{u}+h\|_{U}^{2}\right)}\left\|y_{0}\right\|_{H}^{2}$, which is locally bounded in $h$. Finally, $w:=y-z$ is a solution of $\mathcal{E}(0, \bar{u},-D(h(t), y(t)))$ and satisfies

$$
\begin{aligned}
\|w\|_{L^{\infty}(0, T ; H)}^{2} & \leq C e^{c\left(1+\|\bar{u}\|_{\mathcal{U}}^{2}\right)}\|D(h, y)\|_{L^{2}\left(0, T ; V^{\prime}\right)}^{2} \\
& \leq C e^{c\left(1+\|\bar{u}\|_{\mathcal{U}}^{2}\right)}\|y\|_{L^{\infty}(0, T ; H)}^{2}\|h\|_{\mathcal{U}}^{2},
\end{aligned}
$$

that is,

$$
\|\Theta(\bar{u}+h)-\Theta(\bar{u})-z\|_{L^{\infty}(0, T ; H)}^{2} \leq C\left\|y_{0}\right\|_{H}^{2} e^{c\left(1+\|\bar{u}+h\|_{\mathcal{U}}^{2}\right)}\|h\|_{\mathcal{U}}^{4} .
$$

Therefore, $\Theta$ is Fréchet differentiable and, for all $\bar{u}, h \in \mathcal{U}$, the operator $\Theta^{\prime}(\bar{u}): \mathcal{U} \rightarrow$ $C([0, T] ; H)$ is defined by $\Theta^{\prime}(\bar{u}) h:=z$, where $z$ solves (24).

Next, we introduce the two operators $A^{*}: L^{2}(0, T ; V) \rightarrow L^{2}\left(0, T ; V^{\prime}\right)$ and $\tilde{B}: L^{2}(0, T ; V) \rightarrow$ $L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right)$ such that $A^{*} z:=-\sum_{i, j=1}^{d} a_{i j} \partial_{i j}^{2} z$ and $\tilde{B}(z):=\nabla z$, respectively, where $\nabla$ denotes the gradient with respect to $x \in \mathbb{R}^{d}$. Observe that, for every $v, \varphi \in L^{2}(0, T ; V)$,

$$
\int_{0}^{T}\left\langle A^{*} v(t), \varphi(t)\right\rangle_{V^{\prime}, V} \mathrm{~d} t=\int_{0}^{T}\langle A \varphi(t), v(t)\rangle_{V^{\prime}, V} \mathrm{~d} t
$$

and for every $u \in \mathcal{U}, v \in L^{2}(0, T ; V)$ and $w \in L^{\infty}(0, T ; H)$,

$$
\begin{align*}
\int_{0}^{T}(b(u) \cdot \tilde{B}(v), w)_{H} \mathrm{~d} t=\iint_{Q} \sum_{i=1}^{d} b_{i}(u) w \partial_{i} v \mathrm{~d} x \mathrm{~d} t & \\
& =-\int_{0}^{T}\langle B(u(t), w(t)), v(t)\rangle_{V^{\prime}, V} \mathrm{~d} t, \tag{25}
\end{align*}
$$

and the above integrals are well-defined.
With this in mind, we can provide an explicit representation formula for the derivative of $J$ as in Corollary 9.

## Proposition 12

Consider $J$ of the form (22) with $y_{d} \in L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$ and $y_{\Omega} \in H$. Let $y_{0} \in L^{\infty}(\Omega)$. Then, $J$ is differentiable in $\mathcal{U}$ and, for all $u, h \in \mathcal{U}$,

$$
\begin{equation*}
\mathrm{d} J(u) h=\sum_{i=1}^{d} \iint_{Q} h_{i}\left[y \partial_{i} p+\lambda u_{i}\right] \mathrm{d} x \mathrm{~d} t \tag{26}
\end{equation*}
$$

holds, where $y \in W(0, T) \cap L^{\infty}(Q)$ is the solution of $\mathcal{E}\left(y_{0}, u, 0\right)$ and $p \in W(0, T)$ is the solution of the adjoint equation

$$
\left\{\begin{array}{l}
\left.-\dot{p}(t)+A^{*} p(t)-b(u(t)) \cdot \tilde{B} p(t)=\alpha\left[y(t)-y_{d}(t)\right] \quad \text { in } V^{\prime}, t \in\right] 0, T[  \tag{27}\\
p(T)=\beta\left[y(T)-y_{\Omega}\right] .
\end{array}\right.
$$

Observe that, for all $i=1, \ldots, d$, the function $\left.h_{i}\left\langle\partial_{i} p, y\right\rangle_{V^{\prime}, V}:\right] 0, T\left[\rightarrow \mathbb{R}\right.$ belongs to $L^{1}(0, T)$, owing to $h_{i} \in L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$ with $q>2, y \in L^{2}(0, T ; V)$ and $\partial_{i} p \in L^{\infty}\left(0, T ; V^{\prime}\right)$. Existence and uniqueness of solutions for (27) are ensured by Aronson [4]. Indeed, $y_{0} \in L^{\infty}(\Omega)$ implies $y \in L^{\infty}(Q)$, and therefore $y-y_{d} \in L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$, as required by Theorem 3. Moreover, we have $y(T)-y_{\Omega} \in L^{2}(\Omega)$. By the change of variable $q(t)=p(T-t), v(t)=u(T-t)$ and $f(t)=\alpha\left[y(T-t)-y_{d}(T-t)\right]$, (27) is recast in a form such that the same results as in Theorem 3 and Proposition 4 can be applied, following the remark in [4, page 621] concerning the adjoint operator.

Proof. Thanks to Lemma 11, the functional $J$ is differentiable in $\mathcal{U}$. Let $z$ solution of (24). We set $z=\Theta^{\prime}(u) h \in C([0, T] ; H)$ and derive

$$
\begin{aligned}
& \mathrm{d} J(u) h=\left\langle z, \alpha\left[y-y_{d}\right]\right\rangle_{L^{2}(0, T ; H)}+\left\langle z(T), \beta\left[y(T)-y_{\Omega}\right]\right\rangle_{H} \\
&+\lambda\langle h, u\rangle_{L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right)}
\end{aligned}
$$

for all $u, h \in \mathcal{U}$, where $y$ is the solution of the state equation $\mathcal{E}\left(y_{0}, u, 0\right)$. We now exploit the adjoint state $p$ in order to figure out the dependence of $\mathrm{d} J(u) h$ on $h$. Indeed, owing to relations (25) and (27), we have that

$$
\begin{aligned}
& \int_{0}^{T}\left\langle z(t), \alpha\left[y(t)-y_{d}(t)\right]\right\rangle_{H} \mathrm{~d} t \\
&=\int_{0}^{T}\left\langle-\dot{p}(t)+A^{*} p(t)-b(u(t)) . \tilde{B} p(t), z(t)\right\rangle_{V^{\prime}, V} \mathrm{~d} t
\end{aligned} \quad \begin{aligned}
&=\int_{0}^{T}\langle\dot{z}(t)+A z(t)+B(u(t), z(t)), p(t)\rangle_{V^{\prime}, V} \mathrm{~d} t-\langle z(T), p(T)\rangle_{H}+\langle z(0), p(0)\rangle_{H} \\
&=-\langle z(T), p(T)\rangle_{H}-\int_{0}^{T}\langle D(h(t), y(t)), p(t)\rangle_{V^{\prime}, V} \mathrm{~d} t \\
&=-\langle z(T), p(T)\rangle_{H}+\iint_{Q} y(t) h(t) . \nabla p(t) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Since $\left\langle z(T), \beta\left[y(T)-y_{\Omega}\right]\right\rangle_{H}=\langle z(T), p(T)\rangle_{H}$, we conclude

$$
\mathrm{d} J(u) h=\iint_{Q} y h . \nabla p \mathrm{~d} x \mathrm{~d} t+\lambda \sum_{i=1}^{d}\left\langle h_{i}, u_{i}\right\rangle_{L^{2}(Q)}=\sum_{i=1}^{d} \iint_{Q} h_{i}\left[y \partial_{i} p+\lambda u_{i}\right] \mathrm{d} x \mathrm{~d} t
$$

which is the assertion.

A priori, $\mathrm{d} J(u)$ is defined only in $\mathcal{U}$ for every $u \in \mathcal{U}$. However, thanks to the representation formula (26), it admits an extension operator that is well defined on $L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right)$.
With this, Proposition 12, and the variational inequality $d J(\bar{u})(u-\bar{u}) \geq 0$, which holds for any $u \in \mathcal{U}_{a d}$ and locally optimal solution $\bar{u}$, we deduce the system of first order necessary optimality conditions. Note that, since the control-to-state operator is nonlinear, the reduced cost functional is non-convex even for standard quadratic costs like (22). In particular, there may be controls that are not optimal, not even locally, and nevertheless satisfy the necessary optimality conditions. Yet, this system plays an important role in the development of efficient numerical methods for the FP optimal control; see [2, 3]. Moreover, the simulations in $[2,3,12]$ suggest that these conditions are viable to be used in practice.

## Corollary 13

Let $y_{0} \in L^{\infty}(\Omega), y_{d} \in L^{q}\left(0, T ; L^{\infty}(\Omega)\right)$, and $y_{\Omega} \in H$. Consider the cost functional $J$ defined by (22) with $\alpha, \beta, \lambda \geq 0$. An optimal pair $(\bar{y}, \bar{u}) \in C([0, T] ; H) \times \mathcal{U}_{\text {ad }}$ for $J$ with corresponding adjoint state $\bar{p}$ satisfies the following necessary conditions:

$$
\begin{array}{ll}
\partial_{t} \bar{y}-\sum_{i, j=1}^{d} \partial_{i j}^{2}\left(a_{i j} \bar{y}\right)+\sum_{i=1}^{d} \partial_{i}\left(\left(\gamma_{i}+\bar{u}_{i}\right) \bar{y}\right)=0 & \text { in } Q, \\
-\partial_{t} \bar{p}-\sum_{i, j=1}^{d} a_{i j} \partial_{i j}^{2} \bar{p}-\sum_{i=1}^{d}\left(\gamma_{i}+\bar{u}_{i}\right) \partial_{i} \bar{p}=\alpha\left[\bar{y}-y_{d}\right] & \text { in } Q, \\
\bar{y}=\bar{p}=0 & \text { on } \Sigma,  \tag{28}\\
\bar{y}(\cdot, 0)=y_{0}(\cdot), \quad \bar{p}(\cdot, T)=\beta\left[\bar{y}(\cdot, T)-y_{\Omega}(\cdot)\right] & \text { in } \Omega, \\
\iint_{Q}\left[\bar{y} \partial_{i} \bar{p}+\lambda \bar{u}_{i}\right]\left(u_{i}-\bar{u}_{i}\right) \mathrm{d} x \mathrm{~d} t \geq 0 & \forall u \in \mathcal{U}_{a d}, i=1, \ldots, d .
\end{array}
$$

Proof. The necessary optimality conditions (28) are derived by combining the state equation $\mathcal{E}\left(y_{0}, \bar{u}, 0\right)$ for $\bar{y},(27)$ for the adjoint $\bar{p}$, and the variational inequality $\mathrm{d} J(\bar{u})(u-\bar{u}) \geq 0$ for all $u \in \mathcal{U}_{a d}$ and locally optimal $\bar{u}$. Thanks to (12), (13), and (25), which define the operators $A, B$, and $\tilde{B}$, respectively, we deduce the desired system.

Following [32, Section 2.8], we can derive pointwise conditions for the variational inequality in (28). Indeed, if $\lambda=0$, it follows for all $i=1, \ldots, d$ and almost all $(x, t) \in Q$ that,

$$
\bar{u}_{i}(x, t)=\left\{\begin{array}{lll}
u_{a_{i}}, & \text { if } & \bar{y}(x, t) \partial_{i} \bar{p}(x, t)>0 \\
u_{b_{i}}, & \text { if } & \bar{y}(x, t) \partial_{i} \bar{p}(x, t)<0
\end{array}\right.
$$

and no value can be assigned if $\bar{y}(x, t) \partial_{i} \bar{p}(x, t)=0$. If $\lambda>0$, then we get the standard projection formula for almost all $(x, t) \in Q$ :

$$
\bar{u}_{i}(x, t)=\mathbb{P}_{\left[u_{a_{i}}, u_{b_{i}}\right]}\left\{-\frac{1}{\lambda} \bar{y}(x, t) \partial_{i} \bar{p}(x, t)\right\} .
$$

In case of time-independent controls considered in Remark 10, the only modification needed in the optimality system (28) is the variational inequality, which, for $\tilde{\mathcal{U}}_{a d}$ given by (23), changes to

$$
\int_{\Omega}\left[\int_{0}^{T} \bar{y} \partial_{i} \bar{p} \mathrm{~d} t+\lambda \bar{u}_{i}\right]\left(u_{i}-\bar{u}_{i}\right) \mathrm{d} x \geq 0 \quad \forall u \in \tilde{\mathcal{U}}_{a d}, i=1, \ldots, d .
$$

## 7 Conclusions

In this paper, we considered a bilinear optimal control problem subject to the Fokker-Planck equation with a time- and space-dependent control. We proved existence of optimal controls associated with a non-negative state solution and derived the first order necessary optimality conditions rigorously, thereby extending the results of [3]. Since the problem is non-convex due to the nonlinear control-to-state operator, the task to find sufficient conditions is still open. Another open question is the uniqueness of the optimal control.
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