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Summary 

Microfluidics enables the precise control of liquids on the nanoliter scale. These very well 
defined flow conditions make this technology predestined for fundamental investigations at 
microfocused X-ray sources. With recent developments in synchrotron technology and with 
the advent of free electron lasers (FEL), very exciting possibilities arise, such as serial 
femtosecond X-ray nanocrystallography. This on-going technological progress also gives rise 
to the question of how to design and make sample environments that are compatible with the 
increasingly brilliant and highly intense X-ray beams. 
 
By developing X-ray compatible microflow chips and microfluidic liquid jet devices, which 

are optimized for the combination of microbeam X-ray scattering and microfluidics, this thesis 
contributes crucially to the advent of a powerful experimental methodology that is suitable for 
the investigation of nanostructures, particle alignment, protein nanocrystals and the in situ 
study of kinetics. 
 
After covering the fundamental details of microfocused X-rays and microfluidics 

individually, this thesis reviews the combination of these technologies extensively. This review 
includes the past and current device fabrication approaches, their up- and down-sides with 
respect to X-ray applications & processability as well as the related successful application 
examples. 
 
Further, different types X-ray compatible microfluidic devices have been developed and 

produced by using soft lithography which gives precise and highly reproducible design 
control over features of the microchannel geometry. These developed types of X-ray 
compatible microfluidic devices include closed-microchannel systems and open liquid jet 
systems. 
 
Devices of the first, closed type have already been operated successfully at the 3rd 

generation synchrotron PETRA III (DESY) at the Micro- and Nanofocus X-ray scattering 
beamline MiNaXS/P03.  
 
One example of the microfluidic small-angle X-ray scattering (MF-SAXS) experiments 

revealed the striking effect, that after passing a narrow section, anisotropic wormlike particles 
are rotated perpendicular to the flow direction, keeping this orientation over the remaining 
length of the channel. This phenomenon has then been studied excessively using various 
techniques including MF-SAXS, microparticle image velocimetry and different kinds of 
microscopy such as scanning electron-, light-, polarization-, high speed video-, fluorescence-, 
confocal laser scanning-microscopy. Additionally, the microfluidic systems have been studied 
using computational fluid dynamics (CFD) simulations that help to understand the fluid flow, 
non-linear problems or enabled the optimization of the microchannel geometries. 
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As a result, the non-linear scientific problem of non-Newtonian fluids in confined geometries 
is now well understood and the related experimental control parameters have been identified 
and quantified. This flow-alignment of cylindrical, wormlike or fibrous structures is central to 
many processing steps such as in the production of fibers, during injection molding or the 
flow of cells and proteins through thin capillaries. 
 
Another example of a closed system demonstrates the high sample efficiency of microfluidic 

grids. These devices are merely millimeters of size, shear-inducing and require only 2-5 µl of 
sample for the shearing and X-ray study of a polymer nanocomposite material. 
 
The second microfluidic device type is based on an open nozzle geometry and produces small 

liquid jets with µm-diameters (0.9 to 5 µm) at very low flow rates (150 to 1000 µl h-1) under 
atmospheric or vacuum conditions. The presented microfluidic liquid jet devices are based on 
the gas dynamic virtual nozzle (GDVN) design which enables reliable and essentially 
clogging-free jetting over long periods of time. Further, these devices are easy to produce 
using established soft-lithographical techniques which enable precise and reproducible 
microchannel design control that is critical for the liquid jet optimization at small flow rates. 
This design control is demonstrated by the easy integration of additional microfluidic features, 
such as jet-in-jet flow focusing or dense arrays of multiple adjacent liquid jet nozzles on a 
single device, without the need of additional production steps. The microfluidic liquid jet 
system has also been studied in great detail using various microscopic techniques (see above) 
as well as CFD-simulations. Along with the variation of experimental parameters and nozzle 
geometries, these analyses and have lead to a better understanding of the fluid dynamic 
behavior of the liquid jet in microfluidic devices and to the control of jet diameters and 
droplet breakup types. 
 
The mentioned features (reliability, small sample consumption, etc.) and the open geometry 

design make this microfluidic liquid jet system highly relevant for the establishment as a 
sample environment at X-ray FELs. These facilities deliver X-ray pulses that are ultrashort 
(fs-range) and so enormously intense that a full diffraction pattern is recorded from a single 
pulse while the sample explodes in the process and turns into a glowing plasma (ca. 
60,000 K). Hence, static samples or closed flow geometries are incompatible with these next 
generation X-ray sources which underlines the importance of the liquid jet approach. 
 
The broad scientific scope of microfluidic concepts and lithographic microfabrication 

techniques have also been demonstrated by creating solutions for other non-X-ray 
applications. The examples for this include the CFD-simulation of a non-linear scientific 
problem of a spray drying device, i.e. its internal fluid structure interaction, or the design & 
fabrication of microfeatured stamps for the microcontact printing of spherical polyelectrolyte 
brushes. Another example demonstrates the combination of nanotechnology and 
microstructuring techniques for developments towards sensoric applications. 
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Zusammenfassung 

Mikrofluidik erlaubt es Flüssigkeiten nanoliter-genau zu kontrollieren. Durch diese präzise 
Strömungskontrolle ist diese Technologie prädestiniert für die Grundlagenforschung an 
mikrofokussierten Röntgenquellen. Die aktuellen Entwicklungen auf dem Gebiet der 
Synchrotron-Technologie sowie das Aufkommen von Freie-Elektronen-Lasern (FEL) 
eröffnen aufregende Möglichkeiten, wie z.B. Femtosekunden Röntgen Nanocrystallographie. 
Aus der stetigen technologischen Entwicklung ergibt sich die Frage, wie Probenumgebungen 
gestaltet und gefertigt sein müssen, um mit den zunehmend brillianten und hoch-intensiven 
Röntgenstrahlen kompatibel zu sein. 
 
Durch die Entwicklung Röntgen-kompatibler Mikroflusszellen und mikrofluidischer 

Flüssigkeits-Strahl Systeme, die für die Kombination von Röntgenstreuung mit 
mikrofokussierten Strahlen und Mikrofluidik optimiert sind, trägt diese Dissertation 
wesentlich zum Aufstreben dieser machtvollen experimentellen Methode bei, welche für die 
Untersuchungen von Nanostrukturen, Partikelorientierungen, Proteinkristallen und in situ 
Studien von Kinetiken geeignet ist. 
Nach der Beleuchtung der grundlegenden Details über mikrofokussierte Röntgenstrahlen 

und Mikrofluidik, wird die Kombination dieser Technologien ausführlich besprochen. Dabei 
wird auf die vergangenen und aktuellen Chip-Fertigungsansätze, deren Vor- und Nachteile in 
Bezug auf Röntgenanwendungen & Verarbeitung sowie auf relevante Anwendungsbeispiele 
eingegangen. 
Darüber hinaus wurden verschiedene Röntgen-kompatible Mikrofluidik-Chips entwickelt 

und mittels Softlithographie hergestellt, wodurch eine präzise und reproduzierbare Kontrolle 
über die hergestellten mikrofluidischen Kanalgeometrien ermöglicht wird. Diese entwickelten 
Röntgen-kompatiblen Chips können in zwei Typen unterteilt werden: geschlossene 
Kanalsysteme und offene Flüssigkeits-Strahl Systeme. 
Chips des ersten, geschlossenen Typs wurden bereits erfolgreich an dem Synchrotron der 

dritten Generation PETRA III (DESY) an der Mikro- und Nanofokus Röntgenstreuungs 
Beamline MiNaXS/P03 betrieben. 
Zum Beispiel enthüllte ein mikrofluidisches Röntgenkleinwinkelstreuungs-Experiment 

(MF-SAXS) den erstaunlichen Effekt, dass sich anisotrope wurmartige Partikel nach dem 
Passieren einer Kanalverjüngung im Kanal quer stellen und diese Orientierung über die 
restliche Länge des Kanals beibehalten. Dieses Phänomen wurde daraufhin mit vielen 
Techniken, wie MF-SAXS, Mikropartikel-Velocimetrie oder verschiedensten 
mikroskopischen Methoden ausführlich untersucht; darunter Raster-Elektronen-, Licht-, 
Polarisations-, Hochgeschwindigkeitsvideo-, Fluoreszenz-, Konfokal-Laser-Scanning-
Mikroskopie. Zudem wurden die mikrofluidischen System mittels der numerischen 
Strömungsmechanik (CFD) untersucht, welche dabei hilft den Fluid-Fluss sowie diese nicht-
lineare Problemstellung zu verstehen oder die Kanalgeometrien zu optimieren. 
Diese nicht-lineare wissenschaftliche Problemstellung nicht-Newtonischer Fluide in engen 

Geometrien ist nun gut verstanden und die relevaten Einflussgrößen wurden erkannt und 
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quantifiziert. Die Strömungsorientierung von zylindrischen, Wurm- und Fibrillen-artigen 
Strukturen ist von zentraler Bedeutung für die viele Prozesse, wie z. B. der Faserherstellung, 
den Spritzguss-Verfahren oder dem Fluss von Zellen und Proteinen durch dünne Kapillaren. 
Ein weiteres Beispiel für geschlossene Kanäle demonstriert die hohe Probeneffizienz 

mikrofluidischer Rillen-Chips. Diese sind nur wenige Millimeter groß, scher-induzierend und 
benötigen lediglich 2-5 µl Probe für die Röntgenanalyse eines scher-orientiertern Polymer-
Nanokomposit Materials. 
Der zweite Typ von Mikrofluidik-Chips basiert auf einer offenen Düsen-Geometrie und 

produziert Flüssigkeits-Strahlen mit Mikrometer-Druchmessern (0.9 bis 5 µm) bei sehr 
geringen Flussraten (150 to 1000 µl h-1) unter Normaldruck- oder Vakuum-Bedingungen. 
Die vorgestellten mikrofluidischen Flüssigkeits-Strahl-Chips basieren auf dem Prinzip der 
gas-dynamischen virtuellen Düse (GDVN), welches der zuverlässigen und 
verstopfungsfreien Betrieb über lange Zeiten ermöglicht. Darüber hinaus sind diese Chips 
einfach und mittels softlithographischer Techniken herstellbar, welches ein präzises und 
reproduzierbares Mikrokanal-Design ermöglicht, dass kritisch für die Optimierung von 
Flüssigkeits-Strahlen bei kleinen Flussraten ist. Diese Design-Kontrolle wird demonstriert 
durch die einfache Integration zusätzlicher mikrofluidischer Elemente, wie z. B. ein Strahl-
im-Strahl-Strömungsfokussierung oder dichter Gruppen vieler Düsen, ohne zusätzliche 
Herstellungsschritte. Das mikrofluidische Flüssigkkeits-Strahl System wurde ebenfalls 
mittels einer Reihe mikroskopischer Methoden untersucht (s. oben) sowie CFD-
Simulationen. Zusammen mit der Variation experimenteller Parameter sowie 
Kanalgeometrien, haben diese Untersuchungen zu einem besseren Verständnis des 
fluiddynamsichen Verhaltens von Flüssigkkeitsstrahlen in mikrofluidischen Chips sowie zu 
der Kontrolle des Strahldruchmessers und des Tropfenabbruch-Typs geführt. 
Diese erwähnten Vorteile (Zuverlässigkeit, geringer Probenverbauch, etc.) und die offene 

Kanalgeometrie machen dieser mikrofluidischen Flüssigkeits-Strahl Systeme höchst relevant 
für die Etablierung als Probenumgebung an Röntgen-FEL. Diese Einrichtungen generieren 
Röntgenblitze, die ultrakurz (fs-Bereich) und enorm intensiv sind und mit denen ein ganzes 
Streubild mit nur einem Lichtpuls aufgenommen werden kann. In diesem Prozess explodiert 
die Probe und wird in ein leuchtendes, ca. 60 000 K-heißes Plasma verwandelt. Deshalb sind 
statische Proben oder geschlossene Flusssysteme die diesen Röntgenquellen der nächsten 
Generation inkompatibel, was die Wichtigkeit des Ansatzes offener Flüssigkeits-Strahlen 
unterstreicht. 
Der wissenschaftliche Weitblick des mikrofluidischen Konzepts und der lithographischen 

Mikrofabrikation wurde ebenfalls demonstriert, indem zusätzlich Lösungen für andere 
Röntgen-freie Anwendungen gefunden wurden. Die Beispiele hierfür umfassen CFD-
simulationen für nicht-lineare wissenschaftliche Problemstellungen eines Sprühtrockners, 
genauer dessen interne Fluid-Struktur-Interaktion, oder die Gestaltung & Herstellung von 
Mikrostrukturen für den Mikro-Kontaktdruck, also das mikrometer-genaue Stempeln, 
kugelförmiger Polyelektrolyt-Bürsten. Ein weiteres Beispiel demonstriert die Kombination 
von Nanotechnologie und Mikrostrukturierungs-Techniken für Entwicklungen in Richtung 
sensorischer Anwendungen.  
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1 Introduction 

1.1 Motivation 

A wide range of nature’s fundamental growth principles, like for example self-assembly or 
nucleation & growth, are governed by processes on the nanometer to micrometer length scale 
and their understanding is of great interest for modern material sciences and condensed 
matter physics. 1-3 The investigation of these elemental principles requires the combination of 
advanced analysis techniques that extend into the relevant length scales with sample 
environments that are capable of controlling the experimental physical and chemical 
conditions with very high precision. 
 
From an analysis point of view, X-ray scattering techniques and microscopic methods offer a 

variety of tools to study these processes with great detail on all the relevant length scales. 
With the current developments in synchrotron technology and with the advent of free 
electron lasers (FEL), very exciting possibilities arise such as time-resolved experiments at 
highly brilliant synchrotron sources and serial femtosecond X-ray nanocrystallography at X-
ray free electron lasers. 4-7 
 
With respect to the sample environment, the interdisciplinary scientific field of microfluidics 

is predestined for fundamental investigations because it focuses on the precise control and 
manipulation of very small fluid volumes in micrometer-sized geometries. 8 The combination 
of microbeam X-ray scattering, microscopy and microfluidics is currently being developed 
into a powerful experimental methodology suitable for the in situ investigation of 
nanostructures, particle alignment and the in situ study of kinetics. 9-14 This progress is 
enabled by creating X-ray compatible microflow chips and microfluidic liquid jet devices that 
allow new scientific approaches compared to traditional experiments on the macroscale 
because the sample’s environmental conditions, like small scale concentration gradients or 
flow fields on the micron-scale, can be tailored to particular scientific questions. 9,13,15 
 
The following chapters will provide an overview over this combination of technologies by 

covering its origins & challenges, the theoretical fundamentals as well as the involved methods 
and techniques. 

1.2 Microfocus X-ray sources 

Small-angle X-ray scattering (SAXS) allows to analyze the nanometer-sized internal 
structure of a sample. However, X-ray sources with traditional collimation systems are only 
capable to deliver beams which are typically millimeter-sized. This range of X-ray spot sizes 
prevents the precise analysis of small or heterogeneous samples due to the signal averaging 
over the illuminated area.  
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This situation improved tremendously with the greatly increased peak brilliance of state-of-
the-art synchrotrons and with the advent of specialized techniques for the generation of 
microfocused X-rays. 4,16 Due to the pioneering work at dedicated focused X-ray beamlines, a 
variety of focusing principles has been developed that involve components like Kirkpatrick-
Baez (KB) crossed mirrors or -multilayers, capillaries, Fresnel optics, wave guides or 
compound refractive lenses (CRL) and together with advances in high-precision positioning 
systems, these techniques now enable X-ray foci down to the nanometer range. 11,16-26 
Consequently, samples can now be analyzed with a much higher spatial resolution and greater 
precision. This capability allows to distinguish between differently structured domains in a 
material of which the scattering signal previously had been averaged. 
 
However, the focus spot size is not the only thing to consider for experiments with focused 

X-ray beams. It is also very important to consider the divergence of the beam as well as the 
overall photon flux. 20 The relation between these three parameters can be imagined as a 
triangle because all of them are interrelated. For example, it is possible to generate very small-
sized X-ray beams using CRL-focusing optics. This also increases the photon flux at the focus 
position tremendously. However, this is only possible at the cost of a higher beam divergence 
and consequently a loss of resolution. It is also possible to have a small beam with low 
divergence for an increased resolution, but this might only be possible at the cost of photon 
flux which results in longer measurement times. If photon flux and divergence are both 
important, the minimum X-ray spot size has to be larger with a decrease of spatial resolution, 
although the beam size would still be in the low micrometer range. An example overview over 
the spot sizes and its influence on divergence and flux for different focusing techniques is 
shown in Fig. 1. 

 
Figure 1 Comparison of different X-ray microfocusing techniques and their spot size-
dependent influence on flux and divergence. The focusing types include capillaries (top), 
Kirkpatrick-Baez (KB) crossed mirrors (middle) and compound refractive lenses (CRL, 
bottom). (Figure from 20, Copyright IOP Publishing) 
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Today’s dedicated microfocus X-ray beamlines at 3rd generation synchrotrons, like for 
example P03 (PETRA III at DESY, Hamburg, Germany) or ID13 (ESRF, Grenoble, 
France), also take the focusing distance from the optics to the sample into account. This leads 
to a lower divergence at a given focus spot size while a high photon flux is maintained. In the 
end, it is a question of the optimum combination of focusing settings for a given sample or 
experimental setup. In case of a microfluidic X-ray experiment, the maximum divergence of 
the microfocused beam is dictated by the channel height which typically ranges between 
50 µm and 100 µm. In most of our microfluidic SAXS experiments, the X-ray beam size was 
adjusted to spot sizes around 10 µm by 10 µm to guarantee a low divergence and maintain a 
high photon flux. 
 
An example which clearly demonstrates the benefits of the high spatial resolution of 

microfocused X-ray beams is the analysis of thin cellulose- or high-performance polymer 
fibers27-29 A fiber’s structure can be mapped in great detail which also provides information 
about the fibers internal structure. Another very interesting example for a biological sample 
system are spider silk fibers. 22,30-34 These in vitro and in vivo studies revealed how the spider 
silk fiber’s nanostructure changes during the spinning process, during its elongation or under 
the influence of  and how this affects the fiber’s tensile strength and micro-structural 
properties.  
 
The smaller X-ray beam size is also important for grazing-incidence small-angle scattering 

(GISAXS) because the microfocus-illuminated area is much smaller compared to 
conventional X-ray beams, enabling better spatial scanning resolution. 35 
 
Another example where the use of a microfocused X-ray beam greatly improves the spatial 

resolution is SAXS microtomography. 36-40 This measurement technique reveals the internal 
three-dimensional structure of a sample, like for example a high performance polymer fiber, 
by rotating it during the detailed mapping with the X-ray beam. Due to the Nyquist-Shannon 
sampling theorem and the microfocused X-rays that enable the mapping of much smaller 
volumes, the sample scans require much less images (and therefore shorter scanning times) 
for a given resolution compared to tomographic scans with larger beams. 41,42 
 
The ongoing development of X-ray sources leads to increasingly brilliant and intense beams. 

4 This can lead to new problems concerning the sample: the maximum X-ray dose before the 
sample degrades. Biological samples or soft matter are just two examples of sample systems 
which are susceptible to radiation damage. 43 A protein crystallographic case study 
demonstrated that it is possible to increase the sample’s resilience to beam damages through 
freezing. 44 Obviously, this cryogenic approach is impractical for liquid samples or solutions 
that freeze below the targeted temperature, but it is a very useful method for protein crystals. 
However, this study also revealed that the successful collection of a crystallographic data set 
is only possible up to a certain X-ray dose because otherwise the sample degrades before the 
data set is obtained. 44 This maximum dose dictates a minimum crystal size in the micrometer 
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range which is very limiting for the protein-structure determination at traditional X-ray 
sources like synchrotrons or lab sources. The required minimal crystal size could be reduced 
by the use of microfocused X-rays in combination with motorized sample handling that enable 
precise crystal scans, but it is still an extremely challenging task to grow ’large’ micrometer-
sized protein single crystals in the first place. 43,45  
 
One possible approach to avoid the beam damage for liquid samples or solutions is to use a 

continuous sample stream minimizing the sample residence time in the volume of the X-ray 
focus. This approach requires a sample environment that allows to control liquids with very 
high precision and reproducibility on the micrometer scale. If this was not the case, the 
possibly high sample consumption rates of macroscopic flow systems would make the 
required sample amounts impractical. This is where the combination of microfocused X-ray 
beams and X-ray compatible microfluidic devices becomes important and demonstrates its 
strengths. 9,46-48 The challenges and benefits of X-ray compatible microfluidic sample 
environments as well as first examples of experiments will be discussed in further detail in the 
following chapter. 
 
Another approach for overcoming the maximum dose limit of solid and liquid samples 

becomes available with the advent of X-ray free electron lasers (XFEL). 49-51 This next 
generation of X-ray sources solves the radiation damage problem by generating highly intense 
femtosecond X-ray pulses and applying the principle of ‘diffraction before destruction’. 6,52 
Each generated X-ray pulse is so intense that a full diffraction pattern is collected with this 
single shot while its pulse length is so short (femtosecond range) that the diffraction pattern is 
generated before the sample is destroyed by Coulomb explosion. Consequently, the successful 
collection of diffraction patterns requires a fresh sample with each single pulse. However, the 
realization of an efficient and reliable way of generating a continuously replenishing sample 
stream is a very challenging task. 53,54 This is where the microfluidic liquid jet devices, which 
are introduced in more detailed in chapter 7.3, offer great potential as a sample environment 
for XFELs and other pulsed laser experiments due to the flexible design control and fast 
fabrication routines of these devices. 

1.3 Introduction to microfluidics 

Microfluidics has become today’s platform technology for the precise control and 
manipulation of fluids on the micrometer scale. 8 The term ‘microfluidics’ originates from the 
combination of microfabrication techniques such as soft lithography with the fluid dynamics 
on the micrometer scale. 10,55-57 Accordingly, small amounts of fluids (  to  liters) are 
handled and manipulated using channels with dimensions of tens to hundreds of micrometers. 
58 Hence, the biggest advantage of microfluidics lies in the micrometer dimensions of the 
channels and the related fluid dynamic implications for the samples such as laminar flow or 
diffusion-based mixing. These fundamental physical properties at the micron scale enabled 
the evolution of a variety of microfluidic tools. As an example, these tools can be highly 
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beneficial for the precise study of nucleation and growth processes and the fast and efficient 
screening of experimental conditions, like i.e. pH, ionic strength, species compositions, shear 
forces, cosolvents and concentration. 58 
 
In the beginnings of this technology, the microfabrication of these small channels has been 

strongly influenced by the field of microelectromechanical systems (MEMS) that involves 
electronic circuits, sensors and micromechanical components. 58-61 This field offers a rich 
portfolio of available glass- and silicon-related fabrication techniques which stimulated the 
early development of microfluidics. 58 Today, the most used microfluidic device fabrication 
technique is soft lithography which is the combination of soft materials such as 
polydimethylsiloxane (PDMS) with photolithography. 55,56,62,63 These fabrication methods and 
more device materials will be discussed in greater detail in the chapters 2 and 4. 
 
The closely related terms ‘miniaturized total analysis systems’ (µTAS) or ‘lab on a chip’ 

originate from the 1990s. 64 They describe the concept of combining the elements of 
microchemical ‘factories’ on a small, single chip which can incorporate functional elements 
such as pumps, valves, mixers, switches, heaters, multiplexers, electrodes and sensors. 8,58,65-83 
Consequently, the ‘lab on a chip’ concept aims towards the increase of mobility and the 
reduction of energy consumption, waste production and ultimately production costs by 
eliminating the need for traditional laboratory equipment. 64 This idea has been demonstrated 
for complicated chemical reactions and complex microchannel networks that combine 
multiple functional elements on a single chip. 67,79 The concept of a micro reaction plant on a 
chip has also been demonstrated for complex reactions like the living anionic polymerization 
of block copolymers with direct on-chip DLS analysis of the resulting micelles. Another 
complicated reaction on a chip has been demonstrated for the synthesis of 18F-labeled 
organic compounds that are used in positron emission tomography (PET). 58,81,84,85 
 
Additionally to the already-mentioned features of microfludics that include low sample 

consumption, the beneficial features of microfluidics also include the integration of functional 
elements on a chip which enable small device footprints. Further, the fabrication costs are 
typically small, the waste production is minimized and it is also possible to run exothermic 
reactions while maintaining temperature control. 86,87 This great temperature control is 
enabled by to the small amounts of reacting mass combined with the high surface to volume 
ratio of the microchannel network. As a consequence, safe operation is guaranteed while the 
uniform heat transfer also gives great control over the reaction kinetics. 86,87 Further examples 
include the production of microparticles and nanoparticles with a large diversity of 
morphologies and physicochemical properties with respect to size, shape, surface charge and 
amphilicity. 88-96. Although the volumes of the handled fluids are typically small, the massive 
parallelization of microfluidic devices offers the potential of upscaling the processes to 
industrial scales. 97 
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Microfluidic technology also offers many advantages when it comes to sample analysis and, 
consequently, today’s list of developed applications for microfluidic platforms is manifold. 58 
For example, sample analysis related demonstrations include “separations coupled to mass 
spectroscopy, high-throughput screening in drug development, bioanalyses, examination and 
manipulation of samples consisting of a single cell or a single molecule“.58,74,96,98-101 Further, 
applications include processes such as free-flow electrophoresis or blood sample analysis 
which have been improved and miniaturized. 102,103 Together with the above-described 
functional elements, like valves and pumps, combinatoric experiments and high-throughput 
reaction screenings became possible 67,79,104,105 As an example, Quake et al. developed methods 
for the microfluidic large scale integration which is the microfluidic analogue to the 
technological jump from single transitors to microprocessors in electrical engineering. 67,104 
Through microfluidic valves, pumps, and multiplexers, this technology enables combinatorics 
and high-throughput screenings (HTS) for single cell analysis, deoxyribonucleic acid (DNA) 
synthesis, digital polymerase chain reaction (dPCR), genome sequencing, as well as and large 
scale genomics and proteomics. 80,106-117 Furthermore, this HTS-approach also allows to find 
and optimize protein crystallization conditions while only requiring very small amounts of 
sample. 118-121  

 
Figure 2 Illustration of the microfluidic large scale integration concept. 67,79,104 (A,B) The flow 
and mixing of samples with nanoliter volumes are controlled using small valves and pumps. 
Accordingly, the resulting device footprint is very small (C) and the computer-controlled 
devices can handy very complex tasks such as the high-throughput screening of fluorescence-
based single-cell assays (D). (Images from 67(A,B, Copyright Science), 79 (C, D, Copyright 
Nature)) 
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Another example for microfluidic condition screening and combinatorics is the 
crystallization of single protein crystals. A wide range of microfluidic tools have been 
developed for this purpose due to this field’s great importance for medicine and the life 
sciences. 119,120,122-128 These examples show that it is possible to generate screening libraries for 
the automated crystallization of enzymes, proteins and other substances under defined 
conditions in droplets of individually addressable, on-chip microcompartments while only 
requiring very small amounts of sample. 
 
All these examples demonstrate that microfluidics offers great control over fluids, reactions 

and experimental conditions by taking advantage of the fluid dynamics on the micrometer 
scale that enable laminar flow and diffusive mixing. 10 In combination with the above-
mentioned microfocus X-ray techniques, many new experimental opportunities arise which 
would not be possible with conventional macroscopic systems. 
 
However, the transfer of microfluidic technology to X-ray experiments is technically very 

challenging due to the X-ray compatibility of the different device materials. In this ongoing 
transfer process, a variety of fabrication approaches and multiple device types have been 
developed. The next chapter will review these available X-ray compatible device types and 
describe the studies that have been performed at microfocus X-ray sources. 
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2 Microfluidic devices as experimental platforms for X-ray 
studies 

2.1 Introduction 

The combination of microfluidics and microfocused X-ray beams is a relatively young field 
of research that started with early experiments by Pollack et al. during the uprise of 
microfocused X-rays. 46-48 These sample environments have been used for kinetic folding 
studies of biological systems such as RNA or proteins. 46-48 Hence, this technology-combining 
approach links the benefits of small X-ray microbeams with the ones from microfluidics and, 
therefore, allows to study the sample system’s response in situ and in operando with high 
precision and control. 9-12 The resulting opportunities as well as the first approaches and 
current developments of microfluidic sample environments for X-ray experiments will be 
reviewed over the course of this chapter. 
 
As mentioned above, the turbulence-free flow conditions within the microchannels offer 

great control over the chemical and physical conditions. These experimental parameters, like 
concentration, pH, shear- and extensional forces, can be controlled precisely and 
reproducibly by adjusting flow, mixing and the microchannel geometry according to the 
sample system of interest. For example, reaction kinetics are diffusion-based due to the 
laminar flow. These fluid dynamic conditions enable detailed scans of the mixing area with 
microfocused X-ray beams and results in observable reaction time scales that extend over 
range from zero to several seconds. 46-48,129-132 
 
Further, the earlier-mentioned problem of radiation damage (chapter 1.2) can be tackled by 

using sample environments that replenish the sample continuously and therefore reduce the 
X-ray dose to avoid beam damage of the sample. This is particularly important for fast-
degrading systems, like for example biological samples. While the dose barrier for these 
samples is about 200 photons for X-rays at an energy of 12 keV, the X-ray dose in a 
typical microfluidic continuous flow experiment is reduced to doses on the order of 0.1 
photons due to the very short sample residence times in the exposed volume. 9,44,49 The 
experimental setup can be optimized even further by tuning the X-ray energy to maximize the 
transmission through the device’s microchannel material and the liquid therein. 133 
 
Next to the capability of successfully measuring fast-degrading and X-ray sensitive samples, 

microfluidic devices enable the study of precious samples that are only available in small 
amounts, like i.e. membrane proteins or deoxyribonucleic acid (DNA). 46-48,130-132 Traditional 
experiments could prevent their analysis due to the limited sample availability and the 
experiment’s minimum required sample quantity while microfluidic devices are highly sample 
efficient and consume only very small volumes in the range of micro- or even nanoliters per 
hour. 67,79,118,134 
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Another field where microfluidic devices offer a great potential is the analysis of (complex) 
fluids or anisotropic particles under defined shear and elongational conditions. Due to the 
well-controllable device design, various kinds of confined and well-defined geometries can be 
created. This design control enables the generation of specific shear fields which can be 
generated within the microchannels. This highly reproducible microchannel design allows 
deep insights into the non-linear dynamics of complex fluid because the experimental results 
from different methods can be correlated with each other. The experimental techniques which 
have been combined and correlated during this thesis include i.e. SAXS, micro particle image 
velocimetry (µPIV), (polarisation-, confocal-, high speed video-) microscopy and 
computational fluid dynamics (CFD) simulations. 13,135-137 As an example, our microfluidic 
SAXS experiments at the microfocus beamline P03 (PETRA III, DESY, see Fig.3) revealed 
the striking effect, that after passing a narrow section, wormlike particles are rotated 
perpendicular to the flow direction, keeping this orientation over the remaining length of the 
channel. 13 The combination and correlation of multiple techniques lead to a detailed 
explanation of this phenomenon. 13,135 The flow-alignment of cylindrical, wormlike or fibrous 
structures is central to many processing steps such as in the production of fibers, during 
injection molding or the flow of cells and proteins through thin capillaries. A recent 
publication, which underlines the scope of this effect, studied the orientation of carbon 
nanotubes (CNT) in melt-spun polymer fibers under different draw ratios. The results reveal 
a strong correlation between the CNT-orientation and the structural and mechanical 
properties of the fibers. 138 A more detailed analysis of the perpendicular orientation after 
narrow taperings demonstrates how the control over the nozzle geometry and other 
experimental conditions is a powerful tool for the precise tuning the perpendicular orientation 
which influences the mechanical properties of materials. 135 

 
Figure 3 Photo of the setup at the P03 beamline at the PETRA III synchrotron (DESY, 
Hamburg, Germany). The microfocused X-rays pass the final slit collimation system (right) 
before the beam passes the microfluidic device that is monitored by a camera (middle). The 
scattered signal then passes the vacuum flight tube (left) and is recorded using a digital 
detector (Pilatus by Dectris, not shown). 

The correct alignment between the focused X-ray spot and the microchannel is critical for an 
experiment and can be achieved in two ways. One method for the determination of 
measurement positions within the channels is based on the X-ray transmission scanning of the 
microfluidic device to identify the channel position and the device material. Typically, this 
routine is only possible with devices that offer sufficient contrast between the channel and the 
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wall material. 23,130-132,139,140 Increasingly transparent and thinner devices show a much lower 
contrast for these types of scans and the correct alignment of the channel to the beam can 
become a very challenging task. 141 In these cases it is much more convenient to rely on 
microscopic equipment that is available at modern microfocus beamlines. These beamlines 
offer special on-axis and off-axis microscopes that are aligned with the X-ray beam allowing 
the precise positioning of the X-ray spot in the microfluidic device. 9,20,21,142 This microscope-
based approach also allows to visually control the correct device operation during the 
experiment. 
 
During this thesis, the microfluidic chips were usually aligned by scanning the 

microchannels (and integrated alignment structures) with the X-ray microbeam in x- and y-
direction by moving the device along its plane. Next to the alignment step, a scan raster is 
chosen based on calibration design features that have previously been included in the 
microchannel design. This also allows the later correlation of the scanned scattering patterns 
to the channel geometry and other methods such as microscopy or particle image velocimetry. 
Once the area of interest is chosen and the device is aligned to the X-ray beam, the syringe 
pumps are started. As soon as the flow reached its steady state, the data collection begins by 
moving the microfluidic chip across the beam based on the previously programmed positions. 
The experiment is monitored using multiple video cameras and a software that handles and 
evaluates the scanned data in realtime (DPDAK, P03, DESY). 143 
 
The continuous and reproducible steady-state nature of the fluid flow in the microchannels 

enables mapping experiments. These mapping scans allow to link the microfluidics-controlled 
experimental parameters at each of the scanned positions with the state of the sample system, 
like i.e. the time- and concentration-dependent reaction state in a kinetic experiment or the 
shear- and extensional force-induced orientation and structure of the sample. 
 
Naturally, these mapping-type SAXS experiments can produce large amounts of data. 

Therefore, a question-driven and automated data reduction and -processing is of advantage to 
gain a quick, and at the same time detailed, overview over the location dependent SAXS-
patterns. 143,144 This approach of the fast data evaluation has been established during the 
course of this thesis and applied for generation color-coded pixel map that represent the 
location-dependent orientation of wormlike polymer micelles. 13 As described above, the 
SAXS studies revealed an unexpected perpendicular orientation of anisotropic particles after 
passing narrow sections. 13,135 As an example for the data reduction, color-coded pixel maps 
can be generated in real time during the scans giving a fast overview over the particle 
orientations. The live generation of pixel maps can also be used for other microfluidic 
experiments like the mapping of kinetic reactions with color-coding based on the advent or 
evolution of scattering features that indicate the progress of a reaction. 23,130,132 In a second 
step, the results can be correlated to other methods like computational fluid dynamics 
simulations, microparticle image velocimetry or other microscopic techniques. 13,130-132,135,140 
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Figure 4 Illustration of time-resolved SAXS measurements of in situ nucleation and growth 
processes. (A) The controlled steady state flow in microfluidic channels enables precise scans 
with microfocused X-ray beams. (B) As a consequence, reaction kinetics down to very short 
time scales (µs-range) can be measured because the time resolution depends on the scan 
positions. 129 Stopped flow cells have a time-resolution down to a few milliseconds due to the 
experimental design. (C) The fluids are injected into a measurement cell at fast flow rates 
under turbulent mixing which involves a certain dead time. After the flow is stopped abruptly, 
the growth is monitored using highly intense X-ray beams and fast detector readout times 
which dictate the maximum time resolution. 5 

As pointed out above, the time-component of reaction kinetics are projected to a channel 
location due to the laminar continuous flow conditions in microfluidic devices whereas 
classical time-resolved X-ray studies require short exposure times and highly intense X-ray 
sources that are available at 3rd generation synchrotrons. 145,146 The comparision of these two 
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methods is illustrated in Fig.4. Further, this mapping of a controlled steady state flow makes it 
possible to study the reaction kinetics down to very short time scales (starting at zero over 
microseconds up to seconds) and expose a single scanning spot longer while observing a 
constant reaction state. In contrast to microfluidics, the observable time range for time-
resolved experiments in conventional stopped-flow cells is limited by the mixing times of the 
stopped flow cell and the minimum detector exposure- and readout times. 5,129,145 The last 
aspect can be countered to a certain degree by binning the pixels of the detector for shorter 
readout times and reduced data noise, but at the cost of pixel resolution. Another alternative 
involves a smart fast shutter design that enables exposures with constant rates and variable 
time shifts. 5 This setup improves the achievable time-resolution, but the experiments and 
measurements have to be repeated multiple times requiring large amounts of sample, more 
experimental time and the continual intervention of the experimentalist. 
 
The weak X-ray scattering signal of low concentrated or weakly scattering samples requires 

longer X-ray exposure times for the collection of scattering data with a sufficient signal-to-
noise ratio. The data quality can be critical for the data evaluation of SAXS patterns. As 
discussed above, this low scattering contrast can become a great problem for the static 
measurements of degrading samples because the maximum X-ray dose could be exceeded. 
Further, the sample’s low signal could also prevent time-resolved experiments, even at 3rd 
generation synchrotrons, because the exposure times are too long for the time scale of a 
reaction. 
The continuous flow of the microfluidic X-ray devices allows long measurement times at a 

single position due to the steady-state of the continuously flowing sample. Hence, the signal-
to-noise ratio of the recorded scattering data can be improved while the time-resolution is 
maintained. By implication, this methodology makes kinetic experiments also accessible to 
lower intensity X-ray lab sources such as rotating anodes for example. Instead of relying on 
highly intense X-ray sources that enable short exposure times in the millisecond-range, the 
microfluidic time-resolved experiments can simply be performed by the measuring the steady-
state system a fixed positions for a longer time while simultaneously offering a better time-
resolution in the microsecond range. 129 This kind of SAXS-experiments requires specially 
designed and X-ray compatible microfluidic devices which will be reviewed in the following 
section of this chapter. 

2.2 X-ray compatible microfluidic device types  

The fabrication of X-ray compatible microfluidic devices has to meet multiple opposing 
challenges. On the one hand, the material has to be as transparent and as resistant to X-rays 
as possible. Simultaneously, it also has to be well processable for the fast, easy and 
reproducible fabrication of microfluidic devices that allow rapid prototyping of microchannel 
geometries that are based on computer aided design (CAD). The design and fabrication 
routines should also be compatible with the available microfluidic functional elements for 
fluid handling and -manipulations. Additionally, the fabrication routine has to provide an 
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interface to connect the microchannels to the elements of the macroscopic world like tubings 
and syringes or pressure control.  
 
On the other hand, the material has to provide the necessary mechanical properties to 

withstand the applied pressures for handling the fluids while its resistance to solvents, 
chemicals and elevated temperatures is equally important. These requirements usually 
interfere with the material processability, the device-sealing bonding steps and/or 
microchannel surface modifications. Obviously, the X-ray compatibility and low background 
signal are also key factors for the use of microfluidic devices at synchrotrons and other X-ray 
sources. 9 If there is any background scattering signal from the material that is not interfering 
with the measurements, distinct and also well defined, then it could be subtracted from the 
measurement data. 
 
From the mentioned requirements, the solvent compatibility of the microfluidic device 

materials is a critical and potentially limiting factor for the range of possible experiments. 147-

150 Additionally the device material should be inert to the studied samples and chemicals as 
well as resistant to their adsorption to the channel walls. In many cases it is also highly 
desirable that the material allows visible light microscopy for the visual control of 
experiments. 
 

Table 1 Comparison of different microfluidic device types for X-ray applications. The marks 
(+ = good / o = neutral / - = bad) are based on experience and the cited publications of the 
following device review.  
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Facing these challenges, a variety of device types has been developed over the past years 
which are based on different materials or hybrid variants thereof. 9 Although no material has 
been suggested so far that meets all criterions at the same time, each of these X-ray 
compatible devices offers characteristics that are well suited for specific cases of sample 
systems or applications. An overview over the different available device types is shown in 
Fig.5 which are described in more detail in Tab.1. These device types and their applications 
will be reviewed over the course of this chapter. 

 
Figure 5 Illustration of different X-ray compatible microfluidic device types. (A) Glass 
capillary coflow device where the round inner capillary exactly matches the squared outer 
capillary for decreasing wall contact of the sample. Further, different hybrid or polymer-
based devices are shown, including (B) Kapton-Steel, (C) Kapton, (D) Kapton-PDMS and 
(E) other polymers (NOA81, COC, THV, etc.). (Image from 9, Copyright World Scientific 
Publishing Company) 

As mentioned above, the first X-ray experiments with microfluidic devices have been 
performed by Pollack et al who investigated the folding of ribonucleic acid (RNA) and 
proteins. 46-48 However, the used devices were mainly based on microstructured silicon which 
involves complicated, resource- and time-consuming fabrication steps. 46 Due to the use of 
cured silicone rubber (RTV 615) as a sealing layer, the solvent compatibility of these devices 
is limited. 46,47,129,147 
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Since the soft lithographic replication using polydimethylsiloxane (PDMS) is so easy to 
learn, it has become one of today’s most used fabrication technique for microfluidic devices. 58 
During the microstructure replication the curing PDMS shrinks less than 1% which results in 
very precise replicas that can be used for example as stamps in micro contact printing. 151-154 
These open replicas can also be sealed to create closed microchannels. This is typically 
achieved by activating the PDMS using air plasma and then binding it covalently to glass 
slides which results in very pressure resistance microchannels. 57 This combination of PDMS 
that is bonded glass is typically the material combination of choice when it comes to 
microscopy-related applications of microfluidics due to its excellent optical transparency from 
240 nm to 1000 nm and its low toxicity. 58 Additionally, the elasticity of PDMS can be 
controlled by the ratio between oligomer the cross-linker while this material’s gas 
permeability is beneficial for cell cultures or microevaporation. 9,15,58 
 
PDMS also has two significant drawbacks: the limited compatibility with solvents and the 

device fouling from the unspecific adsorption of biomolecules. 9,34,147 However, PDMS offers a 
wide range of surface modification possibilities which enables to minimize these drawbacks or 
avoid the negative effects all together. 155-159 The modification routines include sol-gel glass 
coatings for improved solvent resistance, layer-by-layer deposition of polyelectrolytes for 
permanently hydrophilic channel walls, the covalent deposition of fluorinated repellants 
against device fouling and UV-controlled photochemistry or grafting reactions on the channel 
surface for wettability tuning. 155-159 
 
PDMS can also be used for the measurement for SAXS directly if the devices are very thin. 

This has been demonstrated at the Diamond light source in for the orientation analysis of 
lamellae in microchannels. 160 Thin PDMS-based devices also allow microevaporation that 
can be used for the generation of concentration gradients in non-flowing samples. 15 Although 
showing a stronger background signal, these devices’ material homogeneity typically allows to 
extract the sample’s signal through background subtraction. However, this process can 
decrease the signal quality and eventually the ability to evaluate the obtained scattering 
patterns. This decreased signal-to-noise ratio of the sample can result from factors like the 
substraction-induced reduction of the signal and added detector readout noise from 
combining multiple files. 161 Additionally to the X-ray background signal, the solvent 
compatibility of this material is also very limited. 147 
 
A much better solvent compatibility is provided by glass-only-based microfluidic devices. As 

an example, glass capillary devices with tube-in-tube geometries have been successfully 
operated at synchrotrons for the study of in situ spider silk fiber formation. 22 This device type 
also offers the benefit of reduced or no wall clogging due to the coaxial liquid sheath of the 
outer capillary. 162 Further, the glass capillaries can also be etched down to thicknesses around 
50 µm for improved X-ray transmission. The main downside of this device type is its 
fabrication procedure because it is complex, involves precise manual capillary alignment skills 
and lastly, the design variations of the channel geometry are limited. 22,162 
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When it comes to X-ray transmission experiments, glass and PDMS or their combination is 
counterproductive because of the material’s own strong small angle scattering signal. 163 
 
Alternatively, microfluidic devices can be directly fabricated though laser ablation. 141 The 

microstructures are written directly into Kapton film which is then sealed with another 
Kapton film to yield the closed microchannel. The resulting devices are very thin, solvent 
resistant and they show good mechanical properties. Further, Kapton is an excellent material 
for X-ray applications because of its high radiation resistance and low absorption. It has also 
been shown that the laser ablation approach can be applied to other materials such as 
poly(methyl methacrylate) (PMMA), polystyrene (PS) and cyclic olefin copolymers (COC). 
164 However, the major drawback of this laser-based approach is the low machining speed 
which can lead to long processing times due to the typically wide-spreading microchannel 
patterns. 141 
 
Another variant of stable microfluidic devices with Kapton as the only window material have 

been described by Pfohl et al. 23,130,139,140 In these examples, open microchannels are spark 
eroded into stainless steel plates which are then sealed at the top and bottom using self-
adhesive Kapton film. The minimum channel size is restricted to about 60-100 µm due to the 
resolution of the spark eroding technique. 9 While this minimum channel size can be sufficient 
for many microfluidic experiments, the main drawback of this technique is the limited design 
flexibility because it is only possible to create relatively simple structures like straight lines. 9 
 
This design flexibility can be increased by choosing a channel wall material that is suitable 

for rapid prototyping. 57 A widely used process is called soft lithography and it involves 
microchannel templates that are fabricated by microstructuring a photoresist on a silicon 
wafer using UV lithography. 56 A thin layer of moldable material, such as PDMS, is then 
casted on this template by doctorblading or spin coating to generate open microchannels. 
These channels are then sealed with Kapton films from top and bottom, similar to the steel-
based devices that have been described above. 13,130,131,139,165 This combination offers great 
design flexibility through rapid prototyping while maintaining good X-ray properties by using 
Kapton windows. However, the X-ray signal could be influenced by the adhesive layer of the 
sealing kapton tape and the use of PDMS also limits the solvent compatibility of these 
devices. 147 
 
A different routine that takes advantage of moldable materials and rapid prototyping is the 

fabrication of microfluidic devices made of an UV-curable optical adhesive by Nordland 
(NOA81). 14,132,166,167 Originally used for the glueing of optical components such as lenses, this 
thiol-ene-based material is cured by a radical mechanism that allows surface chemistry 
modification and which is initiated by a UV-sensitive initiator. 149,168 This material also allows 
to fabricate very thin devices with window thicknesses of a few tens to hundreds of microns 
while the small angle background signal is also much lower compared to PDMS. 9,132,135 
Furthermore, it provides a much better resistance to a wide range of solvents compared to 
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PDMS. 147,149 It has also been demonstrated that this material is suitable for the fabrication of 
microfluidic three-dimensional flow geometries by aligning and sealing two microstrucured 
layers. 132 Each side is fabricated by multilayer lithography which yields a flow focusing 
geometry that minimizes or prevents clogging of the sample to the microchannel wall. 9,132,162 
However, the exact alignment of the two halves with micrometer precision can be very 
challenging. A general downside of this material is the observable beam damage of this 
material, especially for higher X-ray intensities, which can be observed as a brownish spot on 
the yellow-white translucent material. However, this beam damage does not interfere with the 
flowing samples on the timescale of typical microfluidic experiments. 9,132 

2.3 Outlook: new processing techniques and device materials 

New ways to fabricate microfluidic devices arise with the advent of new materials, new 
processing techniques or the recombination of existing components. As mentioned earlier, so 
far no material or routine has been studied yet that matches all criterions simultaneously, but 
many good routines have been describe for the specific experiments. 
 
Materials which allow rapid prototyping, like PDMS or NOA81, can take advantage the 

great design flexibility that is enabled through soft lithography. 57 Other rigid or hard 
materials, in terms of material properties or ease of processing (i.e. silicon, glass, Kapton), 
usually rely on fabrication processes that can be complicated or do not allow the same design 
flexibility as soft lithography. 
 
The relatively young combination of soft lithography with casting-, (microinjection) 

molding- and hot-embossing-approaches offer multiple processing paths for the fabrication of 
microfluidic devices. 169-174 This makes a wider range of (polymeric) materials accessible to 
microfluidics and offers great potential for the fabrication of microfluidic devices with 
material properties tailored the specific experimental needs while maintaining the great design 
flexibility of rapid prototyping. As an example, rapid-protoyping-based PDMS-stamps and -
templates can be used to emboss the microchannel structures into a wide range of 
thermoplastic materials such as polystyrene (PS), poly(methyl methacrylate) (PMMA), cyclic 
olefin copolymers (COC) and THV (fluorinated terpolymer: tetrafluoroethylene, 
hexafluoropropylene and vinylidene fluoride). 148,150,175-182 Further, the use of fabrication 
techniques that are based on microinjection molding or hot embossing can greatly increase the 
production speed of microfluidic devices to industrial scales due to the relatively fast 
embossing step in the template replication process. 163,169,170,172,183,184 
 
Next to Kapton with its great properties for X-ray applications, a number of X-ray 

compatible window materials have been tested including polymethylmethacrylate (PMMA), 
cyclic olefin copolymers (COC), negative photo resist SU-8 (MicroChem) or polypropylene 
(PP). It is possible to fabricate thin (ca. 250 µm or less) and microstructured films out of 
these materials of which the background scattering is very similar to air. 9,163 From these 
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examples, thermoplasts like PMMA or COC can easily be structured by soft- or hot 
embossing while SU-8 can be microstructured directly by UV-lithography. 9,184,185 
 
Multiple uses of COC as a material for microfluidic devices have been demonstrated. 184 

COC-based microfluidic devices also offer a great potential when it comes to the integration 
of functional elements into the device. These integrated features of COC devices are manifold 
and include Au-electrodes for electrochemistry, elements for electrochromatography, or 
PDMS-based control layers for the screening of lyotropic phases. 186-188 Further, the surface 
chemistry of COC-based devices can be modified by UV-grafting procedures and therefore 
optimized for the particular experimental needs. 189 
 
Among the X-ray-related examples is a computer-coupled high throughput screening setup 

by Arleth et al. that uses microfluidic devices for the fast SAXS analysis of protein-folding 
under the influence of changing buffer conditions. 176,179 Further, the automatization potential 
of microfluidic devices is demonstrated by using X-ray-CDs that are combined with 
automated sample positioning at synchrotron beamlines (PETRA III, DESY, Hamburg). 
These ‘SAXS-LabDiscs’ are rotational microfluidic devices that are based on centrifugal flow 
principles for the combinatoric mixing and screening of samples. 125,180,190-194 It has also been 
shown that COC-based microfluidic devices are suitable for microfluidic grazing-incidence 
small-angle X-ray scattering (GISAXS) experiments. 35 
 
However, a downside if this polymeric material is the limited solvent compatibility and, 

based on its thermoplastic nature, the lack of resistance against higher temperatures. 
163,177,180,184,189,195 
 
As described above, the advent of new techniques and materials offers new paths for the 

fabrication of microfluidic devices that are tailored to the experimental requirements. A 
different device fabrication approach will be discussed in the next section with the generation 
of liquid jets that avoid any materials in the X-ray beam path. 

2.4 Microfluidic liquid jet devices for next generation X-ray sources 

Today’s developments in synchrotron technology continually push the peak brilliance of the 
X-rays, enabling fast measurements as well as time-resolved in situ experiments. 7 
Consequently, radiation-induced sample degradation and the maximum X-ray dose start to 
become the limiting factors for experiments at these facilities. As described above, one way 
avoid the dose problem is to scan different spatial position with microfocused beams, or use 
(microfluidic) continuous flow systems. However, each of these alternatives is limited to 
certain sample types. 45,142 
 
Another path for overcoming the X-ray dose problems becomes available with the advent of 

highly intense and ultrashort-pulsed X-ray free electron lasers (XFEL). 6,49 These free-

35



electron laser sources currently generate X-ray pulses at rates up to 120 Hz (LCLS, SLAC, 
Stanford, USA) while future facilities will even generate up to ca. 27,000 pulses per second 
that are bundled in 10Hz bunch trains (European XFEL, Hamburg, Germany, in 
2015/2016). These X-ray pulses are so intense that a full diffraction pattern of nanometer-
sized crystals is collected within a single shot and that the X-ray beams “are capable of 
destroying anything in their path”. 6,50,196 During the illumination with a single light pulse, the 
sample explodes and turns into a glowing plasma (ca. 60,000 K). 196. Due to the ultrashort 
femtosecond pulse length however, the X-ray pulses outrun the explosion process, ‘freezing’ 
the atom positions in space. 49,50 An analogue example from the macroscopic world for this 
‘freezing’ principle is the highspeed flash photography work done by Harold Edgerton (MIT, 
Cambridge, USA). For example, his photograph “Cutting the Card Quickly” (1964, 1 µs 
exposure) shows how a bullet-separated play card levitates in air at its original position.  
 
This concept of ‘diffraction before destruction’ is of great importance for the study of 

ultrafast processes and the characterization of a wide range of X-ray sensitive samples. 49 As 
an example, the structure determination of transmembrane proteins is important for medicine 
and the life sciences because this information can help to understand the signalling of cells or 
mechanisms of diseases. 6 However, the structure determination of proteins is a very 
challenging task because these and many other biological samples are only available in small 
amounts and/or tend not to form single crystals of sufficient dimensions for traditional X-ray 
(micro-)crystallography. 6 It is much easier to grow nanometer-sized protein crystals, but 
these cannot be analyzed at tradionional X-ray sources due to their small size and the 
discussed dose limit. The relation between the average intensity of a diffraction peak and the 
crystal volume is approximately proportional. 45 Hence, the required beam intensity of a 
20 µm crystal is 1000-fold higher than for a 200 µm crystal. 45 Theoretical and experimental 
results show that the critical dose for a successful structural evaluation is mainly dictated by 
the crystal size, despite cryogenic attempts of measuring protein crystals that are cooled 
below 100 K. 45 
 
Recently, femtosecond X-ray protein nanocrystallography has been demonstrated for the 

high-resolution characterization of photosystem I&II and the model protein lysozyme, 
showing that the X-ray dose limit can be overcome as described above. 6,197-199 As a 
consequence of the enormous X-ray pulse intensity, statically mounted samples or 
experimental environments for flowing samples that are based on closed geometries are 
incompatible with these 4th generation X-ray sources. Therefore, special sample environments 
are required that deliver the samples in mid-air and under vacuum conditions while being as 
sample efficient as possible. 53,200 These kinds of sample environments for XFELs and how 
microfluidics offers great potential for the adequate delivery of samples will be discussed in 
this chapter. 
 
Currently, continuously replenishing sample streams are generated using aerodynamic lens 

particle injectors or liquid jets using a glass-based capillary-in-capillary design. 53,200 Since the 
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glass capillaries are widely used and suitable for liquid samples, this chapter will focus only on 
these. The principle for the generation of liquid jet is based on a gas sheath which shapes a 
liquid stream and has first been demonstrated in a plate-orifice geometry. 201,202 Later, this 
concept has been transferred to glass capillaries which run essentially clogging free due to 
their gas-dynamic virtual nozzle design (GDVN). 53 In other words, the pressured gas forms a 
liquid stream and avoids any wall contact of the liquid. 53 This results in a very stable and 
reliable system for the generation of nano- or micrometer-sized liquid jets that require only 
small amounts of sample (down to ca. 100 µl h-1). 203,204 
 
The main drawback of this glass capillary design is the complex fabrication process that 

involves steps like flame polishing of the tip, its grinding as well as alignment of the inner and 
outer capillary. 53,203-205 These steps require the manual skills and attention of a lab worker 
which intrinsically results in geometric variations of the nozzles. It is therefore very hard or 
impossible to exactly reproduce a targeted design or even automate the process. This is a 
major issue because the generated fluid dynamics of the liquid jet and, hence, minimum flow 
rates and liquid jet diameters strongly depend on the geometric and experimental parameters. 
205-207 
 
The fabrication procedure is one key point where microfluidic devices shine, due to their fast 

and easy fabrication and highly reproducible design which is based on established soft-
lithographical techniques. 55-57 In this thesis, microfluidic chip-based devices are presented 
that produce liquid jets with µm-diameters (20 down to 2 µm, or even 940 nm) at very low 
flow rates (down to 150 µl h-1) under atmospheric or vacuum conditions. These microfluidic 
liquid jet devices are also based on the gas dynamic virtual nozzle (GDVN) design which 
enables reliable and essentially clogging-free jetting over long periods of time. 53  
The flexibility in microchannel design control is demonstrated by the easy integration of 

additional microfluidic features, such as jet-in-jet flow focusing, which could enable new in 
situ experiments at XFELs, or dense arrays of multiple adjacent liquid jet nozzles on a single 
device, without the need of additional production steps. Hence, the potential of simplifying 
and up-scaling the fabrication of micro-nozzles for the generation of liquid jets is 
demonstrated. The microfluidic liquid jet system is highly relevant for the establishment of 
microfluidics at XFELs because these devices deliver the sample continuously, reliably and 
efficiently in atmoshperic or under vacuum conditions, as illustrated in Fig.6. 136 
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Figure 6 Combining the liquid jet principle with microfluidics. (A) Illustration of the building 
block principle of functional microfluidic tools that can be combined and stacked using the 
microfluidic liquid jet device principle. (B) The X-ray beam hits the liquid jet in this 
illustration of the experimental setup. Microfluidic devices are advantageous because each 
liquid jet device contains a dense array multiple microfluidic GDNV-nozzles which enable 
fast nozzle changes and, consequently, reduce (expensive) downtimes at the X-ray free 
electron lasers. (Image adapted and extended from 6) 
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2.5 Conclusions 

In conclusion, the combination of microfluidics with microflocused X-rays is a valuable 
experimental methodology for the study of fast in situ experiments. While this field is still 
emerging, a wide range of device types is already available. The on-going development of 
microfabraction techniques and advent of materials for the production of X-ray compatible 
microfluidic devices add to the great potential and this technique’s future applications. 
Additionally, the variety of other X-ray imaging and spectroscopic techniques could extend 
the experimental opportunities of microfluidics at X-ray sources even further. Future 
developments of microfluidic systems and highly brilliant X-ray sources, such as synchrotrons 
or XFELs, could soon lead to the fundamental understanding of nucleation and growth 
processes or integration of the high-throughput screening of proteins that yields full three-
dimensional as well as dynamics information about these species or even whole cells; with 
important insights for the natural and life sciences. 
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3 Theoretical Fundamentals 

3.1 Self-organization of amphiphiles 

One of nature’s fundamental principles is self-assembly. 208 While technical systems are 
typically organized by men, the self-organization of natural systems is based on internal 
processes on the very small scale. This bottom-up approach begins with single functional 
molecules that build up and organize themselves to larger structural elements. The self-
organization of a system induces properties that it did not have before, like i.e. order, and this 
process can be described by the theory of spontaneous symmetry breaking. 208,209 For example, 
this mechanism can be observed in nature with the formation of lipid double membranes of 
cells or the self-assembly of micelles and liquid crystals. 209-211 
 
For molecules to be able to form such assemblies of higher order, their structure and 

functional elements need to meet certain molecular prerequisites. 208 These molecules need to 
possess (and unite) both long range repulsive and short range attractive forces in order to be 
capable of forming structured domains, as illustrated in Fig.7. 

 
Figure 7 Illustration of amphiphile building blocks with long range repulsive and short range 
attractive forces and their self-assembly. (from 208, Copyright WILEY-VCH)  

Long range repulsive forces can appear as Coulomb repulsion, chemical incompatibility or 
hydrophobic interactions while covalent bonds or the local conservation of electroneutrality 
are examples of short range attractive forces. 208 These prerequisites are met by molecules 
such as lipids or amphiphilic block copolymers of which the latter can form a wide variety of 
superstructures as illustrated in Fig8. 1,208  
 
Continuous phases are formed in bulk or in lyotropic phases, and colloids like spherical or 

cylindrical micelles or vesicles are typically formed by microphase separation in dilute 
solutions. 1,208 
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Figure 8 The self-organizazion principle of amphiphile molecules, such as block copolymers 
or surfactants, leads to the formation of multiple topologies which are illustrated above. 
(Image from 208, Copyright WILEY-VCH) 

These ordered domains are formed due to the minimization of interaction between the blocks 
of opposing forces. In an aqueous solution the hydrophobic chains of amphiphile molecules 
form molecular clusters or micelles and the hydrophilic chains of these molecules orient 
outwards towards the solvent. These clusters or micelles are formed above a certain 
concentration which is called the critical micelle concentration (CMC). Furthermore, the 
temperature has to be above the Krafft-temperature, below which the amphiphile’s solubility 
decreases abruptly due to its increasing crystallinity.  
 
It is also possible to predict the topologies and symmetries of the superlattices by the size of 

the hydrophobic domain (or tecton) relative to the hydrophilic domain which determines the 
curvature of the hydrophobic-hydrophilic interface. 1 This interface is described by the mean 
curvature  and its Gaussian curvature  that are defined by the two radii of curvature  

and  based on the following equations and as shown in Fig.9. 1 

 

 
The resulting interface curvature is related to the dimensionless packing parameter  by 1 

 
with the hydrophobic volume  of the amphiphile, the interfacial area  and the chain 

length  normal to the interface. 1 
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Figure 9 Illustration of the packing parameter  and the related geometric parameters. 
(Images from 1,212, Copyright WILEY-VCH) 

Simple shapes such as spheres, cylindrical micelles or bilayers can be characterized by 
certain values of the packing parameter and the curvature which are summarized in Tab.2. 1 
 

Table 2 Overview over the packing parameter  and its related parameters: the curvature  
and the Gaussian curvature  that are defined by the two radii of curvature  and .1 

Shape      

Sphere  R R   

Cylinder      

Bilayer      
 
Aqueous solutions of amphiphile block copolymers that have the right block length ratio, in 

the range of intermediate packing parameters (P=1/2), are capable of forming cylinders or 
wormlike micelles. These anisotropic colloids are used to study the particle orientation in 
microfluidic channels after narrow taperings. 13,135 

3.2 Fluid dynamics fundamentals for microfluidics 

3.2.1 Navier-Stokes equations 

The precise microfluidic design control enables to fabricate exactly-reproducible 
microfluidic channel from computer-designed photo masks. 57 These designs can be optimized 
prior to the actual device fabrication by predicting the fluid flow by computational fluid 
dynamics (CFD) and therefore enabling simulation-based rapid prototyping. 131 
 
The description of the dynamics of Newtonian fluids are based on the conservation of 

energy, mass and momentum. 213,214 This leads to a set of two partial differential equations 
(PDE), the so-called Navier-Stokes equations. 215,216 These PDEs can be solved numerically 
by computational fluid dynamics (CFD) simulations. 217 For this task, the finite element 
methods (FEM) is the most common tool that enables highly accurate modeling by handling 
complex meshes to describe the fluid dynamics within the flow geometry. 218-220 These analyses 
have been performed using the software COMSOL Multiphysics (v4.2a). 
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Assuming isotropic conditions, i.e. omnidirectional forces, a system of second degree non-
linear partial differential equations can be established, the Navier-Stokes equations. 215,216  

 
 

Which contains the density , the dynamic viscosity , the velocity vector , the volume 
force vector  (i.e. gravity), the absolute temperature  and the pressure .214 
The first equation describes the velocity field of an incompressible Newtonian fluid in a 

finite element. 214 The second equation is the continuity equation which is yielded by assuming 
an incompressible fluid and taking the conservation of mass into account. This approximation 
is in good agreement with reality when the temperature variation are small and the density  
is constant or nearly constant. 214 This is the case for liquids in a microfluidic channel. 
Consequently, the fluid mass that enters a finite volume element in a given time ∆t is exactly 
equal to the exiting fluid mass. 214,221 
 
The flow in microfluidic devices is laminar which is why stationary conditions can be 

assumed. The Navier-Stokes equations for this case is given by 

 
 

The term  reflects the stress forces per volume unit due to the pressure gradient 

 and the viscosity .222 The expression  represents the inertial term. The 

Reynolds number (Re) is a fundamental dimensionless number that describes the ratio between 
these inertial and viscous forces. 10,214,222 It is very useful for the prediction of fluid flow and 
defined by: 

 
with a velocity scale , the characteristic length of the geometry , the density , the time 

t and the viscosity of the fluid .  
 
The flow is laminar at low Reynolds numbers (Re < 1) which is typically the case for example 

at very small geometries, very low flow rates and/or high viscosities. 10 The flow becomes 
turbulent in the opposite case, i.e. with larger geometries, increasing flow rates and/or 
decreasing viscosities. 10,213 The laminar flow at low Reynolds numbers is time-symmetrical 
which is reflected by the absence of a time variable in the Navier-Stokes equations in contrast 
to the above Navier-Stokes equations. 
 
The dimensionless Weber (We) number is the ratio between the inertia of the fluid compared 

to its surface tension. 10,213 It is expressed by the following expression: 
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with the density of the fluid , the velocity , characteristic length  (i.e. droplet diameter) 

and the surface tension . 
 
The Deborah (De) number is the dimensionless ratio that expresses elastic effects by relating 

the polymer relaxation time  to the relevant flow time scale .10 It is given by 

 
The Deborah number is very useful for the charaterization of a fluid’s response to a stimulus 

of a given duration. The time scale of such a stimulus could be given by the fluid’s flow 
through a microchannel tapering, or its passing of a tight nozzle geometry, at a given flow 
rate. 10  
 
The relation between the Reynolds and Deborah number is defined as the Elasticity (El) 

number that describes the relative importance of elastic to inertial effects and is given by10 

 
with the shortest dimension  that sets the shear rate and expresses the. Consequently, this 

dimensionless number depends only on the material properties and the geometry, but it is 
flow rate independent. 10 
 
The equivalent pressure  of the surface tension is given by the Laplace equation. 223 

 
with the contact angle  between the fluid and the surface and the channel diameter . This 

shows that the surface tension is inversely proportional to the microchannel dimension. 

3.2.2 The No-Slip condition 

The surface to volume ratio in microfluidic channels is very high which is why surface 
properties have a great influence on the fluid dynamics. 224,225 These hydrodynamic interaction 
between solids and liquids can be described using the no-slip condition. 226,227 The velocity 
vector  of a flowing fluid is assumed to be zero at the wall. This condition remains valid in 
the sub-micron range which has been shown by moleculardynamic calculations that assumed 
a hydrodynamic wall that corresponds to a monomolecular layer of fluid molecules resting on 
a solid wall. 228,229 The no-slip condition is also in good agreement with aqueous samples that 
flow in PDMS-based microfluidic channels which have been studied in this thesis. 230-232 
 
Microscale particle image velocimetry- (µPIV) and surface force apparatus (SFA) 

experiments have shown that the velocity close to the wall is not exactly zero, a velocity 
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component remains, when hydrophilic species are in contact with strongly hydrophobic or 
nanostructured materials. 231,233 
 
This is why a slip length  is defined that considers this velocity deviation. 225,227,232 This slip 

length  is a depth below the wall surface when extrapolating the linear velocity component 
. A -value of infinity corresponds to perfect slip, while a value of zero corresponds to the 

no-slip condition. Depending on the experimental conditions, this depth  corrects the 
deviation and it can range between a few molecule diameters up to multiple micrometers. 228 

3.2.3 Convection and Diffusion 

A widely used principle for the fast and diffusive mixing of species is hydrodynamic 
focusing. 46,129,132,134,140,234,235 This can be achieved in a cross-like channel geometry similar to 
Fig.10 which shows a CFD simulation of a hydrodynamically focused stream of a given 
concentration (red) with another miscible fluid with the concentration zero (blue). 

 
Figure 10 Example of hydrodynamic flow focusing. The CFD-simulation (COMSOL 
Multiphysics v4.2a) shows convective transport of a species due to the laminar flow of a 
Newtonian fluid that is coupled with the diffusive species transport. The color bar describes 
the transition from high (red) to low (blue) concentrations of the species. 

The mixing time depends on the diffusion coefficient of the species and the width of the 
focused stream which can be controlled by adjusting the flow rate ratio between main and 
side channels. The mixing is diffusion based because of the laminar flow profile inside the 
small microchannels. The diffusion of a species with the concentration of the species  for the 
general non-conservative case is given by 

 
with diffusion coefficient , the reaction rate expression for the species  and the velocity 

vector .214 The mixing and diffusion times are given by the equations: 

 with  
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with the kinematic viscosity  which is the ratio of the (dynamic) viscosity  and the 
density . These equations also show the characteristic length  linearity to the mixing time 

 and proportionality to the square of the diffusion time . 
 
While the diffusive species exchange is not effective on the centimeter scale, the small 

microfluidic channels enable effective diffusion based experiments at very low Reynolds 
numbers within very short times (10 µs). 129,226,236 
 
A very important ratio for the description of transport phenomena is the dimensionless Péclet 

(Pe) number. It describes the ratio between advective transport (i.e. fluid flow) and diffusive 
transport (i.e. diffusion) and is defined as10 

 
with the characteristic length , the characteristic velocity  and the diffusion coefficient 

D. The Péclet number is the product of the dimensionless Reynolds (Re) and Schmidt (Sc) 
numbers of which the latter is defined by the ratio between the viscous diffusion rate and the 
molecular (mass) diffusion rate. The Schmidt number is given by: 10 

 
with the kinematic viscosity  and the mass diffusivity . 
 
Experiments in microfluidic take advantage of the laminar and non-turbulent flow 

conditions that are enabled through the small channel dimensions which results in low 
Reynolds and Péclet numbers. 9,10 This fact leads to advantageous experimental conditions 
such as laminar diffusion-based hydrodynamic focusing and stationary continuous flow which 
projects dynamic processes to a fixed position along the flow direction. This fact makes even 
very fast kinetics or the shearing of samples locally stable and time-symmetric. The resulting 
steady state condition enables mapping scans of reactions or shear profiles with suitable in situ 
probing techniques like, i.e. small-angle X-ray scattering. 9,13,46,129,135,230 The microchannel 
design remains adjustable, due to rapid prototyping and computer aided design, to the 
experimental needs which can range from single molecules to cell studies (see chapter 1.3). 
131,237,238 
 
As an example, fast reactions kinetics can be controlled with great precision due to the 

microchannel design. 92,239 Another example describes actin fibers that can be fully elongated 
by suppressing Brownian motion which is of high interest for the modeling of in vivo processes 
of semiflexible biopolymers (i.e. DNA or proteins) or dilute solutions of block copolymers. 240 
Next to defined mixing scenarios and concentration gradients on the micron scale, 9,15 

microfluidic devices are also well-suited for the generation of defined shear and elongational 
force profiles. 13,241-246 
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3.3 Solution of non-linear problems 

For linear systems, the input is proportional to the output. Most systems which are of 
interest for science and their applications are non-linear due to the complexity of nature. 
Their successful simulation is of great interest because precious resources such as material 
costs, man-power and development time can be saved. Further, these systems can lead to 
interesting non-linear scientific problems of which a few examples will be discussed below. 

3.3.1 Fluid structure interaction 

As mentioned earlier, PDMS is a soft polymeric material that deforms elastically under 
force, like i.e. high pressures. Depending on the application, the mechanical properties of this 
elastomer can also be beneficial or a down side. On the one hand, the deformation under high 
pressures and high flow rates can result in rounded channels and reduced the wall contact of 
a hydrodynamically focused liquid stream. 137 On the other hand, this pressure-induced 
deformation (at >2-3 bar) can alter the microchannel geometry which could make the 
prediction of flow condition more complicated. With the help of computer-based CFD 
simulations (COMSOL Multiphysics v4.2a) it is possible to solve these problems numerically 
based on the finite element method. This approach couples the microchannel geometry 
deformation with the fluid flow field which are incrementally affecting each other in a non-
linear way. This routine results in the dynamically stable state of this problem. The theoretical 
background as well as the solved models, which are good agreement with the real 
experimental demonstrations, are described in one of the publications of this thesis (see 
chapter 7.5). 137 

3.3.2 Shear forces and Non-Newtonian fluids 

Another non-linear problem occurs when one has to predict the flow of non-Newtonian 
fluids. These fluids change viscosity under the influence of forces like shear or elongation. 
Generally speaking, the viscosity of non-Newtonian fluids can increase (shear thickening, 
dilatant) or decrease (shear thinning, pseudoplastic). The wormlike polymeric micelle 
solutions which have been used in this thesis are examples of shear thinning non-Newtonian 
fluids. Their change of viscosity  under shear can be described by the Cole-Cole- (or Cross-
) equation which is given by: 247-249 

 
with the zero shear viscosity , the high-shear viscosity , the internal relaxation time  

and the power law exponent  characterizing the shear thinning between  and .13,135 
The fluid flow of non-Newtonian fluids can now be calculated by coupling this equation with 
the above-described Navier-Stokes equations of an incompressible fluid and running the 
FEM-based CFD-simulation. As described in the publications of this thesis (see chapter 7.1 
& 7.2), the simulated flow and predicted shear and extensional forces are also in good 
agreement with the experimental results (SAXS, µPIV, polarization microscopy) and can be 

48



applied i.e. for the prediction of perpendicular particle orientation in confined geometries. 13,135 

3.3.3 Two-phase systems and liquid jets 

Another example of a non-linear system, which has been studied in this thesis, is the fluid 
flow of two-phase systems (see chapter 7.3). 136 The gas-dynamic virtual nozzle principle is a 
two-phase flow system which uses a pressured-gas sheath for the generation of liquid jets. 53 
This design prevents wall contact of the liquid and nozzles of this type run essentially 
clogging-free while consuming only small amounts of sample. 53,54 
 
The non-linearity of this system lies in the coupled flow fields of each fluid. When the liquid 

enters the nozzle geometry, where the gas is already flowing, the liquid’s surface shape is 
affected by the gas flow. At the same time, its presence alters the gas flow dynamics, etc. The 
theoretical background and the simulation are described in a paper of this thesis. 136 In this 
paper, a time-resolved model enables to begin the simulation with easily definable starting 
conditions. The CFD-simulation of this coupled interaction incrementally leads to a stable 
equilibrium state and a stable gas-shaped liquid jet. 54,207 The resulting simulated liquid jet 
shape and diameter are found to be in good agreement with the experimental results from 
high speed video microscopy. 136 This CFD-model allows the very detailed analysis of the 
whole system, including jet shape, pressure gradients, shear rates, velocities at every 
simulated position of each fluid. 
 
If one only needs to estimate the liquid jet diameter, there is also an alternative, analytical 

approach which has been described for a plate-orifice configuration, as illustrated in Fig.11. 
201  
Assuming cylindrical coordinates  for the axis of the liquid jet, the cusplike meniscus at 

the inlet is pulled towards the nozzle orifice by the pressure gradient that is generated by the 
gas stream. 201 This pressure difference  and tangential viscous stress  of the gas sheath 

leads to the formation of a thin liquid thread with the radius  as illustrated in Fig.11. 
201,206 The averaged momentum equation for this case is given by: 201 

 with  

with the flow rate , the liquid pressure  and the surface tension stress . The liquid 
evaporation will be neglected as well as the viscous extensional term which is negligible 
compared to the kinetic energy term. This holds true for many flow rates of stable liquid 
threads. 201 Thus, the above averaged momentum equation can be simplified to: 
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Figure 11 Illustration of a general plate-orific nozzle design for the generation of liquid jets 
and the involved geometric parameters. The liquid exits the capillary with the diameter  at 

a flow rate of . It is shaped by the pressured gas sheath ( , left & right arrows) along the 
path  towards the nozzle and as it passes the nozzle with the diameter . The diameter 
and the stability of the resulting liquid jet depend on the given geometric parameters as well 
as other fluid dynamic properties such as fluid density , viscosity  or surface tension . 
(Image from 206, Copyright American Institute of Physics). 

Assuming high pressure gradients towards the nozzle and that the confining nozzle aperture 
is of the order or thinner than its diameter, this equation can be integrated. 201 This integration 
yields a simple and universal expression for the jet diameter that is given by 

 
This formula is independent of the geometrical parameters (like i.e. inlet- and outlet 

diameters, inlet-to-oulet-distance, etc.), liquid-gas surface tension and liquid and gas 
viscosities. 201 The validity of this expression has been demonstrated experimentally for plate-
orifice configurations and glass capillary setups. 201,206 Our experimental results show that 
there is also a good agreement of this formula with the liquid jet diameters that are generated 
in microfluidic gas-dynamic virtual nozzles (see chapter 7.3). 136 
 
When it comes to the lowest possible flow rate however, the nozzle shape has a decisive 

effect. 206 It has been demonstrated that the minimum flow rate for stable jetting can be 
controlled by adjusting the geometry. 206 For three different nozzle diameters ( ), the 
following graph (Fig.12) shows the minimum flow rates ( ) which are plotted against the 
distance ( ) between the liquid inlet and the nozzle aperture. This graph clearly shows that 
this -ratio is very sensitive. Consequently, a precise and reproducible nozzle design 
control is essential for the optimization of liquid jet system and their integration as a sample 
environment at high intensity X-ray sources. 6 
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Figure 12 The minimum flow rate for stable jetting of water at different combinations of 
nozzle distance  and nozzle diameters with  100 µm (circles), 200 µm (squares) and 
400 µm (triangles). The pressure difference was set to 250 mbar. (Image from 206, Copyright 
American Institute of Physics). 

The regimes for stable liquid jets (steady jetting) can be mapped out using Reynolds- and 
Weber number diagrams as illustrated in Fig.13. 206 The breakup transition lines depend on 
the specific nozzle geometries & fluid properties and are therefore only valid for a specific 
case, as indicated in Fig.13 bottom. The careful mapping of a scenario’s jet-breakup parameter 
combinations allows to identify its breakup type. 
 
In case of a plate-orifice configuration, the following equations can be used for the parameter 

conversion: 206 

 and  with  

with the density of the fluid , the flow rate , the jet radius , the viscosity , the 

surface tension  and the pressure difference . 
These equations can also be combined in a radius-independent form if the exact value of the 

pressure difference is known: 

  and   

 
As described above, the Reynolds number describes the ratio between inertial and viscous 

forces while the Weber number is the ratio between the inertia of the fluid compared to its 
surface tension. 10,213 
A stable jet is observed if the fluid outruns the instabilities convectively. 201,206,207,250,251 
If the gas flow is too high for a given liquid stream for example, the jet turns into a spray 

which corresponds to a local&global stability- to local&global instability-transition. This 
‘right-to-left’ transition is marked as a blue intersected line in Fig.13. 201,206,207,250,251 

51



If the gas pressure at a given flow rate is lowered slowly (‘top-to-bottom’), the breakup 
corresponds to a local stability- to local instability-transition while being globally stable. In 
this case a continuous droplet train at a constant frequency is observed with a steady liquid 
column in the range of the nozzle opening. This breakup type is marked by the red dotted line 
in Fig.13 and is also known as the Leib-Goldstein limit. 250,251 Further lowering of the pressure 
finally leads the global instability (Fig.13 bottom). 201,206,207,250,251 
 
Under certain conditions when the nozzle geometries become very small, as in microfluidic 

liquid jet devices and very small jets, the relative influences of the fluid’s surface tension and 
of the shear from fast-flowing gas streams on the liquid surface increase. Hence, the 
underlying assumptions (see momentum equation discussion above) are not neglectable 
anymore and the Re- and We-number conversions can become inaccurate. 201,206 It is therefore 
preferrable to rely on qualitative results for the identificaltion of breakup types. This can be 
achieved by recording the jet breakup transition using highspeed cameras. This has been 
demonstrated in the attached paper on microfluidic liquid jet systems, i.e. for the column-
length of liquid jets or droplet trains in the local instability regime (see chapter 7.3). 136 

 
Figure 13 Reynolds- and Weber number diagrams and jet breakup types at minimum flow 
rates. The liquid jets are observed in the steady jetting regime. The red dotted line describes 
the Leib-Goldstein transition (local stability to local instability). 250,251 The blue intersected 
line marks the global stability to instability transition. The top diagram marks the different jet 
breakup transition regions. Spraying can typically be observed in the global instability regime 
while a continuous droplet streams can be an example for the local instability breakup type. 
The bottom graph illustrates how the curves in the Re-We-space shift with changing nozzle 
geometries. (Images from 206, Copyright American Institute of Physics). 
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3.4 Small angle X-ray scattering 

3.4.1 Preface 

Small angle X-ray scattering (SAXS) is one of today’s most important experimental 
techniques for the characterization of soft condensed matter and colloidal systems. This 
chapter will give an overview over its theoretical background and describe the fundamental 
X-ray scattering principles. A more detailed description can be found in the original, cited 
literature on which this chapter is based. 12,252-263 

3.4.2 Introduction 

The scattering of electromagnetic waves is a very helpful tool for the characterization of 
colloids and polymers. The fundamental setup of a scattering experiment is illustrated in 
Fig. 14.  

 
Fig. 14 Illustration of the fundamental elements of a scattering experiment. The X-ray source 
(X) emits light which passes a collimation system (C). The X-rays then hit the sample (S) and 
the scattering pattern is recorded using a detector (D) while the primary beam is absorbed by 
the beamstop (B). (Image adapted from 258) 

The X-rays, which should be as monochromatic as possible, are emitted from a source (X), 
like a synchrotron or rotating anode. The X-rays pass a collimation system (C) before they hit 
the sample (S). This interaction causes the sample’s electrons to resonate and the induced 
dipoles emit secondary waves of the same frequency. This scattering process is considered to 
be elastic because the incident photons have the same energy as the scattered ones. The 
scattered X-rays are coherent and the phases of these secondary waves differ from each other 
due to the different spatial positions of the scattering electrons. Consequently, interference of 
these secondary waves occurs and the resulting scattering patterns are then recorded using 
2D digital detectors (i.e. Pilatus, FReLoN, MarCCD) or alternative recording techniques 
such as 1D counting devices or image plates. 
The interference of the scattered X-rays and therefore the scattering pattern is characteristic 

for the given sample’s structure. The fundamental principle of the waves’ interference can be 
described by the Bragg equation. 253 

 
A scattering reflex, which is an intensity maximum, can be found where the waves’ path 

difference  is an integer multiple of the wavelength  which leads to constructive 
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interference. This principle is illustrated in Fig. 15. which clearly shows that the path 
difference is determined by the scattering angle  and the distance of the scattering planes 

. 

 
Fig. 15 Illustration of the Bragg equation with the incident X-rays  and , the lattice 
distance  and the half scattering angle . The path difference of the wave is given by 

. (Image adapted from 263) 

The resulting scattering pattern of a sample is an angle-dependent intensity distribution that 
is characteristic for the sample’s structure. Given by the range of the (small) scattering angles 
of this method, the size range of structures that are studied by SAXS typically lies between 
1 nm and 100 nm. This is also why this experimental technique has become very popular for 
the characterization of sample systems such as polymers, colloids, soft condensed matter and 
nanomaterials. 

3.4.3 The scattering vector 

For a better understanding of the interference phenomena one can imagine the interaction 
between the X-ray beam and two scattering electrons at the positions  and . The vector 

which describes the distance between them is given by  as illustrated in Fig. 16.  

 
Fig. 16 Phase relation between the two scattering centers  and  and the geometric 

construction of the scattering vector . (Image adapted from 258) 

All interferences of waves that originate from scattering events sum up with respect to their 
amplitude and phase. Due to the equality of electrons when it comes to X-ray scattering, only 
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the location-dependent phase difference  needs to be considered which is given by 

 
This equation contains the wave vectors which are given by 

  

for the incident wave, while the scattered wave is described by 

 
with the unit vectors ( ) in -direction. 
The absolutes of these vectors are given by 

 
Considering the angle of the X-rays , the wave vectors can be combined to construct the 

scattering vector  which is given by  

 
The geometric representation of this relation is shown in Fig. 16. The phase shift  can be 

described by the multiplication of this vector  with . 

 
The scattering curve is received by plotting the measured intensity against the scattering 

vector’s absolute value  which is given by 

 
The absolute value of  can also be expressed as  which is based on the following equation 

where the relation between ,  and  has a similarity to the Bragg equation. 

 

3.4.4 The scattering pattern 

The coherent scattered X-ray waves interfere with each other and the amplitude  of the 

resulting wave is given by 

 
with the scattering length . For SAXS the scattering length of an electron is given by255 
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with the elementary charge , the electron’s mass  and the speed of light . 
Consequently, the scattering length of an atom with the ordering number  is given by 

 
The cumulative scattering of a sample is the sum of all scattered waves. Therefore, the 

collective scattering amplitude  is received by integration and the scattering length  of 

a single pair of scattering centers is replaced by the density distribution of all scattering 
centers . This is described by the following formula. 

 
Since this equation’s mathematical form is a Fourier transformation, the scattering amplitude 

 and the scattering center density distribution  are a pair of Fourier transforms. 

Further, this equation links the real space (with the vector ) to the reciprocal space (with 
the scattering vector ). However, the scattering amplitude  is experimentally not 

accessible because only the scattering intensity  is measured. Their relation is defined as 

 
In other words, the scattering intensity  is the time-averaged square of the absolute 

value of the scattering amplitude . It is time-averaged, as indicated by the pointed 

brackets , because the measurement is long compared to the system’s dynamics. 

Another relevant mathematical operation is the convolution of two functions and it is given 
by 

 
It is commonly known that a convolution of  and  in the real space corresponds to 

the multiplication of their Fourier transforms  and  in the reciprocal space: 263 

 
The application of this convolution theorem on the complex scattering amplitude and the 

scattering intensity yields 

 
As briefly described above, the scattering amplitude  and the scattering center density 

 are a pair of Fourier transforms. The above convolution theorem also shows that this is 

also true for the scattering intensity  and the pair correlation function . The 

scattering intensity  results from the square of the absolute value of the scattering 

amplitude  while the pair distribution function  results from the self-convolution of 

the scattering center density . 
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In the form of a Fourier transform  can also be written as264 

 
which is the spatially averaged intensity of a statistically isotropic system without any long 

range order, such as dilute particles. Here,  is the auto-correlation function which is 

given by 

 
and the following equation highlights the relation between the pair distribution function 

 and the auto-correlation  

 
The following Fig. 17 illustrates these relations between real and reciprocal space 

graphically. 

 
Fig. 17 Graphical representation of the mathematical operations that link the scattering 
amplitude , the scattering center density , the scattering intensity  and the pair 

correlation function . (Image adapted from 258) 

The Fourier-transformation is fully reversible in both directions while the square of the 
absolute value and the self-convolution are not. The wanted scattering center density  is 

not extractable from the experimentally measured scattering intensity  because the phase 

information is missing; this is also known as the phase problem. 
This is why two different approaches have been developed to receive the scattering center 

density . The so-called indirect method is based on the modeling of the scattering center 

density  using spline functions. 265-270 The splines are transformed to the measurement 

space and fitted to the scattering curve. The desired scattering center density  is finally 

received by the deconvolution of these fitted spline functions. 271,272 
Another approach is the model-based or direct method. This approach uses a given structure 

with a known scattering center density  that is Fourier-transformed to receive the 
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scattering amplitude . This function’s square yields an analytical expression that can be 

fitted to the experimentally obtained scattering curve to receive the desired parameters. 273 

3.4.5 Form factor 

The model-based or direct method describes the scattering curve as a function in the basic 
form of 

 
with  as the intensity of the incident beam at an angle of 0° and the form factor .274 

Corresponding to its name, the form factor describes the particle’s form and shape. One of 
these simpler equations is the form factor of spherical particles with the radius  and 
homogenous shapes that have a constant scatting length distribution. These can be described 
by an analytical expression that is given by273,275,276 

 
An example of simple anisotropic particles, cylinders can be described by the following 

formula which uses the parameter R to describe the cylinder radius and the parameter  for 
the cylinder length L252,277,278 

 
with 

 
This formula is valid for rigid cylinders, but it has to be modified to describe flexible 

wormlike micelles which have been investigated in this thesis. The wormlike chain model by 
Kratky and Porod introduced the following form factor279 

 
with 
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In this sequence of equations  is the Kuhn length and  is the persistence length. The 

variables  and  indicate the direct distance between two segments and their dividing 
contour length. The contour length of the worm-chain is . 
Further form factors for various particle shapes are compiled in the articles of Pedersen and 

Förster. 252,275 
Homogeneous particles have a constant density and their scattering length can be described 

using Heaviside functions where the step corresponds to the particle’s radius. This is not the 
case for inhomogenous particles, such as self-assembled micelles. However, it is possible to 
model these systems using core-shell-models which combine the form factors of a 
homogenous sphere with a homogenous hollow sphere which are blended using density 
profiles. The approach by Förster and Burger describes the scattering amplitudes using 
hypergeometric functions, which can be solved analytically in many cases. 280 A typical core-
shell-structure with a -dependent density profile yields the following expression 

 
with 

 
and the hypergeometric functions 

 
with  for spheres,  for cylinders and  for lamellae. 

3.4.6 Structure factor 

So far, this chapter has only covered the diffusive scattering of diluted systems. With raising 
concentrations, one also has to consider interparticular relations which complicate the 
mathematical description of the system. 281,282 This leads to the introduction of the structure 
factor  which appears as an additional factor in the scattering intensity formula 
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with 

 
This expression is also valid for isotropic systems that form cubic lattices such as spheres. 

For increasing concentrations and more ordered systems, this factor  generates peaks 

that decay exponentially. This is indicated by an intensity drop at low q-values along with the 
raising of a first peak. The peak intensity increases with higher concentrations and higher 
order of the scattering system. However, strongly diluted or disordered systems will be 
described solely by the form factor because the structure factor  becomes 1. This trend is 

also shown in the graph of Fig. 18. 

 
Fig. 18 Simulated scattering curves for spherical particles of varying concentrations. These 
particles are disordered at the lowest concentration and are solely described by the form 
factor. Raising concentrations lead to increasing particle interactions and the resulting 
scattering of weakly ordered particles (without long-range order) is described by the 
structure factor. Highly concentrated particles lead to defined scattering peaks from the long-
range ordered lattice that is body-centered cubic in this example. (Image from 258, Copyright 
M. Konrad) 

3.4.7 Bragg reflexes 

When a scattering system starts to form long-range ordered structures that are similar to 
lattices in crystals, like in the case of liquid crystalline or lyotropic samples, Bragg peaks can 
be observed in the scattering pattern. Then the principles of classical crystallography can be 
applied for this system’s description while the above-described scattering principles are also 
valid for these systems of higher order. 283 In this context, it can be beneficial to use  as the 
scattering vector’s absolute value because a peak position’s reciprocal value ( ) directly 
equals the corresponding lattice plane distance. The particle scattering that has been outlined 
so far can be applied to extended, periodic structures because they can be viewed as a 
successive array of interfering scattering centers with the periodic distance . The density 
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profile  can be expressed using a corresponding delta function. 255 

 
The Fourier transformation yields the scattering amplitude 

 
which shows that a delta function is also obtained in the reciprocal space. The intensity 

yields discrete lines with a distance of  and spatially limited periodicity results in peaks 
with finite width. The delta function approach is also valid for the structure factor  while 

applying the principles of classical crystallography. Peaks are only generated for discrete 
values of  

 
with 

 
where ,  and  are the Miller indices of the crystal planes and ,  and  are the 

reciprocal vectors of the unit cell. 

3.4.8 Crystallographic description of lyotropic mesophases 

Similar to the formalism of crystallography, lyotropic phases and their periodic structures 
can be described using unit cells. The translation of a unit cell reconstructs the whole lattice 
and a unit cell is defined by its edge lengths ( ,  and ) and the corresponding angles ( , 

 and ). A general unit cell is illustrated in Fig. 19.  

 
Fig. 19 Unit cell as parallelepiped with its corresponding coordinate system. Both are defined 
by the edge lengths ( ,  and ) and the corresponding angles ( ,  and ). (Image 
adapted from 258) 

The planes of the crystal lattice which is defined by the unit cell can be uniquely identified 
by the Miller indices ,  and . The indices denote the planes orthogonal to a direction in 
the basis of the reciprocal lattice vectors while their greatest common divisor should be 1. The 
unit cell coordinate system of a cubic lattice is orthogonal with  as illustrated in 
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Fig. 20. This figure shows examples of lyotropic mesophases: a body-centered cubic (bcc) 
lattice of long-range ordered spherical micelles (A), closest packed cylinders (B) and a 
lamellar phase (C). 

 
Fig. 20 Examples of common lyotropic mesophases: body-centered cubic (A), hexagonally 
closest packed (B) and lamellar (C). (Image from 258, Copyright M. Konrad) 

The lattice plane distance  for orthogonal unit cells is given by 

 
where ,  and  are the so-called reciprocal vectors which are defined as 

, ,  

with  as the unit cells volume. 
The simple cubic lattice ( ) represents a special case where the lattice plane distance 

 is given by 

 
with the peak positions of the lattice  

 
In case of a hexagonal lattice with  and , only the planes that are parallel to 

the c-axis (= ) are of interest. This allows the reduction of the three-dimensional problem 
to a two-dimensional one and the point lattice can be visualized two-dimensionally as shown 
in Fig. 21. 
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Fig. 21 Point lattice projection ( ) of the hexagonal packing. The six-fold symmetry and the 
(10) and (11) lattice planes are indicated by the lines. (Image from 258, Copyright M. Konrad) 

The calculation of lattice plane distance  of this two-dimensional lattice is given by 

 
with the corresponding peak positions 

 

3.4.9 Model-based order analysis 

The model-based analysis of experimental scattering data from ordered systems requires 
additional parameters. The complete structure factor for ordered systems is given by258 

 
with the number of structure elements  (spheres, cylinders or lamellae) per unit cell, the 

dimensionality  (3 for spheres, 2 for cylinders and 1 for lamellae) and the dimension-
dependent volume . The parameter  has a value of 1 for lamellae,  for cylinders and 

 for spheres. The factor  considers the multiplicity of peaks that stem from lattice 

plane multitudes with identical peak positions while the factor  contains any extinction 
rules. 
The profile , which determines the peaks shapes and locations, is normalized: 

 
and its general equation is given by280 
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with 

 
This profile shape smoothly transitions from a Lorentz peak shape at very small -values 

 
to a Gauß shape at large values of  

 
The peak width  is determined by the domain size  which is given by 

 
The correlation function  is given by 

 
which also describes the deviation, known as the Debye-Waller factor, from the ideal lattice 

position based on the following equation 

 
In this formula  is the mean square deviation and  is the nearest neighbor distance. 

3.4.10 Particle orientation distribution 

In the above discussion, the orientation of anisotropic particles, such as cylindrical micelles 
or wormlike micelles, has been assumed to be isotropic. This results in ring-like, isotropic 
scattering patterns on two-dimensional detectors which can simply be represented as radially 
averaged scattering curves. If the particles in a sample are oriented however, the resulting 
scattering patterns are also anisotropic and both components of the scattering vector (  and 

) need to be considered in the analysis. 

A good experimental example for anisotropic scattering patterns are small angle X-ray 
scattering studies of shear-oriented wormlike micelles in small microfluidic channel 
geometries, as illustrated in Fig. 22. 
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Fig. 22 (A) The sample is flowing though the microchannel geometry and passes a narrow 
section (red box). (B) 3D illustration of the X-ray microbeam that passes the microchannel of 
flowing wormlike micelles (hexagonal closest packing, determined by SAXS) and the 
resulting SAXS-pattern which is captured using a digital detector (Pilatus 300K, Dectris). 
The parallel or perpendicular orientation of the wormlike micelles is controlled by varying the 
experimental parameters, such as the channel geometry, the flow rate or the sample 
concentration.(Adapted from 13, Copyright PNAS) 

The wormlike micelles in the microchannel are oriented according to the flow-induced shear 
and extensional forces which are controlled by the experimental parameters such as 
microchannel geometry, flow speed and particle concentration. Due to the highly 
reproducible flow conditions, this setup enables the correlation between structural- and 
orientation information from SAXS studies with fluid dynamic studies from other methods 
like high speed video analysis, particle image velocimetry or polarization microscopy. 
Instead of splitting the scattering vector into its components (  and ) it is more 

beneficial to use the polar coordinate system. 252 Here, the scattering vector is described by its 
absolute value and the angle  between cylinder axis and the scattering vector. This results in 
the following equation for the scattering intensity of oriented cylindrical micelles258 

 
with the form factor , the structure factor , the fraction of micelles  with the angle 

 and the number of micelles . The form factor is further defined by 
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The distribution function  describes the cylindrical micelle orientation with the angle  

between the cylinder axis with the base vector  and the director  which defines the 
direction of the shear field. 
The expressions  and  are yielded from the factorization of the scattering amplitude 

into its cross section- and length-contribution. The pointed brackets indicate the averaging 
across the corresponding size distributions of cylinders and radii. As described above, it is 
possible to express  for typical bock copolymers, that have a core-shells-structure and a 

density-profile of , by using hypergeometric functions.  is given by 

 
with  and the ratios of the radii ( ) and densities ( ) compared to the shell. 

These are given by 

 

 
The form factor  calculation requires a definition for the relation between the angles 

 and , as shown in Fig. 23. 

 
Fig. 23 Three-dimensional illustration of the vector sphere. (Image from 252,258, Copyright 
Elsevier). 
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In this figure the director  is determined by the angles  and . The base vectors  of 

the cylinder axes are positioned on a cone that is directed towards . Therefore, the range of 
angles of  is given by  and the integration of the function  leads to 

 
The vector  is calculated by using the rotation matrix  based on the following equation 

 
The vectors  and  are given by 

 
and 

 
The rotation matrix is defined by 

 
with 

 

 
 
 

Lastly,  is given by 

 
The orientation of anisotropic particles can be described by a range of distribution functions 

 that are given by 
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with the parameter  which can take on values between zero and infinity. The graphs of 
these different distribution functions are shown in Fig. 24. 

 
Fig. 24 The graphs of different distribution functions. (Image from 252, Copyright Elsevier). 

Among these functions, the Onsager and Maier-Saupe distributions can be pointed out 
because they are very important for the description of particle orientations in lyotropic and 
thermotropic liquid-crystalline systems. The distribution functions are normalized using the 
following factor 

 
The resulting mean deviation angle between cylinders and the director, which can take on 

values between 0° and 90°, is given by 

 
A very general function is the Laguerre distribution which changes from a Gauß function (at 
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) to a Heaviside function (at very large ). 
The order parameter  can take on values between 0 and 1. For a known distribution 

function it is given by 

 
The above equations are valid for diluted systems and with raising concentrations it becomes 

necessary to take the structure factor into account as described by van-der-Schoot284 
 

 
with the cylinder concentration  and with 
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4 Methods and Techniques 

4.1 Photolithography 

Early materials that have been used for the fabrication of microfluidic devices include glass 
or silicon. 78 These materials were used because a wide range of microstructuring techniques 
were readily available from the field of semiconductor technology and because these materials 
offer resistance against a wide range of solvents. While glass is additionally optically 
transparent, silicon is opaque which limits microscopic applications for the latter material. A 
downside of both materials is the need for expensive clean room environments during their 
processing and the use of aggressive chemicals which makes it an expensive and resource 
intensive process. 57,285 
 
The fast and effective fabrication of microfluidic devices in a short time became possible 

through the progress in the areas of photo- and soft lithography. 56 Polymer-based materials 
offer more application friendly properties which is why they have gained importance during 
the past years. 230,286 One example for these are photoresists like SU-8 which are used in 
photolithography. 287 This technology enables the creation of microstructures based on 
specific technical drawings which are created using computer aided design (CAD) software. 
By using the computer-designed photo masks, photo resists are selectively exposed for the 
generation of microstructures. 56 These microstructures are then replicated using soft 
materials such as polymers to create microstructured stamps or microfluidic devices which is 
why this technology is called soft lithography. 55 Due to the precise control over design 
features and the shortened system optimization feedback loop, this process enables 
(simulation-based) rapid protoyping. 57 Furthermore, the replication templates, also called 
masters, can be re-used multiple times without quality loss enabling mass production and low 
fabrication costs. 288 
 
The microstructuring of the photo resist happens by selective exposure using photo masks. 57 

In case of a negative photoresist like SU-8, the non-cross-linked areas of the photoresist 
remain soluble and will be removed in the development stage of the lithographic process. The 
development bath typically contains 80 to 100% 2-methoxy-1-methylethyl acetate solution 
and is, similar to the photo resists, commercially available (mr-DEV 600, Microchem). Only 
the insoluble cross-linked areas of the photoresist remain on the substrate, typically a polished 
flat silicon wafer, and will be used as a master template for the subsequent replication steps. 
55,56 The resolution of soft lithography is limited by diffraction and, hence, dependent on the 
wave length of the light source. 56 The range of available photo resist materials is only small 
due to the specific processing requirements. 
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Figure 25 Illustration of the rapid prototyping concept which describes the short design-
feedback-loop that enables the fast optimization of microfluidic systems. (Image adapted and 
modified from 56) 

 
Figure 26 Fabrication of SU-8 master templates. A polished silicon wafer is spin coated using 
the negative photo resist SU-8. Using selective UV-exposure with an emulsion film mask, the 
microchannel geometry (i.e. mixing cross for hydrodynamic focusing) is received afer the 
development process which removes the non-cross-linked material. (Image from 13, Copyright 
PNAS) 

The photo resist EPON SU-8 is a material that is widely used for the fabrication of 
microfluidic devices. Developed by Shell Chemicals, this highly-functionalized monomer 
(69% in -butyrolactone) is capable of intermolecular cross-linking which enables the 
formation of three-dimensional structures with nanometer resolution. 289-292  

 
Figure 27 Structural formula of EPON SU-8. 222,293,294 
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The mechanism of this cross-linking is a cationic ring opening polymerization (ROMP) of 
the epoxide that is started by photo-initiated aryl sulfonium salts. 
The lithographic process involves a UV-exposure step that leads to the formation of 

fluoroantimonic acid ( ). This is a strong Lewis acid that is formed in the presence of 
triarylsulfonium hexafluoroantimonate (3.3% solution in propylene carbonate, 4-Methyl-1,3-
dioxolan-2-one) and proton donors like the organic solvent. 295-297 This reaction mechanism is 
illustrated in Fig.28. 

 
Figure 28 Photochemical pathways during the generation of fluoroantimonic acid  
( ).297,298 

Since the photo initiator is consumed in an alternative reaction path during the UV-
exposure, it is critically important to adjust the light dose accordingly. Otherwise, the 
required initiator is not available in sufficient amounts for the acid-induced epoxide cross-
linking during the subsequent “post exposure bake” step, which is the heating of the exposed 
photoresist. The reaction mechanism of the cationic ring opening polymerization of the SU-8 
photo resist is shown in Fig.29. 

 
Figure 29 Catalytic reaction mechanism during the cross-linking of SU-8. 299 

The epoxide group is protonated and the nucleophilic attack of the hydroxyl group of 
another SU-8 molecule leads to the opening of the epoxide ring. The catalyst is regenerated 
by the elimination of a proton and the cycle repeats itself which leads to a cross-linked 
network. 

73



Although PDMS would also be suitable for the replication of three-dimensional templates, 
photolithography is typically limited to planar substrates, such as silicon wafers or glass 
plates. However, it is also possible to generate three-dimensional microstructures. As an 
outlook, the ongoing advances in 3D-printing make this technology more affordable while the 
resolution improves continuously and range of processable material keeps growing. 300-308 
 
A possible approach for the generation of three-dimensional microstructures is based on 

modern technologies such as direct laser writing. 309-313 In this ultrashort-pulsed laser process, 
the laser passes the photoresist without altering its chemistry. Photo-induced reaction only 
occurs in case of multi-photon absorption, such as two-photon absorption. The probability of 
this absorption type is greatly increased by creating a small laser focus spot using microscopic 
lenses with high numeric apertures (NA > 1.3). This laser spot is moved three-dimensionally 
through the photo resist using piezo-stages with nanometer precision based on the 3D-CAD-
model which is converted into a sequence of positions and exposures. During this movement 
process the intense pulsed laser spot induces multi-photon absorption. This absorption leads 
to chemical modifications and cross-linking of the photo resist in the subsequent post 
exposure baking process. 309-311 
 
However, a downside of this process is the slow writing speed because millimeter-sized 

stuctures could take days of writing time due to the small focus spot size. 314 Therefore, this 
approach could be combined with conventional photolithography for the microchannel 
feature refinement and post-integration of three-dimensional elements. Another downside is 
that the required equipment is still very expensive due to its relatively early development 
stage. Although this technology enables the generation of arbitrarily complicated three-
dimensional structures, not all 3D-design features would be suitable for the replication using 
soft materials. The molded replica needs to remain removable from the template after curing 
which would not be the case with certain three-dimensional structures of the template, like i.e. 
tunnels or gyroid networks. 
 
Another path for the generation of three-dimensional microchannels, which has been used in 

this thesis, is the stacking of multiple layers that are generated using conventional 
photolithography. This so-called “2.5D”-approach is based on open, pyramid-like 
microchannel assemblies that are based on multiple layers of microstructured photoresist. A 
matching pair of these is then combined to form a closed three-dimensional microchannel 
geometry.  
 
A critical step in this technology is the precise and correct alignment of these matching 

microchannel structures. During this thesis, an alignment routine has been created and it is 
now possible to easily align the top and bottom half of the microfluidic device in a “click”-like 
routine (see chapter 7.3). 136 Compared to the previous manual alignment under the 
microscope, which could lead to layer shifts and errors, the micrometer-precise alignment is 
now as easy as putting Lego® building blocks together. The new interlocking triangular 

74



structures are integrated into the microchannel (CAD-)design. After a short oxidizing air 
plasma treatment, these alignment structures snap into each other and lock the aligned 
position of the two matching PDMS-halves during their covalent bonding process. This 
process is described in one of the following papers (see chapter 7.3). 136 
 
This multi-layer design also enables to precisely control the material heights during device 

fabrication, which is important for (i.e. NOA81-based) X-ray-compatible microfluidic chips. 
The liquid and uncured channel material is pushed away by laying a flat block on the surface 
of the microchannel template. This block is bridged by a spacer structure that is placed next 
to the microchannel of interest. The spacer is one spin-coating layer higher and therefore 
enables to precise control the material thickness of the scanning window above the channel of 
interest. This routine results in very thin microfluidic devices with a homogenous window 
thickness across the whole scanning area of the device. The photo resists which were used in 
this thesis are SU-8 50 and SU-8 100 which are suitable for different ranges of layer heights 
(30 µm to 250 µm) during spin coating due to their different viscosities. This process is 
described in one of the following papers (see chapter 7.2). 135 

4.2 Molding Materials 

The molding materials which were used in this thesis are poly(dimethysiloxane) (Sylgard® 
184 PDMS) and Nordland Optical Adhesive 81 (NOA81). The general molding concept and 
different variations thereof are described in the following papers. 13,135,136 
 
Sylgard® 184 is a set of two components, the monomer and the cross-linker, which contain 

the molecules which are listed in Fig.30. 

 
Figure 30 Structural formulas of the Sylgard® 184 compounds: dimethyl siloxane (oligomer), 
hydrogenmethyl siloxane (cross-linker), crosslinked PDMS. 315,316 

The first component mainly consists of dimethylsiloxane (60%) which carries two terminal 
vinyl groups while the reactive compound of the cross-linker is hydrogenmethylsiloxane (40 
to 70%). Furthermore one of the components contains organic platinum molecules such as 
dihydrogenhexachloroplatinat(VI) that catalyses the hydrosilylation of the terminal vinyl 
group of the dimethylsiloxane with the hydrogen-containing cross-linker. 317,318 This two-
component set results in a homogenous elastomeric material which is important for 
microfluidic components and devices, especially in combination with optical setups. This is 
not the case for conventional RTV-based silicon elastomers because their reaction is based on 
a condensation reaction mechanism. The vulcanization or curing of Sylgard 184 PDMS can 
be increased with increasing temperatures without weight loss or noteworthy volume 
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shrinkage (~1%).319 Therefore the replicated microfluidic channel structures and consequently 
the intended flow conditions are not altered which makes predictive computational fluid 
dynamics (CFD) simulations possible. Hence, the elastomer PDMS has become an important 
material for the fabrication of microfluidic devices. This material offers a decent replication 
resolution, is optically transparent, non-toxic and has much lower costs per volumes 
compared to silicon. 55,56,78,320,321 Due to the latter fact, the fabrication is still cost-efficient at 
low quantities which is important for rapid prototyping and often-changing microstructures. 
PDMS can be used for a wide range of temperatures (-50 up to 250 °C) and for common 
solvents such as water, acetone, methanol and ethanol. 147,181 
 
However, PDMS swells easily when it is in contact with many organic solvents. 147 Further, 

the softness of PDMS limits the design freedom when it comes to high aspect ratios between 
channel height and width. The height to width ratio of microstructures has to be within a 
ratio of 0.2 and 8 for well-formed microchannels. 55 Exceeding this range can lead to two 
extreme cases, pairing or sagging, which are illustrated in Fig.31. 

 
Figure 31 Illustration of the consequences of exceeding the height to width ratio when 
designing PDMS-based microfluidic devices. (Image from 55, Copyright Annual Reviews) 

While PDMS is widely used as a material for microfluidic devices, it also serves as a 
template for the transfer of microfeatures into other polymeric materials such as a wide range 
of thermoplasts or UV-curable adhesives. 148,150,163,175,181 
 
Nordland optical adhesive 81 (NOA81, Nordland Products) is a commercially available UV-

curable glue for optical components and its composition is not clearly defined. 168,322 However, 
the main components of this material have been determined by NMR and FT-Raman. 168 
NOA81 mainly contains a mixture of allyl- and thiol-compounds which are cross-linked in a 
radical polymerization mechanism. These compounds and the steps of this mechanism are 
illustrated in Fig.32. 
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Figure 32 (D) Structural formulas of the NOA81-compounds, (A) their radical 
polymerization mechanism and (B, C) options for controlling the material’s surface chemistry. 
(Image from 168, Copyright The Royal Society of Chemistry). 

The reaction is initiated by an UV-sensitive initiator which transfers its UV-generated 
radical to a thiol group. Maintaining the radicals, the thiol-radials attack the allyl-groups (and 
vice versa) in the radical propagation steps which leads to the three-dimensional cross-linking 
of the molecules. This process is used to replicate the PDMS microstructure template. Due to 
the gas-permeability of PDMS, the NOA81 at the PDMS-interface remains uncured which 
allows the sealing of the open channel in the subsequent steps. 132 

 

By tuning the composition ratio of the initial compounds it is possible to control the 
distribution of available functional groups at the surface. 168 Therefore, it is possible to control 
the microchannel surface wettability or cover the channel walls with coatings. 149,168 and, as a 
result, control the functionalization chemistry. Additionally, the above cross-linking chemistry 
allows to control the mechanical properties, i.e. towards PDMS, by integrating thiol- or allyl-
functionalized additives intro the polymer network. 168 
NOA81 has a very good solvent capability for a wide range of unpolar solvents which are 

unaccessable for PDMS-based devices. 149 Further, the material offers more rigid mechanical 
properties compared to PDMS which makes NOA81 very interesting for developments 
towards high pressured flow applications. 

 

In summary, polymeric molding materials and lithographic tools are highly beneficial for the 
fabrication of microfluidic devices. Furthermore, these materials enable great design 
flexibility on the micron scale and can be tailored to specific needs by taking advantage of the 
materials’ rich portfolio for modifying the surface and composition chemistry. The different 
fabrication techniques and -variations for microfluidic devices which have been used in this 
thesis are outlined in the following papers. 13,14,135,136 
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5 Strategy and Summary 

As pointed out by Whitesides, a technological revolution requires two essential components: 
many different application-specific subsystems as well as the possibility to integrate these into 
complete, functional systems. 58 For the growth of a technology to gain momentum, it must 
also be as simple, understandable and easy to use as possible for being picked up and adapted 
by non-experts. 58 
 
As an example, microfluidics can be an overwhelming field because it offers such a broad 

range of interesting applications, tools and functional elements. If at all, microfluidic 
applications are seldomly found at synchrotrons or free electron lasers, which also represent 
broad and complex fields of research. 
 
Therefore, the primary goal of this thesis is the development of an integrated platform 

technology, that combines microfluidics & microfocused X-ray scattering techniques, for 
establishing of a powerful experimental methodology that is suitable for the investigation of 
nanostructures, particle alignment, protein nanocrystals and the in situ study of kinetics. This 
has been achieved by the development and fabrication of different types of X-ray compatible 
devices: closed systems and an open-/liquid jet-based system. 
 
Next to microfluidic liquid jet systems, which are described further below, this thesis 

presents different examples of the first (closed) microfluidic device type: Kapton-PDMS- or 
NOA81-based.  
 
The first on of these two device types was used to demonstrate the capabilities that are 

offered by X-ray compatible microfluidic devices and their operation at a microfocus 
beamline. As outlined in the summary at the beginning of this thesis, the detailed SAXS-
mapping scans of well-defined microchannels revealed perpendicularly oriented wormlike 
micelles after passing narrow taperings. These results were enabled by soft lithography-based 
microfluidic devices that originate from on a published device design (Kapton-PDMS). 139 
These devices have a very low scattering background due to the use of Kapton as a window 
material. These devices have a major flaw however: the tubing interface, or lack thereof, 
which is crucial for connecting the microchannels to the macroscopic world. In the very early 
experiments, the described clamps which are connected to the tubing have been used. 
Unfortunately, these were either too loose (& leaking) or too tight, deforming or even closing 
the microchannel geometry. Therefore, a new approach has been developed that combines 
this fundamental device type with a PDMS-based approach for the tubing-connection. This 
resulted in well-sealed and more pressure resistant devices, capable of pumping viscous 
samples, such as the described wormlike micelles and enabling the described microfluidic 
SAXS experiments and studies of the re-orientation phenomenon. 
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A key benefit of the microstructuring technique called soft lithography is its precise control 
of the microchannel geometries. It is therefore possible to combine different experimental 
techniques in a complementary way. Consequently, the exact reproduction of microchannel 
geometries is crucial for the combined use of different experimental techniques. Accordingly, 
microfocus SAXS-studies, microscopic experiments, such as polarization microscopy or 
microparticle image velocimetry (µPIV), and computational fluid dynamics (CFD) 
simulations have been used in an integrated approach that has been applied in the successful 
explanation of the perpendicular re-orientation effect (see chapter 7.1). We could show by 
polarization microscopy, µPIV-experiments and additional CFD simulations that the 
perpendicular orientation of wormlike micelles is the result of the interplay between the x-
orienting shear- and y-orienting extensional forces; with x along the flow direction and y 
along the widening of the tapering.  
 
The re-orientation of anisotropic particles has been investigated in further detail in the 

following paper (see chapter 7.2). The established system of just-described complementary 
analysis methods has been applied for a systematic parameter screening, including the 
tapering ratios (-width, -length), the flow speeds and concentrations. Further, the rheological 
parameters have been varied systematically using CFD-simulation that are based on the 
sample’s experimentally measured rheological parameters. The system’s response to these 
parameter variations has been analyzed and quantified carefully. A relative ranking of the 
described system-controlling parameters could be derived from the combined experimental 
and theoretical results. The results of this work (chapters 7.1 & 7.2), and the perpendicular 
re-orientation effect in general, are of great importance for application that require orientation 
control, such as injection molding, fiber spinning or processing of composite materials. 
 
The second (chapter 7.2) paper also describes an improved version of the closed-channel X-

ray compatible microfluidic device that is based on a recently published paper. 132 These 
devices are made of the UV-curable adhesive NOA81 (see chapter 2.1 and 4.2) as the device 
material. However, the published design also has two weak points. The first is related the 
tubing-interface which glues PDMS onto the flat NOA81-device, punches a hole through the 
complete structure and seals it again the self-adhesive Tape. This reduces the pressure 
resistance as well as the solvent compatibility of the device (see chapter 2.1). The second flaw 
is the lack of the device’s height control. Since a correct background subtraction is essential 
for SAXS-experiments, especially for dilute or weakly-scattering samples, a homogenous 
device height is of great importance, as is the overall material thickness of the microfluidic 
device. 
 
The improved fabrication of NOA81-devices is described in the experimental section while 

its illustration is presented in the supplemental section of this paper (chapter 7.2). The first 
improvement involves the integration of bridging structures that are used of controlling the 
device height by adjusting the photoresist layer height through spin-coating. This leads to 
very even and extremely thin and stable microfluidic chips, reducing the X-ray background 
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signal and improving the signal transmission. The second improvement is related to the tubing 
interface. During the molding or replication step, a tubing is punched through the (PDMS-
)microstructure and serves as a temporary template, enabling the direct connection of the 
tubing to the finished replica. As a consequence, the solvent compatibility of NOA81 is fully 
maintained and many polar and unpolar solvents, which are incompatible with PDMS, can 
now be used in this purely NOA81-based devices without issues. Additionally the pressure 
resistance of these devices is improved and can even be enhanced by glueing tubing to the 
device. Further, these improved devices run more reliably, have a smaller device footprint 
enabling denser arrays of microchannels, better optical properties and lower background 
signal compared to PDMS-Kapton-devices. Above all, the fabrication is easier due to the 
precise height control and much quicker due to the fast UV-exposure times (under one 
minute) compared to tens of minutes, or even hours, for thermally cured PDMS. 
 
Another microfluidic device that is also made of this material (NOA81) is described in 

chapter 7.4. This variation is closed and not actively flowing, but therefore only very small 
sample amounts are required for the SAXS-measurement of sheared samples. With only 2-
5 µl of fluid volume, the nanoparticle lyotropic gel sample is applied to a millimeter-sized 
patch of the microstructured grid (14 µm spacing) while being sheared in the process. The 
microgrid is then sealed against evaporation using Kapton tape. Hence, this device 
demonstrates the high sample efficiency and ease of use when it comes to experiments at 
synchrotrons. Additionally, this work was essential for the improvement and optimization of 
soft lithographic fabrications techniques related to NOA81 that lead to the successful 
fabrication of high-resolution NOA81-based X-ray compatible microflow devices which are 
presented in chapter 7.2. 
 
The next paper describes a microfluidic liquid jet system (see chapter 7.3). As an example of 

an open microfluidic sample environment, it is designed for experiments at highly brilliant X-
ray sources or X-ray free electron lasers. The liquid jet is generated based on the gas-dynamic 
virtual nozzle design (GDVN) which represents the current state of the art at XFELs. 6 For 
this reason this microfluidic device runs essentially clogging-free and highly reliable over long 
periods of time. 53  
 
The goal of this paper was to create a microfluidic liquid jet design that is easy and fast to 

fabricate, since the current glass capillary fabrication is a complex and manually challenging 
procedure. The creation of glass-based nozzles requires a skilled producer because the 
fabrication involves manual steps like grinding, flame-polishing and alignment of the 
capillaries. In contrast, the here presented microfluidic liquid jet nozzles can easily be 
replicated by using standard PDMS-device fabrication steps which are very fast to learn. The 
microfluidic devices further offer the benefit of a parallelized nozzle design which enables to 
create complex jet-in-jet-focusing geometries or complete arrays of multiple nozzle 
simultaneously in one fabrication sequence. Consequently the device footprint is very small 
which enables fast nozzle changes by simply switching to the adjacent nozzles. 
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The fabrication of these microfluidic liquid jet devices became possible due to our advances 
in multi-layered soft lithography. This enables the fabrication of 3D-microchannels by sealing 
two matching halves of microstructured PDMS that are treated with an air plasma. Since the 
micrometer-precise alignment would be manually challenging, the replication templates 
already incorporate alignment structures by design. These snap-in alignment structures could 
be integrated through the multi-layered microstructure design and they work similarly to 
Lego® building blocks, locking the microstructures of the two PDMS-halves in their right 
position during the sealing step. 
 
A key benefit of this microfluidic device over the state of the art glass capillaries is the highly 

reproducible design that is enabled through soft lithography. This micrometer-precise control 
over the nozzle geometries is critically important for the optimization of the liquid jets, 
especially at small flow rates. As described in chapter 2.4, the geometric parameters strongly 
affect the minimum flow rate for stable jetting which is the key factor for the high sample 
efficiency of these devices.  
 
Taking advantage of this design control, the relevant parameters, such as liquid flow rate 

and pressure difference, were varied to study the liquid jet dynamics. We found that the 
microfluidic liquid jet diameters can adjusted with great control by varying the pressures & 
flow rates and that they are in good agreement with available analytical expressions for the 
prediction of jet diameters in plate-orifice geometries. 201 This has also been verified by in-situ 
environmental scanning electron microscopy of the liquid jet exiting the nozzle. Furthermore, 
the variations of the above parameters allowed to control the jet breakup type. These jet 
breakup transitions have been studied using highspeed video microscopy and we also found 
that the stable jet’s column length can be controlled over a wide length scale. 
 
The jet shape could be predicted successfully by using time-resolved non-linear 3D CFD-

simulations that describe the two-phase flow of fluids. The simulated shape of this theoretical 
liquid jet is in good agreement with the experimental microscopic results.  
 
The jet’s 3D shape was also studied by using confocal laser scanning microscopy. Since this 

study involved an enhanced design that incorporated a jet in jet hydrodynamic focusing 
geometry, before the liquid jet is shaped by the gas sheath, the fluid flow within the liquid jet 
could also be studied using in these experiments. Interestingly, we find that the flow of the 
two dye solutions (rhodamine B and fluorescein) is inverted and the inner focused liquid 
stream can be observed at the outside of the liquid jet as it exits the nozzle geometry. This 
inversion might originate from the inversion of speeds at the outer boundaries of the liquid 
that lead to the generation of vortices countering the liquid flow. 207 The velocity profile is 
parabolic inside the microchannel, therefore fastest in the liquid stream’s center and slowest 
close to the walls, this scenario changes quickly as the liquid exits the microchannel. 
Suddenly, the fastest liquid velocity can be found at the outside where the fast-flowing gas is 
in contact with the liquid. This kind of diffusion-controlled mixing inside the liquid jet could 
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enable new kinds of experiments at XFELs, such as the femtosecond-pulse diffraction of in 
situ nucleation and growth processes. 
 
The microfluidic concepts and lithographic microfabrication techniques have also been used 

for creating solutions for applications that are not related to X-ray experiments.  
 
As presented in chapter 7.5, a CFD-model has been created which describes non-linear 

interaction between the fluid and the microchannel walls under high pressures and high flow 
rates. The CFD-simulations showed how PDMS-microchannels with high aspect ratios 
deformed under these unusual conditions towards a rounded shape. This round shape was in 
good agreement with the microscopic images. We further found that this round shape of 
microchannel reduces the wall contact of flowing species which were mixed by hydrodynamic 
focusing before entering this round passage. Therefore, clogging of the device can be strongly 
reduced or eliminated. 
The creation of this CFD-model have lead to deeper insights about the simulation software 

and its capabilities and laid a foundation for the other non-linear CFD-models described 
above. 
 
Soft lithography is essential for the work of the presented papers for which the foundation 

has been laid with the following two papers.  
 
The paper described in chapter 7.6 describes the combination of nanotechnology and 

microstructuring techniques for developments towards sensoric applications. This work 
required the creation of deep, high aspect ratio, SU-8 microchannels. The optimization the 
parameters during the UV-lithographic process lead to better-defined and improved 
microchannel wall geometries for all microfluidic devices of this thesis.  
 
The work described in chapter 7.7 focuses on increasing the soft lithographic resolution of 

microstructured templates and an optimized replication thereof. This optimization resulted in 
very small and well-defined letters of high resolution that served as a micro contact printing 
stamp for the defined deposition of spherical polyelectrolyte brushes. This increased 
lithographic resolution lead to the capability of fabricating very small microfluidic features, 
such as narrow taperings (chapter 7.1 & 7.2), narrow grids (chapter 7.4) and small nozzles 
(chapter 7.3). 
 
Hence, the lithographic developments of these two papers played a crucial role for the 

successful application of soft lithography in the other papers by increasing the quality of high 
aspect ratio microchannel walls as well as the increasing resolution of very small 
microstructures. 
 
The following chapter will describe the authors’ contribution to these papers, followed by 

the papers in the subsequent chapter. 
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7.1 Anisotropic particles align perpendicular to flow-
direction in narrow microchannels 

Martin Trebbin,1 Dagmar Steinhauser,2,3 Jan Perlich,4 Stephan V. Roth,4 
Walter Zimmermann,5 Julian Thiele,6* and Stephan Förster 1* 

1) Physical Chemistry I, University of Bayreuth, D-95447 Bayreuth, Germany 
2) Max-Planck-Institute for Dynamics and Self-Organization, D-37073 Göttingen, Germany 
3) Deutsches Institut für Kautschuktechnologie, D-30519 Hannover, Germany 
4) HASYLAB/DESY, D-22607 Hamburg, Germany 
5) Theoretical Physics I, University of Bayreuth, D-95447 Bayreuth, Germany 
6)  Radboud University Nijmegen, Institute for Molecules and Materials, NL-6525 AJ, Nijmegen,  
The Netherlands 

The flow orientation of anisotropic particles in narrow channels is of importance in many 
fields ranging from the spinning and molding of fibers to the flow of cells and proteins 
through thin capillaries. It is commonly assumed that anisotropic particles align parallel 
to the flow direction. When flowing through narrowed channel sections one expects the 
increased flow rate to improve the alignment. Here we show by microfocus synchrotron 
X-ray diffraction and polarized optical microscopy for the first time that, after passing a 
narrow channel section, anisotropic colloidal particles align perpendicular to the flow-
direction. We find this to be a general behaviour of anisotropic colloids, also observed for 
disk-like particles. The perpendicular alignment is stable, extending throughout the 
remaining part downstream the channel. We show by micro particle image velocimetry 
and finite element computational fluid dynamic simulations that the perpendicular 
orientation is due to the velocity field having large perpendicular gradients in the 
expansion zone after the narrow section. Shear-thinning, a typical property of 
anisotropic particles, promotes perpendicular extensional and orientation. Our discovery 
has important consequences when considering the flow orientation of polymers, micelles, 
fibers, proteins or cells through narrow channels, pipes or capillary sections. An 
immediate consequence for the production of fibers is the necessity for realignment by 
extension in flow direction. For fibrous proteins, reorientation and stable plug-flow are 
likely mechanisms for protein coagulation. 
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The flow orientation of anisotropic particles in narrow channels is an issue of relevance in 
many fields ranging from the spinning and molding of fibers to the flow of cells or proteins 
through thin capillaries.[1-3] It is commonly assumed that anisotropic particles align parallel 
to the flow direction.[4] When flowing through thin channel sections one expects the 
increased flow rate to improve the alignment. We investigated the alignment of anisotropic 
colloids, i.e. cylindrical micelles, flowing through thin sections of microchannels using 
synchrotron microfocus small-angle X-ray diffraction and polarized optical microscopy. We 
surprisingly find that anisotropic colloids orient perpendicular to the flow direction after 
passing through narrow channel sections. The perpendicular alignment is surprisingly stable, 
extending throughout the remaining part downstream the channel. Ongoing studies indicate 
that this is generally the case for any anisotropic cylindrical or disk-like colloids. We show by 
micro particle image velocimetry and finite element numerical computational fluid dynamics 
simulations that the perpendicular flow orientation is induced by perpendicular extensional 
flow in the expansion zone after the narrow section. Only close to the channel walls shear 
flow dominates leading to parallel flow orientation of anisotropic particles.  
 
In-situ investigations of the flow orientation of colloids in solution under very well defined 

flow conditions have recently become possible with the development of X-ray transparent 
microfluidic devices and high-brilliance microfocused X-ray beams at dedicated synchrotron 
beam lines. [5-8] Due to the small channel dimensions, fluid flow in microchannels is mostly 
laminar even for high flow rates. Under laminar flow conditions there is a well-defined flow 
velocity profile within the channels. Such conditions are ideal to perform detailed 
investigations of the flow orientation of anisotropic colloids in various channel geometries. 
 
There are many different types of anisotropic particles that are of high relevance for such 

studies, including semi-flexible polymer chains, carbon nanotubes, fibrous proteins, rod-like 
nanoparticles or DNA. [9-13] For our first experiments we chose a particularly well-suited 
model system for investigating the shear orientation of anisotropic particles, i.e. cylindrical 
polymer micelles. [14] They possess large axial ratios and their thickness can be adjusted over 
a wide range from 5 to 50 nm by tailoring the polymer molecular weight. In addition, their 
bending modulus can be varied and their contour lengths can range from nano- to 
micrometers. Their orientational distribution can be determined in-situ using small-angle X-
ray scattering (SAXS) or neutron scattering (SANS) and has been correlated to their 
rheological properties measured simultaneously using rheo-SANS experiments. [15-17] 
These studies were performed under Couette-flow. In most cases of technological relevance, 
however, anisotropic particles are transported using pressure-driven flow. [18,19] 
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Figure 1.  Schematic experimental setup for studying the orientation of cylindrical micelles in 
microchannels using SAXS. (A) Inverse black/white image of the microfluidic device drawn 
in AutoCAD 2011 together with an SEM image showing the actual dimensions of the narrow 
microchannel section. (B) X-ray beam alignment and SAXS pattern measured for a flowing 
stream of cylindrical micelles in a microchannel. (C) AFM image of an isotropic assembly of 
the cylindrical micelles used in the present study. 

In the present study, we investigate the shear orientation of aqueous solutions of cylindrical 
block copolymer micelles under pressure-driven flow using specially designed Kapton®- and 
poly(dimethylsiloxane) PDMS-based X-ray transparent microfluidic devices. We use 
cylindrical micelles of different types of amphiphilic block copolymers, poly(isoprene-b-
ethylene oxide) (PI-PEG) and poly(etyhlenebutylene-b-ethylene oxide) (PEB-PEG), in 
water at concentrations between 5 - 30 % w/w. In this concentration range the flow 
orientation of the cylindrical micelles within the channels can be well investigated using 
polarized optical microscopy and microfocus (20 µm x 30 µm) synchrotron small-angle X-ray 
scattering (SAXS) as shown in Figure 1. The microfluidic chip design comprises a flow-
focusing cross-junction as well as narrow and curved channel sections. The cylindrical 
micelles have diameters of 25 nm and contour lengths of several micrometers as shown by the 
AFM-image in Figure 1C. 
 
In our studies we were interested in the orientation behavior of the cylindrical micelles when 

flowing through channel cross-junctions and narrow as well as curved sections. Figure 2A 
shows a polarized optical microscopy image of a flowing solution of cylindrical micelles giving 
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an overview of the observed orientational behavior. Using a quarter wave plate enables us to 
distinguish between cylindrical micelles oriented horizontally (blue) from vertically oriented 
micelles (yellow). The orientational distribution of the micelles when passing the T-junction at 
the beginning of the channel indicates that the development length for complete reorientation 
is very small, being less than 10 mm. Figures 2B and 2C show the measured X-ray scattering 
patterns in the curved and narrow sections of the channel. For all scattering patterns, we 
observe pronounced first-order reflections together with weak second-order reflections 
corresponding to mutual parallel alignment of the micelles, typical for nematic or hexagonal 
order. From the radial position of the reflections the average center-to-center distance 
between adjacent micelles is determined to be 58 nm. 

 
Figure 2. Orientation of cylindrical micelles in curved and narrow sections of a microfluidic 
device. Upper panel (A): Alignment of an aqueous solution of PI-PEG cylindrical micelles 
(20 % w/w) at a flow rate of 32.4 µm h-1 visualized using polarization microscopy. Blue areas 
indicate orientation of cylindrical micelles parallel to the x-axis, yellow areas indicate 
orientation parallel to the y-axis. Middle panel (B): Curved microchannel section with 
measured SAXS-patterns at different channel positions. Lower panel (C): Narrowed 
microchannel section with measured SAXS-patterns along the center line, showing the 
surprising perpendicular orientation of the cylindrical micelles after passing through the 
channel tapering. Scale bars denote 100 µm. 
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In the first straight section I of the microchannel, shown in Figure 2 A, we observe the 
expected parallel alignment of the cylindrical micelles with respect to the flow direction. 
When flowing through the curved section II, the micelles remain oriented parallel to the flow 
direction. This results in a blue ! yellow ! blue change of the birefringence interference 
color and a 180° rotation of the azimuthal angle of the first-order Bragg peak, as shown in 
Figure 2 B. When flowing further into the contraction zone of the narrow section III, the 
micelles remain aligned in flow direction as indicated by the blue birefringence interference 
color and the azimuthal positions of the Bragg-peaks, which appear on the meridian of the 
detector. The azimuthal peak widths become smaller, indicating improved alignment of the 
micelles in flow direction, as expected. 
 
When scanning with the X-ray beam further downstream into the channel expansion zone, 

we observe a surprising behavior. First, in a region directly at the exit of the microchannel 
narrowing, there is no preferred orientation as apparent from the observed Debye-Scherrer 
rings (Fig. 2 C). Further downstream, the micelles become oriented perpendicular to the flow 
direction. We observe an interference color change from blue to yellow in the polarized 
microscopy image, and the Bragg-reflections now appear on the equator of the detector. This 
orientation is stable along the remaining part of the channel and does not even change in the 
subsequent curved section IV. Only at the channel walls, the wormlike micelles are aligned 
parallel to the flow direction, as indicated by the blue interference color close to the channel 
walls. There is a stable, relatively sharp interface between parallel and perpendicular aligned 
micelles in the remaining downstream part of the channel. When the wormlike micelles are 
subjected to planar extensional flow in x-direction in a subsequent narrow channel section, 
they again become aligned in flow direction in the contraction zone and perpendicularly 
aligned in the expansion zone (see Fig. S5 in the Supporting Information). 
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Figure 3. Orientation of PEB-PEG cylindrical micelles determined by scanning microfocus 
X-ray diffraction. Upper panel (A): Alignment of cylindrical micelles in the narrow section 
visualized by polarized optical microscopy. Middle panel (B): X-ray diffraction patterns 
measured at the positions indicated in the upper and lower panels. Lower panel (C): Pixel 
map of the equatorial intensity of the diffraction patterns at different positions in the channel 
tapering. The high intensity in the expansion zone corresponds to micelles with orientation 
perpendicular to the flow direction.  

We performed additional synchrotron X-ray measurements to scan the complete 
contraction/expansion zone of the narrow section to map the orientation of the cylindrical 
micelles. The results are shown in Figure 3 together with a polarized optical micrograph of 
the channel section. We indeed find the cylindrical micelles to be oriented parallel to the flow 
orientation in the expansion zone close to the channel walls (Figure 3B). Here the azimuthal 
position of the Bragg-reflections is located on the meridian of the diffraction pattern, whereas 
in the central part of the expansion zone the Bragg-reflections are located on the equator. To 
compare the results of the microfocus X-ray diffraction scanning experiments to the polarized 
optical micrographs, we mapped the diffracted intensity on the equatorial region of the 
diffraction patterns onto the corresponding position of the X-ray beam (Figure 3C). Regions 
with high equatorial intensity correspond to regions where the micelles are oriented 
perpendicular to the flow direction. The observed intensity map corresponds very well to the 
birefringence interference colors in Figure 3A.  
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Figure 4. Velocity field ),( yxv  of cylindrical micelles measured by micro particle image 
velocimetry. Upper panel (A): Alignment of cylindrical micelles in the narrow section 
visualized by polarized optical microscopy. Panel (B): Measured particle velocity in the wide 
and narrow channel section. (C): Velocity profile )(yvx  in the pre-tapering zone I (") and 

post-tapering zone III ("). (D) Velocity profiles )(yvx  (") and )(yvy (") in the expansion 

zone II. (E) Shear rate )(yγ!  (") and extensional rate )(yε!  (") in the expansion zone II. (F) 

Map of the ratio γε !! /  in the wide and narrow channel section. In the orange regions 

14.0/ >γε !! , whereas in the blue regions 14.0/ <γε !! .  The resulting color map shows good 

agreement with polarized optical micrograph in panel (A) and the X-ray intensity map in Fig. 
3 C.  

We have reproduced this behavior for wormlike polymer micelles of different block 
copolymers, many different concentrations (5 – 30 % w/w) and different width ratios of the 
main channel and narrow section diameter (10:1 - 2.5:1) and always found the same behavior. 
Ongoing experiments on cylindrical micelles with much higher bending rigidity, on disk-like 
micelles and very flexible surfactant wormlike micelles show that this phenomenon is 
generally occurring. We have searched the literature for similar observations to find that only 
recently authors have observed a similar behavior for SDS/CTAC lamellae in a microfluidic 
test experiment at the Diamond synchrotron light source (U.K.). [8]  
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If reorientation in perpendicular direction in a channel expansion zone is a general property 
of anisotropic colloids, it should have its cause in the hydrodynamic flow pattern. Using micro 
particle image velocimetry we determined the velocity profile ),( yxv  in the narrow section as 
shown in Fig. 4. Entering the channel section, there is first a contraction zone with planar 
extensional flow in flow (x-) direction, followed by an expansion zone with planar extensional 
flow in perpendicular (y-) direction. Fig. 4 A shows the polarized optical micrograph of the 
channel section indicating zones with parallel (blue) and perpendicular (yellow) flow 
orientation. Fig. 4B shows the measured flow velocity, obtained from velocimetry 
measurements of added 3.3 µm diameter tracer particles. As expected, the flow velocimetry is 
largest in the narrow section of the channel. Fig. 4 C shows the measured velocity profiles 
across the channel at position I before entering the contraction zone, and at position III after 
the expansion zone. The velocity profiles are both non-parabolic, a consequence of the shear-
thinning, non-Newtonian flow behavior of the micelles. Both are hydrodynamically stable 
states, yet having different velocity profiles. The pre-tapering velocity profile at position I has 
a broad, but clearly noticeable maximum, whereas the post-tapering velocity profile at 
position III is completely flat, indicating plug flow. The velocity profiles can be switched back 
and forth in subsequent narrow channels as shown in Fig. S5 (Supporting Information).  
 
Fig. 4 D shows the measured velocity components xv  and yv  across the channel at position 

II in the expansion zone. From the velocity components the shear rates xyv∇=γ!  and the 

extensional rates yyv−∇=ε!  can be calculated and are displayed in Fig. 4 E. We observe that 

in the middle part of the cross section the extensional rate ε!  is either larger, or at least of 
comparable magnitude to the shear rate γ! . Extensional flows are much more effective in 
orienting and aligning anisotropic particles compared to shear flows. [20,21] They lead to 
reorientation if the extensional rates become comparable to the shear rates. With an internal 
relaxation time of the cylindrical micelles of 400≈τ  s as determined from the rheological 
measurements and extensional rates of 2≈ε!  s-1 (see Figure 4 E), values of the Deborah 
number are 1800 >>== ετ !De . Under these conditions the micelles are highly susceptible for 

flow-induced alignment. In Fig. 4 F we mapped regions where 14.0/ ≥γε !!  in yellow, and 

regions where 14.0/ <γε !!  in blue for comparison with the flow birefringence pattern in Fig. 

4 A. We note that the near-zero values of yv  in the regions before the contraction zone and 

after the expansion zone of the channel lead to some scatter of the data. Yet, we observe that 

by choosing a threshold of 14.0/ =γε !! , regions of high extensional rates in Fig. 4 F agree 

well with regions of perpendicular orientation in Figs. 3 C and 4 A. At the channel walls shear 

flow dominates such that 14.0/ <γε !!  and micelles remain oriented in flow-direction as 

observed experimentally. The beginning of the sharp rise of the shear rate γ!  close to the 
channel wall (see Figure 4 E) defines a relatively sharp transition with a stable interface 
between zones of perpendicular and parallel cylinder orientation. 
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To distinguish features of the flow pattern specifically related to particle anisotropy from 
features related to just channel geometry, we performed numerical computational fluid 
dynamic (CFD) simulations to calculate shear rates and extensional rates in the 
contraction/expansion zone. The calculations were done for Newtonian liquids, but also for 
non-Newtonian, shear-thinning liquids such as solutions of wormlike micelles. Shear-thinning 
was accounted for by measuring the shear-rate dependent viscosity of the micellar solution 
using a cone-plate rheometer and fitting the measured flow curve to the Cross equation (see 
Supporting Information). This equation well describes the measured data und serves to 
parameterize the flow curve in terms of its high- and low-shear viscosity, the relaxation time 
and a power-law exponent, which can be implemented in the CFD-simulations. Details of the 
simulations and the experiment are described in the Supplementary Information. Figure 5 A 
shows the calculated velocity field ),( yxv  for a shear-thinning solution in the 
contraction/expansion zone for a typical channel geometry and flow rate used in the 
experiments.  

 
Figure 5. Velocity field ),( yxv  for cylindrical micelles calculated by CFD simulations. Upper 
panel (A): Calculated velocity in the wide and narrow channel section. (B): Calculated 
velocity profiles )(yvx  in the pre-tapering zone I (!!!) and post-tapering zone III (!!!). 

(C): Velocity profiles )(yvx  (
!!!) and )(yvy (!!!) in the expansion zone indicated in (A). 

(D) Shear rate )(yγ!  (!!!) and extensional rate )(yε!  (
!!!) in the expansion zone. (E) Map 

of the ratio γε !! /  in the wide and narrow channel section. In the orange regions 14.0/ >γε !! , 

whereas in the blue regions 14.0/ <γε !! .  The resulting color map shows good agreement with 

the polarized optical micrographs in Fig. 3A, the X-ray intensity map in Fig. 3 C, and the 
measured velocity map in Fig. 4 F. 
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Fig. 5 B shows the calculated velocity profiles across the channel at position I before 
entering the contraction zone, and at position III after the expansion zone. The velocity 
profiles are both non-parabolic, with an almost constant flow velocity in the central part of the 
channel and a strongly decreasing flow velocity close to the channel walls, a consequence of 
the shear-thinning, non-Newtonian flow behavior. This is different for Newtonian fluids 
where the flow velocity has a continuously varying parabolic profile as shown by micro 
particle image velocimetry and CFD calculations in the Supporting Information. Figure 5 C 
shows the calculated velocity components xv  and yv , and Figure 5 D the corresponding shear 

rate xyv∇=γ!  and extensional rate yyv−∇=ε!  along the line across the expansion zone 

indicated in Figure 5 A. We observe, as in the experimental data in Fig. 4, that over the major 
central part of the cross section the extensional rate ε!  is larger or at least of the same order of 

magnitude as the shear rate γ! . Figure 5 E shows the calculated ratio γε !! /  over the 

contraction/expansion zone with a color scale adjusted such as yellow color indicates the zone 

where 14.0/ >γε !! , whereas blue color indicates the zone with 14.0/ <γε !! . A comparison 

with Figure 2, 3A, 3C, and 4 A shows that choosing a threshold of 14.0/ =γε !!  also in the 

calculations nearly quantitatively reproduces the yellow zone with perpendicular alignment 
and the blue zone with parallel alignment in our experiment. CFD simulations show that with 
decreasing flow rate and diameter of the tapered cross-section the area of the perpendicular 
oriented zone increases, which is in agreement with our experimental observations. The 
calculations do not reproduce the difference observed in the two stable pre- and post-tapering 
velocity profiles shown in Fig. 4 C. To account for this difference the effect of anisotropic 
colloids on the shear field has to be modeled in more detail, which in the present calculations 
has only indirectly been accounted for via the resulting shear-thinning behavior.  

 

In conclusion, we show that cylindrical micelles orient either parallel to the flow direction or, 
after passing through a narrow channel section, perpendicular to the flow direction. Both 
orientations are stable downstream the channel. Experiments with cylindrical micelles of 
different type and recent literature indicate that the reorientation in perpendicular direction is 
generally occurring for anisotropic cylindrical and disk-like colloids. The perpendicular 
orientation is caused by the velocity field having large perpendicular gradients in the 
expansion zone after the narrow section. Shear-thinning, a typical property of anisotropic 
particles, promotes perpendicular extensional and orientation. This phenomenon has 
important implications when considering the flow orientation of polymers, fibers, proteins or 
cells through narrow sections such as dies, molds or tapered capillaries. An immediate 
consequence for the production of fibers is the necessity to subsequently apply extensional 
forces to re-align polymers of fibrils in flow-direction for optimal fiber mechanical properties. 
For fibrous proteins reorientation and stable plug-flow are mechanisms for protein or cell 
coagulation with possible relations to thrombosis. [22] Current experiments indicate that 
perpendicular flow-orientation can be utilized to orient cylindrical micelles perpendicular to 
surfaces, which is of relevance for applications involving electrical or thermal transport 
perpendicular to a surface such as in hybrid solar cells. 
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Materials and Methods 

Fabrication of microfluidic devices:  

The microchannel master of the microfluidic device was fabricated using optical 
lithography.[23] The microchannel network was designed in AutoCAD 2011 and printed on a 
mask foil with an UV-absorbent ink (Zitzmann GmbH). An inverse black-white image of the 
device design is shown in Figure 1A. To pump fluids into the device, inlet ports are interfaced 
with tubing. Their punch location is surrounded with polygons that scatter light, making it 
easy to see and accurately punch the corresponding PDMS replica that are fabricated using 
soft lithography, as described in detail in the supplemental part to this publication.[24,25] Stable 
tubing interfaces are an important prerequisite for long-term in-situ scanning experiments at 
the synchrotron beam line. 

Preparation of cylindrical micelle solution:  

Poly(isoprene-b-polyethylene oxide) (PI110-PEG198, mean Mw 16,200 g mol-1) was prepared 
by sequential living anionic polymerization, yielding a block copolymer with narrow 
polydispersity MW/Mn = 1.02, where Mw and Mn are the weight- and number-averaged 
molecular weights. The synthesis and characterization of PI-PEG is described in detail 
elsewhere.[26] Poly(ethylenebutylene-b-polyethylene oxide) (PEB39-PEO102, mean Mw 7,700 g 
mol-1, MW/Mn = 1.06) was obtained from EVONIK and lyophilized before use. The dry 
polymers were dissolved in Millipore-quality water with a resistivity of 18.1 MΩ cm-1 before 
use. The solutions were homogenized using an UltraTurrax T8 (IKA Werke GmbH) and 
stored to allow the copolymer to swell in the water for three weeks at room temperature. 
Before the microfluidic experiments, the solutions are filtered through a PTFE filter with 
5 µm pore size.  

Device operation at the beamline: 

The experiments were performed at the beamline BW4 and P03 at HASYLAB/DESY. The 
microfluidic device was connected to high precision syringe pumps (Cetoni GmbH, Nemesys 
system) and positioned in the X-ray beam. After collecting the necessary background data of 
an empty microchannel, the syringe pumps are set to typical flow rates of 32.4 µL h-1 
corresponding to a mean stream velocity of 360 µm s-1. After 15 min. of equilibration time, 
measurements along the flow direction are performed with a microfocused X-ray beam at a 
wavelength of λ = 0.1381 nm. At both beamlines the beam was 20 µm in width and 30 µm in 
height. X-ray scattering patterns were recorded with step sizes of 70 µm at a distance of 
3.128 m behind the microfluidic device using a Pilatus 300K detector (Dectris Ltd.) with a 
pixel size of 172 µm by 172 µm. The integration time is 240 s. 
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Supporting Information 

Fabrication of Kapton-PDMS-Kapton microfluidic devices (Figure S1): 

A negative photoresist (SU-8 50, Microchem Co.) is spin-coated onto a silicon wafer. A 
mask aligner (Süss Mikro Tec) is used to impart the microchannel structure into the 
photoresist. We optimize the master device fabrication to obtain microchannels with a very 
uniform height of 100 µm. Although PDMS is widely applied to replicate the microchannel 
master device using soft lithography, PDMS scatters and absorbs X-rays. To fabricate X-ray 
compatible microfluidic devices involving PDMS, we modified the conventional fabrication 
procedure, based on the work of Evans and Dootz.[S1, S2] After pouring PDMS pre-polymer 
(Sylgard 184, Dow Corning) on the master device, excess pre-polymer is removed from the 
master device with a razor blade. The remaining PDMS is cured and a small piece of self-
adhesive polyimide tape (DuPont™ Kapton®) is used to cover the area of interest of the 
microchannel network including the curved and tapered microchannel sections. A second 
layer of PDMS is cured onto the previous layers. The PDMS replica is removed from the 
master device and inlet ports are punched into the polymer using a biopsy punch needle 
(Harris Uni-Core™ 0.75 mm). The bottom of the device is sealed with Kapton tape and a 
window is cut into the top PDMS layer. Thus, the microchannels in the area of interest are 
solely sealed with X-ray transparent Kapton tape. 

 
Figure S1. Fabrication of microfluidic devices with X-ray analysis capability based on 
PDMS. (A) Master device fabrication using photolithography. (B) Fabrication of X-ray 
transparent microfluidic Kapton-PDMS-Kapton sandwich devices. (B1) PDMS is poured on 
a master device, (B2) and excess PDMS is cut-off the microchannel structure. (B3) Self-
adhesive Kapton tape is used to seal the area of interest, (B4) and a second layer of PDMS is 
grafted on top. (B5) The PDMS replica is peeled off the master device, and inlet ports for 
fluids are added. (B6) The bottom is sealed with Kapton tape, (B7, B8) before a window is 
cut into the top PDMS layer with similar dimensions as the Kapton window in B3. 
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Computational Fluid Dynamics Simulations (CFD): 

The fluid dynamics calculations are based on the Navier-Stokes equations assuming an 
incompressible fluid, i.e. ρ = const. [S3],  

ρ∇ ∙ ! = 0 

ρ ∂!∂! + ρ ! ∙ ∇ ! = ∇ ∙ −!!+ ! ∇!+ ∇!! + ! 

with the density of the fluid ρ, the pressure !, the identity matrix !, the dynamic viscosity of 
the fluid !, the velocity field u and the volume force F.  
Solutions of anisotropic particles exhibit pronounced shear-thinning. To model the resulting 

flow profile, we used the software package COMSOL Multiphysics v4.2a, which allows one 
to import CAD-designed microchannel geometries and takes into account Non-Newtonian 
flow behavior in computational fluid dynamics simulations. [S3] To integrate non-linear flow 
behavior in the CFD-model, experimental data are employed obtained by rheometry using a 
Bohlin Gemini 200 which was used to measure the shear-rate dependence of the viscosity. 
The measured flow curve can be well described by the Cross equation: [S4, S5] 

η = η! +
η! − η!
1+ (τ!γ)!

 

where the viscosity!η is described by the zero-shear viscosity η!, the high-shear viscosity η!, 
the internal relaxation time τ! and the power-law exponent n characterizing the shear 
thinning between η! and η!. This equations well reproduces the experimental data as shown 
in Fig. S2. The values of the parameters obtained by fitting the equation to the measured 
flow-curve are then used in the CFD-calculations.   

 
Figure S2. Experimental rheological data: viscosity (η) as a function of the shear rate (γ) is 
described by the Cross equation. 

The simulations yield the velocity field ),( yxv  from which the shear- and extensional rates 
can be calculated. A mean shear rate [S3] 
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γ = 4u!! + 2 u! + v!
! + 4v!!

2  

with the corresponding x- or y-components of u (velocity in x-direction) and v (velocity in y-
direction) is used to map the local velocity on the microchannel.  
 
The model is solved for 1412784 finite elements and 1072212 degrees of freedom using a 

multifrontal massively parallel solver (MUMPS). The average element quality of the mesh is 
0.9889 on a scale from 0 to 1, where 1 is the highest quality; the minimal element quality is 
0.6923. Using a Windows 7 x64 machine with two quad-core Intel® Xeon® E5440-
processors operating at 2.83 GHz and an internal memory of 32 GB RAM. All relevant 
parameters, which are used in the simulations, are summarized in Table S1. 
Table S1. Material properties used in the simulation model. 

Figure 3 & S3 Non-
Newtonian 

Newtonian 

Flow rate vflow 32.4 µL h-1 32.4 µL h-1 

Flow speed v 18.52 mm s-1 18.52 mm s-1 

zero-shear viscosity η! 19522 Pa s - 

high-shear viscosity η! 0.1 Pa s - 

internal relaxation time τ! 388.5 s - 

power-law exponent n 0.99 - 

Viscosity η [S6] - 1.002∙10-3 kg 
m-1 s-1 

Density ρ [S6] 998.2 kg m-3 998.2 kg m-3 

Temperature T 293.15 K 293.15 K 

 

Calculated velocity field for water  

The calculated velocity field for the wormlike micelles has been discussed in the main part of 
the publication. Here we present the same calculations for water as a Newtonian fluid. This 
provides insight to what extent the shear-thinning behavior causes the observed reorientation 
behavior. We calculated the velocity field for water under the same experimental conditions 
as for wormlike micelles. The results are shown in Fig. S3, which is organized similar to 
Figure 5 in the main section of the manuscript for comparison.  
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Figure S3. Calculated velocity field ),( yxv  of water (A) across the contraction/expansion 

region in the narrow channel section. (B): Calculated velocity profiles )(yvx  in the pre-

tapering zone I (!!!) and post-tapering zone III (!!!). (C): Velocity profiles )(yvx  (
!!!) 

and )(yvy (!!!) in the expansion zone indicated in red in (A). (D) Shear rate )(yγ!  (!!!) 

and extensional rate )(yε!  (
!!!) in the expansion zone. (E) Map of the ratio γε !! /  in the wide 

and narrow channel section. In the orange regions 14.0/ >γε !! , whereas in the blue regions 

14.0/ <γε !! .   

For water the expected parabolic flow profiles )(yvx  is observed as shown in Figs. S3 B and 

C with the corresponding linear increase of the shear rate )(yγ!  towards the channel walls 
(Fig. S3 D). The extensional rate )(yε!  smoothly decreases from small positive values in the 
central part of the channel to small negative values close to the channel walls. For comparison 
with the color maps in the main manuscript, we visualize zones with high extensional rates 

14.0/ >γε !!  in orange and zones with high shear rates 14.0/ <γε !! a in blue, using the same 

threshold value of 14.0/ =γε !!  as shown in Fig. S3 E. In case of a Newtonian fluid, such as 

water, the high extensional rate zone (orange) is limited to a small region in the central part of 
the channel. Thus, a high perpendicular extensional rate zone is also present in Newtonian 
fluids, but becomes larger and more pronounced in non-Newtonian, shear-thinning fluids.  
 

  

122



Micro particle image velocimetry (µPIV) and measured velocity fields of water 

To obtain the velocity flow profiles ),( yxv  experimentally we used micro particle image 
velocimetry (µPIV). The setup involves an Olympus IX71 inverse microscope, a phantom 
v9.1 high-speed camera, and highly intense, focused light source. This setup allows exposures 
down to 2 µs and frame rates up to 150 000 s-1. The narrow depth of focus of the setup 
enables precise vertical position control within the microchannel. The obtained high speed 
image sequence is auto-correlated and analyzed using the open-source software package 
JPIV. [S6] Measurements were made in pure water and in aqueous solutions of cylindrical 
micelles at 25% w/w. Each solution contained 2% w/w of monodisperse polystyrene tracer 
particles (3.3 µm diameter) which were coated with polyacrylic acid to avoid wall adhesion. 
Each solution is pumped through a 250 µm channel with a height of 110 µm at a flow rate of 
2000 µl h-1. The channel's tapering had a width ratio of 5:1 and a length of 500 µm.  
 
The results for the shear-thinning wormlike micelle solutions were already discussed in the 

main article. Here we present the comparison to the flow behavior of pure water, a 
Newtonian fluid. The analysis shows that the key features of the velocity fields obtained from 
CFD simulations agree well with the experimentally determined velocity fields. The expected 
nearly parabolic flow profile )(yvx  is observed in all channel sections as shown in Fig. S4 B, 

C. As shown Fig. S4 D, in the expansion zone the extensional rate )(yε!  smoothly decreases 
from small positive values in the central part of the channel to small negative values close to 
the channel walls. For comparison with the color maps in the main manuscript, we visualize 

zones with high extensional rates 14.0/ >γε !!  in orange and zones with high shear rates 

14.0/ <γε !! in blue, using the same threshold value of 14.0/ =γε !!  as shown in Fig. S4 E. 

Similar as in the CFD-simulations, in case of a Newtonian fluid such as water, the high 
extensional rate zone (orange) is limited to a smaller region in the central part of the channel.  
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Figure S4. Velocity flow profiles ),( yxv  of water measured by micro particle image 
velocimetry. Upper panel (A): Measured particle velocity in the wide and narrow channel 
section. (B) Velocity profile )(yvx  in the pre-tapering zone I (") and post-tapering zone III 

("). (C) Velocity profiles )(yvx  (") and )(yvy (") in the expansion zone II. (D) Shear rate 

)(yγ!  (") and extensional rate )(yε!  (") in the expansion zone II. (E) Map of the ratio γε !! /  
in the wide and narrow channel section. In the orange regions 14.0/ >γε !! , whereas in the 

blue regions 14.0/ <γε !! , respectively. The resulting color map shows that even for pure 

water there is a region with considerable perpendicular extensional forces in the expansion 
zone. 

Microchannels with double tapering: 

The flow behavior of wormlike micelles in consecutive taperings is studied in a 250 µm 
channel with a 5:1 tapering ratio. In the expansion zone of the first tapering the micelles (30% 
w/w) orient perpendicularly to the flow direction, which is indicated by the yellow 
birefringence interference colors. This orientation is switched back to the parallel alignment 
when entering compression zone of the subsequent tapering, as indicated by the blue 
birefringence interference colors in Figure S5.  
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Figure S5. Polarisation microscopy reveals the flow behavior of PEB-PEO micelles (30% 
w/w in water) in consecutive taperings. In this example, the micelles are pumped though a 
250 µm channel with two 250 µm taperings at a rate of 300 µl/h. The flow orientation is from 
left to right. The scale bar denotes 200 µm. 
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7.2 Microfluidic SAXS for the high-throughput screening 
and correlation of complex fluid behavior with structural 
information 

Martin Trebbin,1 Sebastian With,1 Andres Mark,2 Christoph Hanske,2 Adeline Buffet,3 
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1 Physical Chemistry I, University of Bayreuth, D-95447 Bayreuth, Germany 
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3 HASYLAB/DESY, D-22607 Hamburg, Germany 

This work presents a fundamental study of the re-orientation of anisotropic particles in 
confined geometries for a wide range of experimental conditions. The screening of the 
experimental parameters, which control the re-orientation of wormlike polymeric 
micelles after passing microfluidic taperings, are studied in great detail using 
complementary analysis methods. These techniques involve microfocus small-angle X-ray 
scattering, polarization microscopy and microparticle image velocimetry in microfluidic 
channels, along with detailed CFD-simulations. A relative ranking according to the 
effectiveness for perpendicular alignment of anisotropic particles is derived as: tapering 
ratio (y-orienting extensional rate) > concentration (plug-flow and non-Newtonian 
behavior) > length ratio (wall shear surface) > flow speed (wall shear intensity). Further, 
the regions for perpendicular orientation were influenced by the rheological properties of 
the fluid, namely the zero shear viscosity and the internal relaxation time, as CFD-
simulations show. Consequently, the perpendicular orientation of anisotropic particles 
can be controlled and predicted which has important implications for injection molding 
of anisotropic composite materials, the crystallinity of fibers during the spinning process 
or other applications that involve anisotropic electrical or thermal transport, as in 
isolating materials or hybrid solar cells. 
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Introduction 

Microfluidic SAXS experiment. Microfluidics enables the precise control of liquids on the 
nanoliter scale. 1 These very well defined flow conditions make this technology predestined 
for fundamental investigations at microfocused X-ray sources. The basic idea of this 
experimental setup is to utilize the very well defined continuous flow conditions of the 
microchannel to scan it with a X-ray microbeam and record the small-angle X-ray scattering 
(SAXS) pattern of each measured position. This mapped data then allows to get a fast and 
detailed overview over the flow experiment within the microchannel. The combination of 
microbeam X-ray scattering and microfluidics is currently being developed into a powerful 
experimental methodology suitable for the investigation of nanostructures, particle alignment 
and the in situ study of kinetics by creating X-ray compatible microflow chips and 
microfluidic liquid jet devices. 2-10 
 
The sample is pumped through the microchannels of a X-ray compatible device and the 

microfocused X-ray beam passes the flowing sample; in this case anisotropic wormlike 
micelles. The scattered X-rays, which contain the structural information, are recorded using a 
2D digital detector (Piltatus 1M, Dectris). The typical experimental setup at the microfocus 
beamline P03 (PETRA III, DESY) is shown in the supplemental information in Fig.S1. 11 
 
Recently, microfluidic SAXS scanning experiments at the P03 and BW4 beamlines (DESY, 

Hamburg) revealed the striking effect, that after passing a narrow section, wormlike particles 
are rotated perpendicular to the flow direction, keeping this orientation over the remaining 
length of the channel. 2 The flow-alignment of cylindrical, wormlike or fibrous structures is 
central to many processing steps such as in the production of fibers, during injection molding 
or the flow of cells and proteins through thin capillaries. 12-16 
 
In this paper, this perpendicular orientation will be investigated in more detail to understand 

the influence of experimental parameters on the orientation effect. For this task, we create X-
ray compatible microfluidic devices which are made of NOA81 (Nordland Optical Adhesive 
81) for the SAXS analysis. 9,17-19 A redesigned NOA81-fabrication routine now allows the 
production of very thin devices for high X-ray transmission while also maintaining the 
material’s very good solvent compatibility. The resulting microfluidic device is shown in 
Fig.1B while its detailed fabrication routine is explained in the experimental section. This 
routine is soft lithography-based because it uses inverted PDMS-microchannels as a molding 
template. 20,21 Therefore, the high microfluidic design flexibility is maintained which is 
important for rapid prototyping. 1 With this given design control from soft lithography, we 
vary the geometric parameters of the microchannel like channel width (250 to 500 µm) 
tapering ratios (1:10 to 1:2.5; w. r. t. channel width) and -lengths (9:1 to 2:1; w. r. t. channel 
width), as illustrated in Fig.1A. Further, we vary the sample concentration (30 to 0% w/w) 
and flow speeds (100 to 2000 µl h-1). 
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Figure 1 (A) The CAD-based design and use of high resolution photo masks (128 kdpi, JD 
Photo, UK) enable precise control over the microchannel geometries. In this case the shear 
field is controlled by smooth taperings with varying ratios (1:10 to 1:2.5) and lengths (9:1 to 
2:1) with respect to the original channel widths (250 to 500 µm) at a constant channel height 
of 100 µm. Further, the varied relevant experimental parameters include flow speed and 
sample concentration. (B) The resulting NOA81-device and a typical electron micrograph of 
the SU-8 replication template (tapering ratio 3:1, channel width 150 µm). 

Results and Discussion 

SAXS pattern analysis. The microfluidic SAXS scanning setup enables fast sample 
screening of the varying experimental conditions. Each obtained SAXS pattern of a given 
position contains various structural information about the cylindrical micelles, like i.e. particle 
size, unit cell dimensions and orientational distribution; an example SAXS pattern is shown in 
Fig.2. The vertically-positioned crescents in this anisotropic SAXS pattern indicate a parallel 
orientation of wormlike micelles in respect to the (horizontal) flow direction. Additionally, the 
azimuthal peak width contains information about the micelles’ orientation distribution. After 
the radial averaging of this SAXS pattern, the fits and projections can be calculated using the 
analysis software Scatter which yields further structural information about the sample. 22,23 
This sample contains hexagonally closest packed micelles (PEB39-b-PEO102, 30% w/w in pure 
water) which are oriented parallel to the (horizontal) flow direction. Their radius is 10.0 nm 
with varying lengths up to the micron range and a unit cell size of 40.9 nm (1 nm 
displacement, Laguerre distribution with =14). 23 This software also allows the calculation 

of the micelle’s 2D scattering patterns based on the 3D model of hexagonally closest-packed 
cylinders as shown in the image inlay in Fig.2. 23 The fitting parameters are listed in the 
following Tab.1. 
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Table 1 List of fitting parameters for the SAXS-pattern calculation using the analysis 
software Scatter. 22 

Parameter Value 
Model Hexagonally packed 

cylinders (P6/mm) 
Micelle radius , nm 10.0 

Relative standard distribution , 
nm 

0.15 

Cylinder length , nm 73.2 
Relative standard distribution , 

nm 
0.1 

Unit cell dimensions , nm 40.9 
Displacement , nm 1.0 

Radial domain size , nm 213 

Radial domain size , nm 65 
Distribution function type Laguerre 

Distribution function parameter 
 

14 

 

 
Figure 2 The obtained SAXS patterns contain various structural information of the 
cylindrical micelles, like i.e. particle size (r=10 nm), unit cell dimensions (40.9 nm) and 
orientational distribution (Laguerre distribution with =14). The vertical crescents in this 

anisotropic pattern indicate parallel orientation in respect to the flow horizontal direction. 
After the radial averaging of this SAXS pattern, the fits and projections are calculated using 
the analysis software Scatter. 22,23 Further, it is also possible to calculate the 2D scattering 
pattern, as shown in the bottom right corner, based on the corresponding 3D model of these 
hexagonally closest-packed cylinders. 
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Small-angle X-ray scattering is a complementary method that can be correlated to the results 
from other techniques such as micro particle image velocimetry (µPIV), polarization 
microscopy and CFD-simulations which will be discussed over the course of this paper. 
 
Generation of color-coded pixel maps from SAXS data. A fast overview over the obtained 

SAXS patterns of a single experiment is gained by the real-time generation of pixel maps 
based on the SAXS scanning locations. The SAXS pattern’s structural information is then 
used to color-code the individual pixels based on the averaged intensity within micelle-
orientation dependent regions of interest (ROI). The resulting pixel maps of different ROIs 
are shown in Fig.3B. The first pixel map shows the averaged intensity for all micelles 
orientations and gives an impression about the microchannel’s shape. The ROI for the micelle 
orientation parallel to the flow is shown below and the color-coded pixel maps are in good 
agreement with the images obtained from polarization microscopy (Fig.3A). In the SAXS-
based pixelmap we observe that the parallel orientation is strongest in the beginning of the 
tapering, where both extensional and shear forces are applied in flow direction. Parallel 
micelle orientation is also found close to the channel walls where the wall shear is most 
dominant due to the flow of the fluid. The third ROI-based pixel map represents the areas 
where the micelles are rotated perpendicular to the flow due to the dominance of extensional 
forces which are directed vertically to the main flow direction. 2 This perpendicular 
orientation can be also observed well as an orange-colored area in polarization microscopy to 
which the SAXS scanning position can be correlated as indicated in Fig.3A. Lastly, the plus 
45° and minus 45° micelle orientations are shown below and are either the result of parallel 
micelle alignment to the tilted microchannel walls of the tapering or due to the transition from 
parallel to perpendicular orientation. 
 
The effect of the tapering ratio on the perpendicular orientation. The velocity flow field 

in the microchannel and, hence, the shear and extensional forces are varied by changing the 
tapering ratios of the microchannel’s narrow section between 10:1 and 2.5:1 with respect to 
the microchannel width. The flow of micelles through narrow sections under the same 
conditions is studied using polarization microscopy, as shown in Fig.4A. We find that the 
perpendicular orientation, which is indicated by the orange region, has the broadest width 
and is most pronounced at the largest tapering aspect ratio of 10:1. Both the color-intensity 
and the width of the orange stream decrease with wider microchannel taperings. The same set 
of experiments is also studied using microfluidic SAXS of which the resulting color-coded 
pixel maps are shown in Fig.4B,C. These pixel maps share the same color-scale to illustrate 
the relative intensity of re-orientation. Similar to the observed trends using polarization 
microscopy, we find that the re-orientation increases with larger tapering ratios and that less 
perpendicularly orientated micelles are observed with lower the tapering aspect ratios. 
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Figure 3 (A) Polarization microscopic (PM) images of the setup using crossed polarizers with 
a quarter wave plate give an impression about the flowing micelle’s orientation: the blue color 
in the PM corresponds to a parallel orientation, while orange areas correspond to a 
perpendicular orientation of micelles in respect to the flow direction. The channel width is 
500 µm with tapering narrowing down to 50 µm (10:1) over a length of 3500 µm (7:1). The 
micelle concentration is 30% w/w at a flow speed of 200 µl h-1. 
(B) This orientation is confirmed by the SAXS experiments at the P03/MiNaXS beamline 
which can easily be correlated with the PM because the conditions, such as flow speed, 
channel width, tapering ratio and length, etc. are highly reproducible in the microfluidic 
device. The flowing complex fluid is scanned at a given set of positions using the micro-
focused X-ray beam. Each obtained pixel corresponds to a scattering pattern and therefore 
contains the full structural information. 
(C) Color-coding these pixels based on the averaged intensity at a given region of interest 
(ROI) gives a detailed overview over the structural evolution. The basic types of orientational 
distribution in respect to the flow direction are isotropic, parallel, perpendicular, tilted plus 
45° or minus 45°. The color bars of these pixel maps is adjusted individually to express the 
orientation regions more clearly. 
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Figure 4 Comparison of the influence of the tapering ratios on the micelle orientation 
behavior. (A) Polarization microscopic images under the same conditions as the following 
SAXS pixel maps (micelle concentration 30% w/w, 200 µl h-1) which show the regions of 
parallel (B) and perpendicular (C) orientation at different tapering ratios (10:1, 5:1, 2.5:1) 
with respect to the channel width of 500 µm. The color-scale is equal for all pixel maps to 
illustrate the relative intensity of re-orientation. 
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Analysis of the influence of the tapering ratio on the orientation distribution. The 
orientation distribution change along the microchannel has to be considered for the detailed 
analysis of the influence of tapering ratios on the intensity of perpendicular micelle 
orientation. This orientation information can be extracted from a series of SAXS patterns 
from the tapering ratio variation (Fig.4B,C). These vertical scans with microfocused X-ray 
beams, along the microchannel of each tapering aspect ratio, are compared in the Fig.5 
providing a first qualitative analysis.  
 
Here, the first and last rows of SAXS patterns show the parallel micelle orientation close to 

the walls which is indicated by the vertical position of the peaks.  
The second and fourth rows show transition regions where the wormlike micelles change 

from parallel to perpendicular orientation and vice versa. This realignment appears as ‘fish’-
shaped or crescent-like peaks in the SAXS patterns that originate from an asymmetrical 
orientational distribution along the azimuth. The scanning resolution of this transition is 
determined by the size of the X-ray microbeam which is 20x30 µm2 in our experiments. 
Therefore, the observed ‘fish’-shape could originate from a much sharper transition region 
that is smeared by the overlaying X-ray beam of two scanning positions at parallel and 
perpendicular micelle orientation. However, the color transition in polarization microscopic 
images suggests a smooth orientation transition. A smaller microfocused X-ray beam could be 
used to resolve this region in more detail and study this transitional layer in more detail.  
 
The central part of the microchannel scan is shown in the third row. We find that the micelle 

orientation distribution strongly depends on the tapering aspect ratio. In case of the 10:1 
ratio, almost all micelles are aligned perpendicularly to the flow which is indicated by the 
peak in horizontal position. However, the horizontal peak intensity and, hence, perpendicular 
micelle orientation decreases with lower tapering ratios. In case of the 2.5:1 ratio, the SAXS 
pattern shows a more isotropic orientation characteristic with a preferred parallel orientation. 
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Figure 5 The detailed SAXS analysis is based on a vertical line scan across the microchannel 
at the tapering exit, as indicated by the long black arrow in the polarization microscopic 
image at the top. Below, the SAXS-patterns of womlike micelles in parallel and perpendicular 
orientations as well as the transitional stage are shown. Here, the ratio decreases with each 
column from left (10:1) to right (2.5:1). The red box marks the SAXS-patterns with are 
analyzed in more detail in Fig.6. 
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Next, this trend can be analyzed quantitatively by choosing a cake-like ROI of the SAXS 
patterns and calculating the azimuthally averaged intensity as indicated in Fig.6A. This 
averaging results in angle-dependent intensity curves which contain the peak intensities, -
widths and -rotation angles of the parallel and perpendicular micelle orientations at the 
specific scan position in the microchannel. These curves at the central scan positions (see 
mark in Fig.6A) for all three taperings are combined in a single graph (Fig.6C) which gives 
an overview over the peak intensity changes. This graph reveals that the overall measured 
intensity stays constant and that only the orientation distribution changes with the tapering 
ratio. The peak of the parallel orientation at this central scan position (Fig.6C) decreases with 
a raising tapering ratio while the perpendicular orientation peak raises accordingly.  
For a better general overview, this extraction process of angle-dependent intensity curves 

(see Fig.6C) is performed for the complete series of SAXS patterns. The results of the three 
vertical scans are then combined in individual 2D plots which are shown in Fig.6B where the 
color represents the extracted peak intensities. These 2D color plots now allow to 
differentiate between two regions of orientation intensity which are based on the parallel or 
perpendicular micelle orientation. Similar to the described orientation trends from above, we 
find that the relative peak intensities change with the tapering ratio where the most 
pronounced perpendicular orientation is found in the central part of the channel with a 
tapering ratio of 10:1. In case of the 5:1 ratio, the non-parallel orientation is weaker, but still 
clearly visible and has about the same intensity level as the parallel orientation. This trend 
continues with the 2.5:1 tapering ratio where the non-parallel orientation merely reveals itself 
as an isotropic orientation distribution with a preferred parallel orientation.  
 
These micelle re-orientation shifts can also be quantified by the intensity ratio  which we 

define as 

 
This ratio describes the relation between the summed peak intensities of micelles with 

perpendicular orientation (  from 61 to 117°) with the combined peak intensity sums of 

parallel and perpendicular micelles (  with  from −37 to 40°). This measure allows to 

correlate the relative peak intensities from the SAXS experiments with the orange/blue-
contrast observed in polarization microscopy. We find that a value of = 0.1 corresponds to 
the blue-colored regions with a preferred parallel micelle orientation, i.e. in proximity to the 
channel walls. The weakly orange-colored region at low tapering ratios (2.5:1, see Fig.4A) 
can be observed at = 0.25 which corresponds to an isotropic micelle distribution. Regions 
with a more pronounced orange color which can be found at higher tapering ratios (5:1 & 
10:1, see Fig.4A) indicate that the orientation distribution is dominated by a perpendicular 
micelle alignment with -values > 0.35. 
 
The observed trends can also be verified by microparticle image velocimetry (µPIV) in the 

following section of this paper. 
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Figure 6 Extended overview over the micelle orientation distribution analysis from the SAXS 
pixel maps in Fig.4B,C. (A) By azimuthally averaging a cake-like slice from the SAXS image, 
it is possible to study and quantify the micelle’s orientation distribution. (C) The resulting 
angle-dependent peak intensity curves reveal the influence of the microchannel’s tapering 
ratio on the orientation distribution. (B) This effect can be studied in more detail by 
extracting the azimuthally averaged curves for all positions across the microchannel directly 
after the tapering and for different tapering ratios. The results are combined in 2D color maps 
of the angle-dependent peak intensity which give an overview over the micelle orientation 
changes across the microchannel that are quantified by the intensity ratio . 
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µPIV as a complementary analysis technique. The trends which have been described 
above can also be measured, supported and quantified by microparticle image velocimetry 
(µPIV). This technique is complementary to the other experiments (polarization microscopy, 
SAXS-mapping) and involves the addition of small tracer particles to the fluid (1.65 µm 
radius, PDI 1.01). The perpendicular flow orientation of the micellar solutions is maintained 
after the addition of small spheres, as shown in Fig.S2 in the supplemental information. Their 
motion results from the fluid flow and can be captured using a high speed camera at very fast 
frame rates (11 000 s-1). The µPIV-measurements have been performed for the same three 
tapering ratios as above, but at a shorter length ratio (2:1 vs. 7:1 w. r. t. the channel width) 
due to the camera’s field of view. The captured frames are then correlated using the software 
JPIV which yields the velocity vector field inside the microchannel which is shown in 
Fig.7A/8A. 24  
Next, the relevant velocity vector components in x- and y-direction can be extracted from 

these three vector fields at the widening channel sections of each tapering variation as 
indicated by the black arrow in Fig.7A/8A. Plotting the vector components against the 
position inside the microchannel yields the x- and y-velocity patterns, as shown by Fig.7B/8B. 
These graphs combine the velocity patterns of the three different tapering ratios to point out 
the relative changes of the curves. 
 
To study the perpendicular micelle orientation in more detail, the gradients of the above 

velocity curves (Vx, Vy) are derived which yields the shear rate  (red dots) and extensional 

rates  (black dots) respectively, as shown in Fig.7C/8C. These curves describe the change of 
velocities in x- or y-directions and clearly show that extensional forces in y-direction 
dominate in the central part of the microchannel. The re-orientation effect’s area of influence 
can be described by calculating the ratio between extensional- and shear rate ( ) and 
mapping the results across the measured positions. 2 A collective overview over the 2D PIV 
maps at different experimental variations is given in Fig. S3 of the supplemental information. 
 
µPIV analysis of varying taperings. The µPIV experiments show that the micelles in the 

widening section of the tapering are oriented perpendicularly to the flow due to the 
extensional forces in y-direction. This requirement is met in widening taperings. The higher 
the (widening) tapering ratio is, the stronger will the micelles be oriented perpendicularly. 
This is in agreement with the above results from polarization microscopy (intensity and 
contrast of orange color) and the SAXS-analysis (peak orientation, -values) which both 
show that the perpendicular micelle orientation is strongest with high tapering ratios.  
To study the wormlike micelle system, the µPIV-measurements are performed for the 

generation of velocity vector maps as shown in Fig.7A. In these experiments, only the three 
tapering ratios are varied while the other experimental conditions are kept constant (250 µm 
channel width, 2000 µl h-1, 2:1 length ratio, polymer concentration 10% w/w in pure water). 
The measured velocity profiles show the same trend, as described above, that the flow in y-
directions (Vy) is stronger for the 10:1-tapering (black curve) compared to the 2.5:1-tapering 
(blue curve), as shown in Fig.7B right. The x-velocity profiles (Vx) in the central part of the 
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different microchannels vary only slightly, but they increase towards higher tapering ratios 
(black curve) as depicted in Fig.7B left. As a consequence, both extensional- and shear rates 
grow with higher tapering ratios which is shown in Fig.7C. 
 
Since the micelles’ orientation in the first half of the tapering is parallel to the flow, it is clear 

that the micelles are only re-oriented in the presence of y-elongating forces which also have to 
outweigh the present x-orienting shear-forces. Consequently, the tapering ratio design has 
great implications for controlling the perpendicular orientation of anisotropic particles 
because of its importance for fiber spinning and crystallinity tuning. 12-16 

 
Figure 7 µPIV and experimental flow patterns for the study of the tapering ratio influence on 
the micelle’s orientation distribution. The channels have a width of 250 µm with a 2:1 length 
ratio. The micelles with a concentration of 10% (w/w polymer in pure water) flow at a rate of 
2000 µl h-1. The tapering ratios are varied from 10:1to 2.5:1 for these experiments. The data is 
obtained experimentally by microparticle image velocimetry using polystyrene spheres 
(1.65 µm radius, PDI 1.01) and a high speed camera at ca. 11 000 frames per second and can 
be used to generate (A) velocity fields, (B) velocity profiles and (C) shear- & extensional 
rates. 
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The influence of concentration on the perpendicular orientation. Additionally to the 
tapering variation, the flow velocity fields of different polymer concentrations were also 
measured to study its influence on the perpendicular micelle alignment and how the 
orientation effect is altered. These measurements are performed for three concentrations 
(25%, 10%, 0%; all w/w in pure water), while keeping the other experimental conditions 
constant (250 µm channel width, 2000 µl h-1, 10:1 tapering-, 2:1 length ratio). The resulting 
velocity fields are shown in Fig.8A.  
 
From the velocity pattern in x-direction (Vx), it becomes obvious that the particles in pure 

water (0%, blue curve) show a Newtonian parabolic flow profile with a maximum of ca. 
68.9 mm s-1. With raising concentrations (25%, black curve), the liquid’s flow profile widens 
in the central part of the channel where it becomes relatively flat with a lower, but broader 
maximum velocity of ca. 33.8 mm s-1. This behavior is typical for shear thinning non-
Newtonian fluids as is the resulting plug-like flow. 2 This results in a decrease of x-orienting 
shear forces in the central region of the microchannel. 
The velocities in y-direction (Vy) increase only slightly with increasing polymer 

concentrations. The Vy-curves start with a velocity of ca. 0 mm s-1 in the channel center which 
increases towards the channel walls to a value of ca. 12.5 mm s-1 before it slows down again. 
The algebraic signs indicates the different flow directions. These velocity turning points move 
out further towards the walls with increasing polymer concentrations, as shown in Fig.8B-
right. 
 
As shown in Fig.8C, the wide region in the center of the microchannel, where the 

extensional rate outweighs the shear rate, decreases noticeably with smaller polymer 
concentrations. This decrease leads to higher shear rates (Vx) due to the steeper parabolic 
velocity profile in x-direction. Fig.8C also points out that the extensional rate is larger at 
higher concentrations. Hence, increased shear thinning propagates the perpendicular micelle 
orientation due to the flow’s plug-like flow nature which shields the micelles in the channel 
center from the wall shear and which enhances the effect of the extensional rate. 
 
It has also been demonstrated that non-Newtonian computational fluid dynamics (CFD) 

simulations help to predict this effect and that this route can deliver theoretical data that are 
in very good agreement with experimental results obtained to µPIV. 2 Therefore, the present 
system is studied using CFD simulations as well to understand the influence on the sample’s 
rheological properties on the perpendicular orientation. The results are described in a later 
section of this paper. 
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Figure 8 µPIV and experimental flow patterns for the study of the concentration influence on 
the micelle’s orientation distribution. The channels have a width of 250 µm with a 10:1 
tapering-, 2:1 length ratio. The micelles’ flow speed is 2000 µl h-1 at varying concentrations 
(25%, 10%, 0% w/w polymer in pure water). (A) The velocity fields of different polymer 
concentrations are measured experimentally by microparticle image velocimetry using 
polystyrene spheres (1.65 µm radius, PDI 1.01) and a high speed camera at ca. 11 000 frames 
per second. (B) Line cuts of the velocity profile in flow direction (left) and perpendicular to 
the flow (right) in the widening tapering at the position indicated by the black arrow in (A). 
(C) Line cuts of the corresponding shear rate (red) and extension rate (black) of (B) at 
different polymer micelle concentrations. 

The interplay of different experimental parameters on the perpendicular orientation. 
The SAXS- and µPIV-results have shown that polarization microscopy is a valuable and 
precise tool for the analysis of the orientation of micelles. Therefore, the interplay of different 
experimental parameters and their influence on the micelle orientation are studied using 
polarization microscopy. This multi-parameter screening involves a range of flow rates (100 
to 1000 µl h-1), length- (9:1 to 5:1; w. r. t. channel width) and tapering ratios (10:1 to 2.5:1; w. 
r. t. channel width). The resulting width of the orange region is then measured directly after 
the tapering as indicated by the black arrows in Fig.9A,B. 
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The first set of experiments compares the effect of the flow speed and is shown in Fig.9A. 
The polarization microscopic images show that the perpendicular region’s width decreases 
with higher flow speeds. This can be explained by the stronger wall shear which lowers the 
viscosity of the non-Newtonian sample that changes the sample’s velocity profile towards a 
more parabolic shape. Consequently, the region where the extensional force in y-direction 
dominates the micelle orientation decreases. The extensional flow in y-direction is determined 
by the tapering geometry and does not change with varying flow speeds.  
 
Additionally to the flow speed data, Fig.9A right also contains a variation of tapering lengths 

which are varied from 9 to 5 times the channel width. We find that longer taperings increase 
the parallel-orienting effect of increased flow speeds because the area where shear from the 
walls can be applied to the sample is larger. This is shown by the decreasing relative widths of 
the orange perpendicular orientation region in Fig.9A right. 
 
Next, the tapering ratios are varied which leads to results which are similar to the 

experimental series that have been discussed above, i.e. in Fig.4A. Varying the tapering length 
ratios reveals that the orange region or perpendicular micelles is decreased with longer 
taperings, as shown in Fig.9B right. 
 
The interplay of all varied experimental parameters can be summarized in 3D multi-

parameter spaces as shown in Fig.9C. The polarization microscopic images for all conditions 
are analyzed and the width of the orange sections of perpendicularly orientated micelles after 
the tapering is plotted against the different variables that define the 3D volume. The graphs 
show that the points of a given data series span a bended plane which lowers towards higher 
length ratios, faster speeds and lower tapering ratios. This is in agreement and sums up the 
experimental observations discussed above.  
 
Based on each series’ slope differences, this multi-parameter variation allows to rank the 

effects by their relative strength. The micelle concentration was not varied in this series, but 
as shown above and in the µPIV-results overview (Fig. S3), higher micelle concentrations 
and more pronounced shear thinning of the samples strongly enhance the re-orientation 
effect. Therefore, the combined results yield the following hierarchy for the tendency to 
enhance the perpendicular orientation of anisotropic particles after narrow taperings: tapering 
ratio (y-orienting extensional rate) > concentration (plug-flow and non-Newtonian behavior) > 
length ratio (wall shear surface) > flow speed (wall shear intensity). 
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Figure 9 Parameter variations for the study of cylindrical micelle flow orientation using 
polarization microscopy. The orange region of perpendicular oriented micelles decreases in 
width with increasing flow speeds (A), lower tapering ratios (B) and increasing length of the 
tapering (A, B right). An overview of the combined parameter variations is given in (C). The 
channel width is 250 µm with a micelle concentration of 30% w/w throughout the 
experiments. 

Influence Analysis of the rheological properties on the orientation distribution. Since the 
fluid dynamics of a sample depend on its rheological parameters, these parameters can be 
used to predict the fluid flow behavior. As demonstrated earlier for the non-Newtonian flow 
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of wormlike micelles, numerical CFD-simulations that are based on experimental rheometric 
data are in good agreement with the results from small-angle X-ray scattering, polarization 
microscopy and microparticle velocimetry. 2 Since the current system is based on the same 
block copolymer (PEB39-PEO102, Evonik), we assume the CFD-simulations to be also valid 
for predicting the general trends of the fluid’s flow when the rheometric sample parameters 
are varied theoretically. The viscosity change of the micelle solution is described by the Cole-
Cole- (or Cross-) equation which is given in the experimental section of this paper. From this 
formula, the zero shear viscosity  as well as the internal relaxation time  are varied in a 
series of CFD-simulations. For this, three different values for each parameter are chosen 
while all other parameters are kept constant, as summarized in Tab.1. An overview over the 
rheological curves that result from these parameter combinations are shown in Fig.10A. The 
different colors correspond to the varying zero shear viscosities while the symbol shapes 
change with varying internal relaxation times. These variations are to represent the 
rheological changes of a sample with different concentrations or types of anisotropic particles 
to study the general trends. Although similar rheological property-changes could also be 
achieved and studied experimentally, this CFD-simulation-based approach is easier to control 
and less time-consuming. 
 
These different rheological curves for defined parameter variations are then used in the 

CFD-model to describe the fluid’s rheometric properties. 2 Next, the resulting velocity flow 
fields from the simulation (not shown) are used to calculate the shear and extensional rates. 
As shown by the µPIV-experiments and polarization microscopy, the regions of perpendicular 
micelle orientation can be found where the extensional rate  is comparable to the shear rate 

.2 Therefore, this ratio ( ) is used to color-code the simulated fluid flow inside the 
microchannel taperings. The resulting 2D color maps are arranged according to the 
parameter changes and shown in Fig.10B. An orange color in these 2D plots corresponds to a 
region where the micelle orientation is typically found to be perpendicular  exceeding a value 
of 0.14. Accordingly, the blue area represents the regions of preferred parallel orientation 
with a ratio below 0.14. 
 
The simulated results clearly show that the sample’s zero shear viscosity  has a strong 

influence on the width of the orange region after the tapering.  The higher the initial viscosity 
of the sample, the more pronounced is the plug-like flow of the sample and the greater is the 
shielding of the central micelles against the wall-induced shear. 
 
The internal relaxation time  controls the capability of the micelles in the center to change 

their orientation while flowing through the tapering. Since this is a continuously flowing 
sample, the geometric shear field of the tapering can be seen as a re-orientation impulse. The 
shorter the internal relaxation time, the more are the anisotropic particles capable of reacting 
to this impulse and change their orientation according to the strongest orienting force. 
Further, the shorter the internal relaxation time, the less are the anisotropic particles affected 
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by wall shear effects because their viscosity starts to decrease at higher shear rates. 
Consequently, rheological properties that are typical for non-Newtonian samples, like i.e. 

shear thinning and plug-like flow, strongly increases the tendency to find perpendicularly 
oriented micelles in microchannel after confined geometries. This observation is in agreement 
with the above-discussed results from small-angle X-ray scattering, polarization microscopy 
and microparticle image velocimetry. 

 
Figure 10 CFD-simulations based on theoretical variation of rheological sample parameters. 
(A) Curves are calculated based on the Cole-Cole-equation (see experimental section) that 
describe the fluid’s viscosity change under the influence of shear. (B) CFD-simulation results 
that show color plots of the ratio ( ) between the extensional rate  and the shear rate . 
The orange color represents the regions where the micelle orientation is typically found to be 
perpendicular (SAXS, µPIV, polarization microscopy) because the mentioned ratio exceeds a 
value of 0.14. Accordingly, the blue area represents the regions of preferred parallel 
orientation with a ratio below 0.14. 
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Experimental 

Preparation of Cylindrical Micelle Solution. The formation of wormlike micelles is based 
on the self-assembly of the amphiphile block copolymer PEB39-PEO102 (lyophilized before 
use, mean Mw = 7,700 g mol-1, Mw/Mn = 1.06, Evonik). 25-27 The polymer is dissolved in pure 
water (Millipore-quality with a resistivity of 18.1 MΩ cm-1), homogenized using an 
UltraTurrax T8 (IKA Werke GmbH) and stored at room temperature for three weeks to 
allow the copolymer to swell. Prior to the use in microfluidic devices the solution was filtered 
through a polytetrafluorethylene filter with 5 µm pore size. 
 
Preparation of monodispere polystyrene (PS) tracer spheres for µPIV. The µPIV-

experiments require to add small spherical tracer particles to the samples (4% w/w). The 
dispersion polymerization synthesis and characterization of these monodisperse polystyrene 
spheres (1.65 µm radius, PDI 1.01) is described in detail elsewhere. 28 To avoid clogging of 
the PS-spheres to the PDMS-microchannel walls, the particle hydrophilicity is increased by a 
treatment with polyacrylic acid (PAA, 1 g/l in 100mM NaCl) for 15 min under continuous 
shaking. 28 The excess of PAA was removed by re-suspending the particles three times with 
pure water (Millipore quality). 
 
Microfluidic (SAXS) device fabrication. The microchannels are designed using 

AutoCAD 2013 (Autodesk) and printed on a high-resolution emulsion film mask (JD 
Phtoto). An example of the channel geometry is shown in Fig.1A. The subsequent fabrication 
of master-templates for replication and PDMS-devices (sealed with glass-slides) for 
polarization microscopy and the µPIV-experiments are based on standard soft lithography 
which is described elsewhere. 20,21 This process involves spin coating the photo resist SU-8 50 
(Microchem) onto polished silicon wafers (Si-Mat) for controlled channel heights (100 µm) 
and is illustrated in Fig.S41. The fabrication for the SAXS-compatible NOA81-devices 
includes an additional microstructuring step using a mask aligner (Süss Mikro Tec) for the 
generation of a two-layer microstructure as pointed out in Fig.S42. The first SU-8-layer 
enables to control the window thickness by adding an additional gap layer next to the 
microchannels for the experiments. The second layer contains the microchannels for the 
liquid flow (and the second layer of the gap structure). The final SU-8-master template is 
then replicated using standard PDMS-based soft lithography using Sylgard 184 (Dow 
Corning) as illustrated in Fig.S43. 20,21  
Next, the PDMS-replica is used for microstructuring the UV-curable adhesive NOA81 

(Nordland). 17,18 This method is based on a NOA-PDMS-hybrid routine that is described 
elsewhere, 9 but it is modified to allow an improved solvent compatibility. 18 Instead of drilling 
holes through the finished device and sealing it with PDMS, glue and tapes, a different 
approach was used.  
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First, holes are punched into the replicated PDMS microchannel-template using a biopsy 
needle (Harris Uni-Core). Next, the tubings which only serve as a template, are inserted into 
these holes before the liquid NOA81 is poured over the PDMS-template. A flat PDMS-block 
with the intended scan-window size is laid over a liquid NOA81-drop which spreads itself. 
The two-layered gap structure next to the microchannels control the device material height in 
this step, while the liquid NOA81-drop next to the template-tubings should have a height of 
ca. 2-3 mm. After UV-curing, the PDMS-block and the template tubings are removed before 
the open microchannels are sealed with a thin NOA81-film which was prepared in a similar 
fashion: no template-tubing, gap structures and flat (or alternatively 3D-microchannel-
structured). The sealing of the device with a second NOA81-film by UV-curing is possible 
because the gas-permeability at the PDMS-NOA81-interface inhibits the complete curing. 9 
This inhibition leaves a thin curable layer for the device sealing at the NOA81-surface. 
 
The resulting NOA81-based microfluidic device is very thin in the X-ray microbeam 

scanning area (ca. 250 µm) with a homogenous channel height and the microfluidic device has 
a very low X-ray background signal. Further, the increased material thickness at the inlets, 
which were formed by the template-tubings, allow to attach the tubings directly to the device 
without using an additional tubing-interface PDMS-layer as described earlier. 9 Therefore the 
full solvent compatibility of NOA81 (i.e. water, unpolar organic solvents, etc.) is maintained. 
18 For compatibility with higher pressures and to guarantee reliable, stable tubing interfaces 
(i.e. for precious synchrotron beamtimes), it is suggested to glue the tubings to the device 
using two-component epoxy glues (Loctite, Henkel). 
 
Microscopic setups. The polarization microscopic experiments are recorded using the inverted 

microscope Axiovert S100 (Zeiss). The orange and blue color representation originates from 
using crossed polarizers and a quarter wave plate. The images are recorded using a Nikon 
D7000 camera. 
The microparticle image velocimetry setup involves an IX71 inverted microscope (Olympus) 

with a 100 W tungsten light that was focused onto the sensor of a Phantom v9.1 (Vision 
Research) high speed camera (2 µs minimum exposure, maximum rate of 2 Gpx s-1). The 
recorded video frames are analyzed using the open source software package JPIV which 
generates velocity fields by correlating the captured frames. 24 
 
COMSOL simulation 
The CFD-simulations are performed in COMSOL Multiphysics 4.2a using a previously 

described model for non-Newtonian fluid in tapered microchannels of which the theoretical 
background is described elsewhere. 2 The underlying microchannel geometry is adjusted to 
the existing devices (250 µm channel width, 5:1 tapering-, 2:1 length ratio, 100 µm height) at 
a flow rate of 2000 µl h-1. The screening mainly involved a variation of the rhological 
properties of the sample which are described by the Cole-Cole- (or Cross-) equation: 29-31 
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with the zero shear viscosity , the high-shear viscosity , the internal relaxation time  

and the power law exponent  characterizing the shear thinning between  and . The 
modeling parameters are listed in the following Tab.1. 
 

Table 1 List of modeling parameters for the CFD-simulations including the rheological 
parameter variations. 

Parameter Value 
Flow rate , µl h-1 2000  

Flow speed , m s-1 0.0222 

Zero shear viscosity , 
Pa s 

19522; 195.22; 1.9522  

High shear viscosity , 
Pa s 

0.1 

Internal relaxation time 
, s 

388.5; 38.85; 3.885 

Power law exponent  0.99 
Density , kg m-3 998.2 
Temperature , K 293.15 

Channel width , µm 250 

Channel height , µm 100 

Tapering ratio  10:1 

Tapering length ratio  2:1 
 

 
Device operation at the PETRAIII synchrotron (P03 beamline, HASYLAB/DESY). The 
microfluidic SAXS scanning experiments are performed at the Micro- and Nanofocus X-ray 
Scattering beamline (MiNaXS) in Hamburg, Germany. The fluid flow is controlled using 
high-precision syringe pumps (Nemesys, Cetoni GmbH). After the collection of the relevant 
background data from the microchannel and an extended flow equilibration time at a flow 
rate of 200 µl h-1, the SAXS-mapping scans are commenced. The microfocused X-ray beam 
for these scans has a wavelength of λ = 0.095 nm with a width of 20 µm and a height of 30 µm. 
The SAXS patterns are recorded at a distance of 4840 mm with integration time of 0.5 s using 
a digital detector (Pilatus by Dectris) with a pixel size of 172 µm by 172 µm with. 
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Conclusions 

In conclusion, we have performed a fundamental study of the re-orientation of anisotropic 
particles in confined geometries for a wide range of experimental conditions.  
 
We also demonstrated in great detail how multiple analysis techniques can be used and 

combined in a complementary way taking advantage of the highly reproducible design control 
provided by microfluidics. Next to the here-demonstrated correlation of fluid dynamics to 
structural information, the combination of complementary methods is also applicable and 
extendable to other methods and more experiments, such as flow field analysis for mixing 
experiments, following synthetic reaction kinetics and mapping nucleation and growth 
processes. 5,6,9,32-34 
 
Using complementary analysis tools, including small-angle X-ray scattering, microparticle 

image velocimetry, polarization microscopy and CFD-simulations, we could identify design 
rules for predicting and controlling the perpendicular re-orientation of anisotropic particles 
after narrow sections. A relative ranking according to the effectiveness for perpendicular 
alignment of anisotropic particles is derived as: tapering ratio (y-orienting extensional rate) > 
concentration (plug-flow and non-Newtonian behavior) > length ratio (wall shear surface) > flow 
speed (wall shear intensity). The regions for perpendicular orientation can be controlled with 
further precision by tuning the rheological properties of the sample, i. e. like the zero shear 
viscosity and the internal relaxation time. Consequently, the perpendicular orientation of 
anisotropic particles can be maximized by increasing the tapering ratio, shortening the 
tapering, minimizing the flow speed and increasing the sample’s plug-flow by increasing its 
high zero shear viscosity and shortening its internal relaxation time or vice versa for 
maintaining and increasing parallel alignment. 
 
In summary, the here presented study provides conditions for controlling the orientation of 

anisotropic particles. A strong parallel orientation is of great importance for the spinning of 
fibers because its typically leads to increased crystallinity in the fiber and, hence, better 
mechanical performance. 12,35 However, the perpendicular orientation of particles can also be 
of great interest for applications that involve electrical or thermal transport perpendicular to a 
surface, such as in isolating materials or hybrid solar cells. 36-38 
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Supplemental Information 

 
Figure S1 Experimental setup for capturing structural information of complex fluids in situ at 
the microfocus beamline P03/MiNaXS at the highly brilliant synchrotron source PETRA III 
(HASYLAB, DESY). 11 The typical experimental setup consist of three fundamental 
elements: microfocused X-ray beam, X-ray compatible microfluidic device and X-ray 
detector. This combination of microfluidics and X-ray microbeams is a powerful experimental 
technique which offers various advantages compared to non-continuous SAXS experiments.  

 

 
Figure S2 Polarization microscopic image for the illustration that the perpendicular micelle 
orientation effect is maintained after the addition of small polystyrene tracer spheres (1.65 µm 
radius, PDI 1.01). 
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Combined µPIV-analysis. To get a better overview over the re-orientation effect and extend 
the above PIV analysis, the measured µPIV-data is used to calculate the ratio between the 
extensional- and the shear-rate ( ). The corresponding 2D color maps are generated from 
these calculated ratios for all positions, as shown in Fig.S3. In these graphs, the red areas 
indicate the areas where the micelles are oriented parallel to the flow due to dominating shear 
forces in flow direction. The blue color mark the regions where perpendicular-oriented 
micelles are observed because the extensional forces perpendicular to the flow exceed the 
forces of the parallel shear. 
 
Since the 2D graphs are based on the ratio of extensional and shear rates, little noise is 

strongly amplified due to its very flat velocity profile at lower flow rates (division by ‘close to’ 
zero). Therefore these regions appear as speckled patterns (i.e. Fig.S3C left) where 
homogenous regions of perpendicular micelle orientation are observed in polarization 
microscopy. 
 
The tapering ratio variation is analyzed and similar to the results from SAXS, polarization 

microscopy and CFD-simulations, we find in the µPIV-experiments that the regions for 
perpendicular orientation in all taperings and the perpendicular orientation are most 
pronounced at higher tapering ratios (Fig.S3A). Here, the strength of extensional forces 
perpendicular to the flow strongly dominate micelle orientation compared to parallel-directed 
shear forces. 
 
The concentration variation reveals that perpendicular orientation of anisotropic particles can 

also be expected of Newtonian fluids, but only in the channel’s center region where the x-
velocity profile has its turning point with low shear rates close to zero. In case of the non-
Newtonian fluids, the flow profile becomes relatively flat at high concentrations. This leads to 
a plug-like flow profile which shields the parallel-orienting wall shear and the perpendicular 
micelle orientation is maintained. 
 
The varying flow speeds supports the characteristic, that the perpendicular micelle orientation 

decreases with higher flow speeds, which is demonstrated above in Fig.9. 
 
In summary, the highest perpendicular micelle orientation is observed after taperings with 

high aspect ratios, at high micelle concentrations and low flow speeds (Fig.S3). 
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Figure S3 Overview over the ratio between extensional- and shear rate ( ) which is 
plotted in 2D PIV maps across the microchannel at different experimental variations: (A) 
tapering ratios from 10:1 to 2.5:1 (2000 µl h-1, polymer concentration 10% w/w in pure 
water), (B) polymer concentrations from 25% to 0% (all w/w in pure water, 5:1 tapering 
ratio, 2000 µl h-1) and (C) speeds from 100 µl h-1 to 1500 µl h-1 (10:1 tapering-, polymer 
concentration 10% w/w in pure water). All experiments were performed in 250 µm-wide 
microchannel with a 2:1 length ratio. The red color represents the regions where the shear 
rate  dominates the flow which leads a stronger parallel micelle orientation. The blue color 
marks the regions where the stronger extensional rate  leads to perpendicularly oriented 
micelles. The speckles in the straight sections of the microchannel are the result of data noise 
due to the relatively flat velocity profiles of the non-Newtonian fluids. 
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Figure S4 Illustration of the device fabrication of X-ray compatible microfluidic devices. 
(1,2) A polished silicon wafer is spin coated with a photo resist and exposed with UV light in 
a multi-layer-lithographic process. (3) The resulting microstructured master is replicated 
using PDMS. 20,21 (4) The PDMS-master is then used as a replication template for NOA81. 9 
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7.3 Microfluidic Liquid Jet System with compatibility for 
atmospheric and vacuum conditions 

Martin Trebbin,1 Kilian Krüger,1 Daniel DePonte,2,3 Stephan V. Roth,4 Henry N. 
Chapman,3 and Stephan Förster1* 

1 University of Bayreuth, Physical Chemistry 1 
2 SLAC, Stanford, California, USA. 
3 CFEL, DESY, Hamburg, Germany. 
4 HASYLAB, DESY, Hamburg, Germany. 

We present microfluidic chip based devices that produce liquid jets with micrometer 
diameters while operating at very low flow rates. The chip production is based on 
established soft-lithographical techniques employing a three-layer design protocol. This 
allows the exact, controlled and reproducible design of critical parts such as nozzles and 
the production of nozzle arrays. The microfluidic chips reproducibly generate liquid jets 
exiting at perfect right angles with diameters between 20 µm and 2 µm; under special 
circumstances even down to 0.9 µm. Jetting diameter, jet length, the domain of the 
jetting/dripping instability can be predicted and controlled based on the theory for liquid 
jets in the plate-orifice configuration described by Gañán-Calvo et al. Additionally, 
conditions under which the device produces highly reproducible monodisperse droplets at 
exact and predictable rates can be achieved. The devices operate under atmospheric and 
under vacuum conditions making them highly relevant for a wide range of applications, 
for example at free-electron lasers. Further, the straightforward integration of additional 
features such as a jet-in-jet is demonstrated. This device design has the potential to 
integrate more features based on established microfluidic components and become a 
standard device for small liquid jet production. 
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Introduction 

The generation of liquid jets with diameters in the micron- or sub-micron range are of high 
relevance in many technologies such as microfiber spinning,1-7 inkjet printing,8-10 the 
microanalytical dosing of liquids, 11,12 mostly applied for pharmaceutical formulations13,14 and 
in microbioanalytics.15,16 A very challenging example of the latter is its use at free electron 
lasers (FEL) to provide sub-micron diameter liquid jets for femtosecond X-ray 
nanocrystallography.17,18 The enormous intensity of the X-ray pulses at FELs demands a 
continuous stream of fresh sample, in some cases also at high vacuum conditions, which can 
be realized by the generation of very small liquid jets that consume only very small amounts 
of sample over time. 
 
Thin liquid jets can be generated based on the principles of hydrodynamic focusing using gas 

sheath developed by Gañán-Calvo et al.19-22 Microjets can also be realized by other techniques 
such as high-pressure liquid flows or electric fields (electro-spinning).1,3,5 
 
The success of pressurized gas systems is based on the gas dynamic virtual nozzle (GDVN)-

principle where the liquid enters a volume which is completely filled with pressurized gas that 
is moving towards the nozzle’s exit. This gas flow controls the liquid’s shape and flow, 
forming a continuous liquid jet that is smaller than the liquid inlet geometry and that exits the 
nozzle without wall contact. Hence, nozzle clogging is essentially eliminated as an 
experimental concern and sub-10 µm jets and droplets will only be feasible using the GDVN-
principle.5,23,24 Further, the underlying physics of the GDVN-principle is well understood 
which helps to create devices that allow resilient jetting of a wide range of liquid samples with 
only very little consumption of sample over time.14,25-31 As an example, recent publications 
show that sub-micrometer liquid jets at flow rates around 75 µl h-1 are possible using this 
principle.32,33 This high efficiency of sample consumption for the generation of continuous 
liquid jets is a key element for microanalytical applications.17,34-37 
 
Current realizations of pressurized gas devices for the generation of liquid jets use either a 

plate-orifice configuration or co-axial glass capillaries5,23 of which the latter are particularly 
used for free electron lasers.17,19,23,24,29,35-48 A recent publication also describes a hybrid GDVN-
design that incorporates glass-capillaries within a microfluidic channel structure, but the 
liquid jets are only generated within the closed channel geometry.24 
 
The production of such glass capillaries requires complex production steps such as flame 

polishing, careful alignment of the inner and outer glass capillaries, and final grinding of the 
tip.23,24,29,32,44,49,50 The jetting capability can only be assessed after fabrication, thus limiting the 
production efficiency. Although FEM-simulations have been performed to predict jetting 
performance in glass capillary nozzles,32 variations in nozzle dimensions during 
manufacturing can lead to deviations from the targeted design. This complex fabrication 
process and complicated geometry control currently limits their availability. Alternatives 
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which satisfy the raising demand for such liquid jet delivery systems are greatly required. 
Further, there is a great need to implement additional features such as micromixers or nozzle 
arrays for advanced multi-functional automated sample delivery. 
 
Microfluidics has become a powerful technology for the handling and manipulation of very 

small fluid volumes. Devices are easy to fabricate and can contain components for mixing,51-54 
sorting,55-59 monitoring,60,61 injecting,62-66 and many other applications.67-72 Especially the 
development of microfluidic devices as an experimental sample environment for (microfocus) 
X-ray experiments have made enormous progress in the recent years.73-88 These devices are 
designed for X-ray transmission measurements in closed microchannels. With the advent of 
high-intensity sub-micron X-ray beams many devices are not useful because of beam 
degradation and high X-ray background of the chip materials in the beam. Here micro liquid 
jets, produced by established microfluidic technology would be highly desirable. 
There have been only few examples of microfluidic devices that were used for the generation 

of free liquid jets.89,90 These devices have been optimized to perform fast mixing experiments 
at 3rd generation synchrotron sources based on hydrodynamic focusing at very high flow 
rates. As a consequence, the devices will operate in the jetting regime, but require samples 
that are available in sufficient amounts. Another approach to deliver samples in mid-air could 
be the use of sprays using microfluidic spray dryers that are designed for drug formulation.89-

91 
 
In this paper we present the development, fabrication and testing of easy-to-build 

microfluidic micron-size liquid jet devices which run essentially clogging-free due to their 
GDVN-based design.23 Further, these devices are capable to operate under atmospheric and 
vacuum conditions making them compatible with evacuated sample environments. For the 
device production we developed a three-layer soft-lithography protocol that allows the 
efficient and reproducible fabrication of microfluidic liquid jet devices that incorporate arrays 
of multiple jet-nozzles on each single chip. The capability to predict jetting characteristics is 
demonstrated by the comparison of experimental data using a high speed camera with 
theoretical models and is underlined by additional 3D finite-element-based CFD-simulations 
of the given nozzle design. Further, we show the potential of sub-micrometer jetting under 
vacuum conditions and demonstrate, with the example of a jet-in-jet system, the possibility to 
integrate more complicated design structures into the microfluidic device without the need of 
additional production steps. 

Device production 

Microfluidic soft lithography. The microfluidic liquid jet devices are fabricated using 
established soft lithography techniques.92-96 This process can be seen as a two-part sequence. 
The first part is about creating a microstructured master which will then be used as a 

molding template in the second part of the device fabrication routine. This master can be 
created relatively fast which enables rapid prototyping due to the use of established SU-8-
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based photolithographic procedures. Further, this master can be re-used multiple times in the 
subsequent fabrication process. 
The second part of the fabrication process can be performed easily and a large number of 

nozzle geometries can be replicated with each single mold. The molding and device sealing 
steps only require minimal equipment, which should help to migrate the microfluidic liquid jet 
technology to a wide range of users. An overview of this process is illustrated in Fig. 1 while 
further details are outlined in the next paragraph and the experimental section. 

 
Fig. 1 Soft lithographic fabrication sequence for microfluidic liquid jet devices. The 
photolithographic master fabrication involves repeating steps to build up a multilayered 
microstructure: spin-coating (1) and UV-exposure (2). After development, the uncured 
photoresist is removed and the resulting microchannel template is replicated using 
polydimethylsiloxane (PDMS; 3,4). The replica is peeled off the master device and inlet ports 
for fluids are added. The polymer is cut using a razor blade (5) and the device is sealed using 
air plasma treatment (6). 

Microfluidic liquid jet device fabrication. The integration of the GDVN-principle into the 
microfluidic chips is realized by fabricating 3D-microchannels that are replicated from 
multilayered SU-8-microstructures on a polished silicon wafer. The underlying 
photolithographic sequence for the creation of these multilayered templates involves repeating 
cycles of spin coating the photo resist, photo mask alignment and UV exposure. In this 
process, the layer combinations A+B+C or B+C are exposed onto the photoresist to create the 
desired nozzle geometries, as illustrated in Fig. 2. 
Next, the master structure is replicated with polydimethylsiloxane (PDMS) which, in a 

single molding step, yields the upper and lower halves of the three-dimensional 
microchannels. Scanning electron micrographs of these PDMS-nozzle geometries are shown 
in Fig. 2 while their exact dimensions are summarized in Tab. 1. 
Prior to the alignment and sealing of these PDMS-halves, the microfluidic liquid jet device 

fabrication requires to cut off excess PDMS next to the nozzle tips with a razor blade. This 
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cutting position is indicated by a red dotted line in Fig. 2. It is important to note that the jet 
nozzles are solely shaped by the lithographically created microstructures and will not be 
touched by the blade. This is ensured by the integration of the third C-layer which acts as a 
spacer- or sacrificial layer at the nozzle tip. It protects the function and integrity of the nozzle, 
ensures easier cutting and also acts as an optical guide for the eye. Since X-ray beams will hit 
the liquid jet in close proximity to the microfluidic device, the range of observable scattering 
angles (at high q) depends on the microfluidic design itself and the razor blade cutting angle. 
Consequently, the observable q-range can be easily extended by tilting the razor blade 
accordingly. 

 
Fig. 2 Illustration of the multilayer principle for the creation of 3D microfluidic liquid jet 
nozzle arrays (aperture-less nozzle version). (A-C) Representation of the individual emulsion 
film masks (top) and their resulting structured SU-8 layers (middle). These are combined 
differently to create multilayered SU-8 structures which are replicated using PDMS 
(bottom). Illustrations and scanning electron microscopic images show the upper (bottom 
left) and lower (bottom right) PDMS halves of a 3D nozzle prior to the subsequent device 
bonding steps. The B-layer can include a blocking element at the nozzle tip (nozzle version 
with aperture) to reduce the outlet cross section for smaller jets and lower gas flows (see 
Supplemental Information). 
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The last step involves the exact alignment and plasma-activated sealing of this pair to 
PDMS-microchannel halves. The precise alignment is achieved by additional multilayered 
orientation structures next to the main nozzle geometries. These guiding pairs of 3D-
microstructures have already been included in the above photolithographic steps and, now, 
facilitate the necessary alignment almost automatically by snapping into each other. This 
results in well-centered microchannels and liquid jets that exit the microfluidic nozzle in a 
straight line at perfect right angles. A photograph of the final PDMS-device including the 
attached tubing, as well as a microscopic image of the nozzle during operation, are shown in 
Fig. 3. 

 
Fig. 3 (A) Photograph of the final microfluidic device with an array of liquid jet nozzles that 
can be operated individually or in parallel. (B) Light microscopic image of one microfluidic 
nozzle during operation. The liquid in the central channel is focused with pressured air which 
enables stable liquid jets with small diameters at low sample flow rates while it runs 
essentially clogging-free due to this air sheath. The microfluidic liquid jet devices operate well 
under atmospheric pressures and under vacuum conditions. 

Nozzle design. The benefit of using soft-lithography-based microfluidics for the generation 
of liquid jets lies in the high reproducibility of microstructures and the precise control over 
very small features in the µm-range. As a result, the liquid inlet is perfectly centered and the 
jet exits the nozzle’s outlet in a straight line. The microfluidic liquid jet devices are designed 
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using the software AutoCAD that allows controlling the design parameters of the nozzle 
geometry that directly determine the conditions for liquid jetting. This microfluidic nozzle 
design and the design parameters definitions are presented in Fig. 4 and the following Tab. 1. 

 
Fig. 4 Nozzle design parameters. (Top) Excerpt of a CAD drawing which contains features 
for aligning the mask during the photolithographic process and snap-in structures for the later 
replica alignment during the device fabrication. (Bottom) An illustration of the controllable 
design parameters is depicted below. These features can be adjusted with high precision and 
reproducibility to fine-tune the jetting behavior of the desired liquid. 

163



Tab. 1 List of microchannel design parameters and their definitions along with relevant 
parameter combinations and ratios. 

Design 
Parameter Definition 

rO width at the outlet (30 µm) 
ri width of the main channel (15 µm) 

d distance from main channel inlet to 
 nozzle outlet (95 µm) 

dG distance of the gap between main 
 channel inlet (55 µm) 

dA distance of the aperture (40 µm) 
lA length of the air inlet (20.4 µm) 
a angle of the air stream (15 °) 

c curvature of the tapering  
(144.3 µm arc radius) 

  
not shown in the illustration: 

hn height of layer n (30 µm) 

extra aperture presence of an aperture at top and  
bottom layer of the nozzle outlet 

Relevant design parameter ratios 
ro : d dG : dA 
ri : ro lA : ri :lA 

(ri+2*lA) : ro (ri+2*lA) : d 
a : d c : d 

 
 
Nozzle arrays. The master structures can contain multiple dense nozzle arrays on a single 

device which are replicated simultaneously with each molding step. The resulting nozzles can 
be operated individually or in parallel. Next to the possibility of massive parallelization of 
nozzles, the integration of dense nozzle arrays on a microfluidic chip also allows to maintain a 
very small device footprint. The current microfluidic designs contain adjacent liquid jet 
nozzles every 3.3 mm which could also be reduced easily. 
 
Disposable chips. The effectiveness and ease of the production process allows even to 

fabricate disposable microfluidic liquid jet devices in large numbers. The use of such 
disposable liquid jet devices can be of great advantage when hazardous or toxic samples like 
virii, bacteria, bio-active compounds or nanoparticles need to be handled. 
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Results and Discussion 

Design control and performance. The microfluidic chips reliably produce stable liquid jets, 
using water in our case, with typical diameters in the lower µm-range that can be controlled 
precisely. The 3D design gives the option to incorporate additional obstacles at the top and 
bottom of the 3-layered microchannel’s exit, reducing the cross section of the aperture to a 
fraction, depending on the individual layer heights. Further, this aperture integration also 
reduces the gas flow (see Supplemental Information) and the generated jets are generally 
smaller in diameter, exit at higher velocities, and the stable jetting requires lower minimal 
liquid flow rates than their aperture-less analogues. We studied the microfluidic liquid jetting 
behavior in this enhanced version of the nozzle at atmospheric ambient pressure and the 
results are shown in Fig. 5. 

 
Fig. 5 Jet diameter control visualized by microscopic images of the microfluidic liquid jet 
nozzle during operation. (A) The water enters the nozzle and is shaped by the pressured air 
flow and the geometric device design. This results in a constant and stable liquid jet. The top 
image is merged from two frames at different focus positions due to the optical distortion of 
PDMS and is indicated by a dotted line. (B) The change of jet diameters at varying 
conditions is shown below and was measured directly at the nozzle outlet. The black dotted 
rectangle marks the region of the jet diameter measurements while the stretched black 
triangles indicate the trends of increasing or decreasing liquid jet diameters. 
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Jet diameter control. The jet at the outlet of the liquid jet nozzle is imaged to analyze the 
relation between its diameter and the applied experimental parameters. We observe the trend 
that lower liquid flow rates and increased gas pressures both lead to smaller jet diameters as 
shown in Fig. 5. In this image series at atmospheric ambient pressure, the flow rates were 
varied between 600 µl h-1 and 9000 µl h-1 at compressed air pressures between to 0.25 bar and 
1.00 bar which results in jet diameters between 3.5 µm and 19 µm. Assuming that the well-
studied plate-orifice configuration and this microfluidic liquid jet system share the same 
underlying physics, we apply the model described by Gañán-Calvo et al. which describes the 
liquid jet diameter :19,26,97-99 

     (1) 

with the density of the liquid , the pressure difference  and the flow rate . For best 
reproducibility, the jet diameter is measured manually using ImageJ at multiple positions 
directly next to the nozzle exit (see indication in Fig. 5). We find that this theoretical model 
and the experimental results are in very good agreement for almost all flow rates, as shown in 
Fig. 6A. The measured diameters only start to deviate from the predicted values at high flow 
rates (≥ 6000 µl h-1) which might originate from the curved surface instabilities that modulate 
the liquid jet diameter downstream, as shown in Fig. 5. 

 
Fig. 6 Comparison of experimental data with theoretical predictions regarding jet diameter 
and breakup transition analysis. The jet diameter at different flow rates and applied pressures 
with a controllable jet diameter between 3.5 µm and 19 µm. 

Controlled droplet breakup. The liquid jets exit the microfluidic devices at velocities in the 
range of tens of m/s and the droplet breakup consequently appear as a thin blurred line to the 
eye. Therefore we studied the jetting behavior and droplet breakup of a water jet using a high 
speed camera at 2 µs exposure times and frames rates of ca. 15,000 fps, using the aperture-less 
nozzle design for lower droplet velocities to ensure sharper images. The required high speed 
video setup is described in more detail in the experimental section while the resulting images 
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are shown in Fig. 7. The droplet breakup is studied at a constant air pressure of 0.25 bar 
while the liquid flow rate was varied to study its influence on the breakup characteristics. 
The high speed camera frames reveal that an increasing flow rate leads to larger droplets 

with an increase from 8.7 µm at 500 µl h-1 to 29.8 µm at 9000 µl h-1. Further, the length of the 
continuous jet, before it breaks up into droplets, increases from 137 µm to 867 µm over the 
same flow rate interval. This has important implications for the integration of microfluidic 
liquid jet devices at X-ray sources because the length of the uninterrupted liquid stream 
dictates the proximity of the X-ray beam to the nozzle at a given flow rate.  
Further, this high speed video setup allows the experimental classification of the droplet 

breakup type. The breakup of a liquid jet leads to the formation of drops due to the growth 
downstream of axisymmetric capillary waves (the Rayleigh instability 100) that are 
commensurate with the jet diameter. The different possible droplet breakup types that can be 
identified are described in more detail elsewhere and will be covered only briefly.28,75,101,102 (I) 
The jetting state shown in Fig. 7B corresponds to the first type, which is globally and locally 
stable (GS/LS). Here, the liquid meniscus is stable inside the nozzle and the liquid exits the 
orifice as a continuous column because the growing axisymmetric perturbations are swept 
away downstream (convectively unstable 103 (II) Unstable states, such as spraying, where the 
tapering liquid meniscus is unstable, can be observed at increasing pressures for a given liquid 
flow rate and they correspond to the global and local instability (GI/LI). (III) The third 
parameter domain corresponds to a globally stable, but locally instable jetting regime 
(GS/LI). Here, the liquid meniscus is stable inside the nozzle geometry, as shown in Fig. 7C, 
but the jet breaks up into a continuous droplet stream because the growing perturbations 
travel upstream and pinch off the interface close to the orifice (absolutely unstable 103 This 
GS/LS- to GS/LI-transition lies in the range of the Leib-Goldstein limit that predicts the 
convection/absolute instability transition.101,102,104 The GS/LI-state can be reached by starting 
with stable jetting (GS/LS, case I) and then lowering the pressure (>0.1 bar) at a given liquid 
flow rate (3000 µl h-1). Under these conditions a homogenous stream of equidistant drops 
(135 µm) with a diameter of 50.5 µm can be observed at a constant rate (ca. 12.36 kHz). If 
the pressure, at this given flow rate, is decreased even further towards 0 bar, the jetting 
collapses (GI/LI, case II). 
These findings and the predictable jet diameters are particularly interesting because they 

suggest that the knowledge and theories about the well-studied plate-orifice- and GDVN-
designs can be applied to the microfluidic liquid jet devices as well. This would help 
tremendously with the theoretical prediction of jetting behavior as well as the development of 
future optimized devices. Further, this principle could potentially be used to generate small 
droplets at a constant and controllable rate if the flow rates and other relevant experimental 
parameters are adjusted accordingly. This possibility could be interesting for applications that 
require synchronization of homogenous droplet streams to a certain frequency. 
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Fig. 7 Controlled droplet break-up. (A) Light microscopic image of a microfluidic liquid jet 
device that focuses a water jet with pressured air (GS/LS). (B) High speed camera frames 
(2 µs exposure, ca. 15,000 fps) of the jetting lengths, with the black dotted line marking the 
zero position, and droplet breakup (global and local stability) at flow rates between 500 µl h-1 

and 9000 µl h-1 at a pressure of 0.25 bar (global instability transition) and (C) Rayleigh 
breakup (global stability, local instability) in the same device at lower pressures (< 0.1 bar) 
and a flow rate of 3000 µl h-1. The highly constant droplet-frequency and -size can be adjusted 
by changing the experimental parameters, such as pressure or flow rate. 

CFD-based jet optimization. It is possible to analyze further design details on the jetting 
behavior using established computational fluid dynamic (CFD)-simulations that allow the 
microchannel design to be adjusted accordingly in AutoCAD. This combination of precise 
fabrication control and CFD-simulations is known as computer-aided rapid 
prototyping.80,93,105 As an example, the jetting behavior of a water jet in air is simulated with 
the CFD-software package COMSOL using a time-resolved Newtonian two-phase model. 
First, the microfluidic nozzle geometry is imported from the CAD- into the CFD-software 
and the boundary conditions, such as inlets, outlets, etc., are set as described in further detail 
in the Supplemental Information. We choose a time-resolved model because the initial fluid 
interface is a flat plane, between the inlet channel and the gas flow volume, which then 
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evolves to the stable liquid jet that is shown in blue in Fig. 8. Due to the complexity of this 3D 
model, symmetry of the microfluidic liquid jet nozzle was taken into account which enables to 
consider the geometry’s full 3D shape while only modeling its top right quarter. This reduced 
the amount of necessary finite elements and allowed us to increase the modeling quality of the 
liquid jet. These detailed finite element meshes are shown in Fig. S1 of the Supplemental 
Information. 

 
Fig. 8 3D CFD-simulation results compared to the experimental data under the same 
conditions: water jet in air at a flow rate of 600 µl h-1 with a pressure difference of 0.25 bar. 
(A) Top view on the 3D simulation the corresponding light microscopic image shows the 
good agreement between the theoretical and experimental jet shape. (B) Side view on the 3D 
shape of the liquid jet where the blue shape represents the interface between the two 
simulated fluid phases of water and air. The streamlines are color-coded to show the pressure 
gradient in the focusing area. 

This CFD-simulation of a liquid jet is an example for future similar models that can be used 
to optimize the system, gain important insights into the 3D liquid jet shape and understand its 
dynamics under different conditions because the CFD-model considers the exact geometry of 
the microfluidic nozzle which can be fabricated reproducibly using soft lithography. 
The CFD-simulations clearly show that the resulting liquid jet is shaped by the interplay of 

microchannel geometry and the compressed air at high velocities. We performed the 
simulation of the water liquid jet for the same parameters as the experiment: with a water 
flow rate of 600 µl h-1 and air at a pressure difference of 0.25 bar. As a verification of the 
CFD-model, the simulation results are compared to the experimental high speed video data 

169



under these exactly same conditions and we find that the results are in very good agreement, 
as shown in Fig. 8A. Further, the color-coded flow lines in this figure indicate the pressure 
drop which results from the volume expansion when the air from the side channels enters the 
bigger volume where the fluid focusing occurs. The compressed air expectably shapes the 
liquid jet not only from the sides, but also from top and bottom according to the GDVN-
principle which prevents any contact of the liquid to the nozzle wall and yields a very small 
liquid jet diameter at the nozzle outlet. 
 
Vacuum operation. The microfluidic liquid jet devices operate well under atmospheric 

ambient pressures or under vacuum conditions. The low gas flow rates are measured 
experimentally and should allow a vacuum in the range of 10-6 bar, as described in further 
detail in the Supplemental Information. To demonstrate the stable jetting behavior under 
vacuum conditions, we performed tests in a scanning electron microscope (SEM, EVO LS, 
Carl Zeiss AG) using a microfluidic liquid jet device and water as a liquid sample. The SEM 
is operated at a chamber pressure of < 10 mbar and the liquid- and air-flows are pumped by 
applying adjustable pressures. The flow rates are monitored in situ using a micro-volume flow 
meter (Sensirion AG). The observed jet diameters typically were in a range of 2 µm to 4 µm at 
flow rates between 150 µL h-1 and 1000 µl h-1 and pressures up to 3 bar.  

 
Fig. 9 Liquid jetting under vacuum conditions. Scanning electron microscopic (SEM) image 
of microfluidic liquid jet device during operation under vacuum conditions. The liquid jet 
(pure water) exits the nozzle as a straight continuous sample stream while its GDVN-based 
design enables essentially clogging-free stable jetting with small diameters at low sample flow 
rates. By regulating pressure and sample flow rates, the jet diameter can be adjusted. 
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An example SEM image of a liquid jet in a microfluidic device in operation is depicted in 
Fig. 9. The device runs at the low flow rate of 150 µL h-1 at an air pressure of 1.7 bar yielding 
a stable liquid jet with a diameter of 2.46 µm. After a short, unintentional high overpressure 
burst, we observed a stable microfluidic liquid jet with a sub-micron diameter (940 nm) at an 
even lower flow rate of 135 µl h-1 at an applied pressure of 1.9 bar. This observation indicates 
the optimization potential of this microfluidic liquid jet system. We suspect that the d/r0-ratio 
(see Fig. 4) changed in this event because this ratio is known to have a sensitive effect on the 
lowest minimal flow rate.27 
These vacuum conditions in the SEM sample chamber mimic the conditions that are 

typically found in the sample chambers at free electron lasers. Combined with the low liquid 
flow rates, this compatibility makes the microfluidic liquid jet device a suitable alternative to 
current sample environments. 
 
Sample consumption and -compatibility. Due to the air-focusing design, the here 

presented microfluidic liquid jet devices can be operated at very low sample consumption 
rates which is highly important for solutions of scarce valuable samples such as proteins. The 
current minimum flow rates for stable jetting are typically in the range of the commonly used 
glass capillaries (135 to 500 µl h-1).17,32,106 Ongoing studies indicate that these minimal flow 
rates for stable jetting can be further decreased by adjusting the design parameters, like 
channel-shapes, -heights, -dimensions and aspect ratios, according to the sample’s individual 
fluid properties. 
The GDVN-based design typically results in the very reliable and continuous generation of 

liquid jets which are resilient to a wide range of experimental conditions; both for microfluidic 
devices and glass capillaries. However, there are extreme examples of samples where the 
GDVN-design is stretched to its limits. This is the case for highly viscous samples or solutions 
that contain high concentrations of salts because solution components tend to plate out at the 
periphery of this wetted region and eventually grow back to occlude the capillary exit or alter 
the gas flow. In case of glass capillaries, this problem can be overcome by forming 
micrometer-sharp edges on the front of the liquid capillary.24 While the side edges of the 
microfluidic liquid inlet channel can be fabricated with a similar sharpness, to reduce the 
wetted area, the edge at the top and bottom remain rather flat. However, this wetted region 
can be minimized even further by using established surface treatments, such as AquapelTM- or 
parylene-coating, which have been successfully used against device fouling. 107-109 
To demonstrate the wide sample compatibility of untreated microfluidic liquid jet devices, the 

chips are tested with different solutions that are examples for commonly used protein 
crystallization buffers and which contain high concentrations of poly(ethylene glycol) and 
salts. The microfluidic liquid jet devices operate error free and without any indication of 
clogging for a period of 60 min after which the experiment is intentionally stopped (see 
Supplemental Information). 
 

  

171



Solvent compatibility. PDMS is compatible with aqueous and polar solvents, and thus 
suitable for most biological or protein samples.106,110,111 For use with nonpolar solvents, coating 
procedures based on established PDMS surface chemistry, e.g. borosilicate glass or 
fluorinated repellant coatings, have been demonstrated 89,92,94,96,106. Further, the described 
device fabrication procedures can be transferred to other elastomer materials and other 
microfluidic production techniques such as (hot) soft embossing, including materials such as 
Teflon® 97-99 Kapton®,75 THV®,104 COC/TOPAS®,80 PS,106 PE,106 PMMA,89,106 NOA81,112,113 
glass114 and silicon.114 Combined with the here-described integrated snap-in structure for 
device alignment, this enables the use of a broad range of solvents in microfluidic liquid jet 
devices. Production techniques such as (hot) soft embossing or micro injection molding also 
open the path to industrial large scale productions with the possibility to mass-produce 
disposable devices.  
 
Integration of additional features. The soft lithography-based liquid jet device production 

allows the integration of additional features or microfluidic building blocks without any 
additional processing steps. Available microfluidic building blocks include design concepts for 
simple functions like i.e. mixing, sorting, measuring, injecting, switching or droplet- and 
microparticle-generation, which can be stacked to build up complex chip-labs. A prominent 
example of stacked, simple elements that perform complex tasks is the concept of microfluidic 
large scale integration by Quake et al. which includes pumps,115 valves116 and multiplexers.71 
This building block concept enables the sample handling and fluid manipulation within the 
microfluidic liquid jet device and opens up many new opportunities for liquid jets. 

 

Jet-in-jet. As an example for the integration of microfluidic tools into the liquid jet device, 
we demonstrate the fabrication of a jet-in-jet geometry that focuses two liquids 
hydrodynamically into a gas-focused jet of the combined liquids. Hydrodynamic flow 
focusing and its combination with a coaxial gas flow using capillaries has been described 
before, 22,51 but each additional liquid stream inside a liquid stream requires additional 
working steps due to the capillary-based design. In this soft lithography-based example 
however, mixing geometries are handled as individual microfluidic building blocks of which 
one or many can be simply added to the existing GDVN-nozzle design with high precision 
and reproducibility; without the need of any additional fabrication steps. This simple 
combination enables in situ mixing experiments within the liquid jet, like i.e. the study of 
nanoparticle growth,89,90 the time-triggered dosing of liquids into a stable liquid jet or ultra-
fast pump-probe laser experiments.2,4,6,7,33  

 

We demonstrate a microfluidic jet-in-jet device mixing two dyes, fluoresceine and 
rhodamine B, by hydrodynamic flow focusing which are then focused as a liquid jet using the 
GDVN-principle. The pressurized air is adjusted to 1 bar and the liquid flow rate is 500 µl h-1 
for each liquid channel which results in a flow rate ratio between side and main channels 
(SC:MC:SC) of 1:1:1. The jetting behavior is imaged using a light microscope (rhodamine B 
in water) and confocal laser scanning microscopy (fluoresceine in rhodamine B) as shown in 
Fig. 10.  
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Fig. 10 Jet in Jet. Microscopic images of a microfluidic liquid jet in jet device during 
operation at 1 bar and a (medium) flow rate of 500 µl h-1 for each liquid channel. The flow 
rate ratio between side and main channels (SC:MC:SC) is therefore 1:1:1. (A) The light 
microscopic image shows a solution of rhodamine B dye which is focused in pure water 
before it exits the device as a liquid jet. (B left) Fluorescence image of the liquid jet’s cut 
plane taken with a confocal laser scanning microscope at its center. This is the same device as 
(A), but it is operated with different dyes which are recorded on individual color channels: 
fluoresceine (B top right, green channel) and rhodamine B (B bottom right, red channel). An 
inversion of dyes is observed. (C) A complete stack of confocal cut plane images at different 
focus positions of this liquid jet has been recorded. The resulting 3D-reconstruction is 
presented from an angled top-down view angle. 
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The green and red fluorescence of these dyes at the center of the liquid jet is recorded on 
individual color channels of the confocal microscope as shown in Fig. 10B. Additionally, we 
record a complete stack of confocal cut plane images at different focus positions of this liquid 
jet enabling a 3D-reconstruction of the liquid jet. The lower half of this resulting 3D-
reconstruction is presented from an angled top-down view angle in Fig. 10C. We observe that 
the liquid jet is not only focused from the sides but also from top and bottom. This 
observation and the liquid jet’s 3D shape are in good agreement with the CFD simulation 
results that have been discussed above. 

Experimental 

Photolithographic Master Fabrication. This part of the fabrication process is performed in 
a clean room and starts by spin-coating (Cee 200X, Brewer Science Inc.) a 3” silicon wafer 
with a negative photoresist (SU-8 50, Microchem Co.). This step is illustrated in Fig. 1.1. The 
microchannel structures are imparted to the photoresist using a mask aligner (MJB4, Süss 
MicroTec AG) as shown in Fig. 1.2. The previous steps are repeated to build up two 
additional layers onto the silicon wafer, as shown in Fig. 2. The uncured photoresist is 
removed in the subsequent development process which yields a multi-layered master. All 
relevant process parameters are optimized to obtain microstructured layers with a very 
uniform height of 30 µm per coating-exposure-iteration. The geometric design parameters of 
the microchannel are summarized in Tab. 1. 
 
Microfluidic Device Fabrication. The second part of the fabrication process continues 

under dust-free conditions by replicating this microstructured master using 
polydimethylsiloxane (PDMS, Sylgard 184 kit, Dow Corning Co.) and curing it for ca. 2 h at 
80 °C. These steps are depicted in Fig. 1.3&4. The PDMS replica is removed from the master 
and inlet ports are punched into the polymer using a biopsy punch needle (Harris Uni-
Core™ 0.75 mm). The polymer is cut into smaller pieces for better handling and the excess 
PDMS next to the outlet nozzles is cut off using a razor blade, as shown in Fig. 1.5. This step 
is performed under a microscope to ensure high quality. The microchannel design allows 
preparing several nozzles simultaneously since the replicated structures incorporate an 
additional PDMS-layer that protects the nozzle’s integrity and function during the cutting 
process (see discussion of Fig. 2). Additionally, cutting in a steeper angle (or adjusting the 
CAD drawing) will extend the range of coverable X-ray scattering angles. The final array of 
microfluidic 3D-focused liquid jet nozzles is created by bonding the two halves of PDMS. 
This is achieved by activating the surface using air plasma (MiniFlecto-PC-MFC, GaLa 
Instrumente GmbH), adding a little drop of pure water (0.2 µm-filtered Millipore), aligning 
the structures and drying at 30 °C for ca. 1 h. The use of a microscope will help during the 
alignment step, but typically the integrated orientation structures of the multi-layer design 
will snap in and align the microstructures automatically and with high precision. 
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Microfluidic liquid jet device operation. The microfluidic liquid jet devices operate stably 
under different conditions. The devices are tested over periods of several hours to 
demonstrate the long term stability of the system. Syringe pumps (Nemesys, Cetoni GmbH) 
are connected to the device using PE tubings (Science Commodities Inc.). All tested liquids, 
such as pure water (Milli-Q, Millipore), are filtered through a 0.2 µm- or 5 µm-PTFE filter 
prior to use. The experimental conditions include flow rates between 150 µL h-1 and 
9000 µL h-1 at constant pressures between < 0.1 bar and 5 bar. During the startup sequence, 
the air flow is started first and then adjusted to the desired value. Next, the syringe pumps are 
started and regulated down to the targeted flow rate for stable jetting. The imaging setup 
involves an Olympus IX71 inverse microscope and a highly intense, focused light source that 
allows exposures down to 2 µs. The fast processes, as the droplet breakup or the startup 
evolution, are recorded using a high speed camera (Phantom v9.1, Vision Research) allowing 
to capture frames at a rate of 150,000 s-1. The stable jetting behavior is also studied and 
captured using a DSLR camera (D7000, Nikon) which delivers high resolution images for 
further analysis. 

Conclusions 

In conclusion we demonstrate the production of microfluidic chip based devices that 
produce liquid jets with micrometer diameters while operating at very low flow rates. The 
chip production is based on established soft-lithographical techniques employing a three-layer 
design protocol. This allows the exact, controlled and reproducible design of critical parts 
such as nozzles and the production of nozzle arrays. The microfluidic chips reproducibly 
generate liquid jets exiting at perfect right angles with diameters between 20 µm and 2 µm; 
under special circumstances even down to 0.9 µm. Jetting diameter, jet length, the domain of 
the jetting/dripping instability can be predicted and controlled based on the theory for liquid 
jets in the plate-orifice configuration described by Gañán-Calvo et al. Additionally, conditions 
under which the device produces highly reproducible monodisperse droplets at exact and 
predictable rates can be achieved. The devices operate under atmospheric and under vacuum 
conditions making them highly relevant for a wide range of applications, for example at free-
electron lasers. Further, the straightforward integration of additional features such as a jet-in-
jet is demonstrated. This device design has the potential to integrate more features based on 
established microfluidic components and become a standard device for small liquid jet 
production. 
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Supplemental Information 

Computational Fluid Dynamics Simulations (CFD) 

The liquid jet formation in a microfluidic liquid jet device is simulated using COMSOL 
Multiphysics v4.2a. The tasks for CFD-simulations involve the creation of the 3D-geometry, 
the setup of the fluid model, mesh generation and the analysis of the results, as illustrated in 
Fig. S1. 

 
Fig. S1 Towards the simulation of the fluid flow inside the microfluidic liquid jet device: (A) 
Import of the 3D device geometry drawn in AutoCAD 2013 (the blue square marks the initial 
liquid-gas interface) (B) mesh generation and (C) solution of the model. The scale bar 
denotes 100 µm. 

First, the CAD-designed geometry of the microfluidic liquid jet device is imported into 
COMSOL. This file contains exactly the same geometric design which was used for the photo 
mask of the soft lithographic fabrication process. Thereafter, the boundary conditions are 
assigned to the microchannel walls, to the inlets and the outlet of the device assuming time-
dependent conditions and finite elements are generated based on this geometry. To describe 
the interplay of describes air and water, we chose a two-phase model which is based on the 
level-set method.S1,S2 Using this model, we performed the simulation for the Newtonian fluid 
water and the underlying fluid dynamics are described by the incompressible Navier-Stokes 
equations: 

 
 

with the density of the fluid ρ, the pressure !, the identity matrix !, the dynamic viscosity of 
the fluid µ, the velocity field u and the different forces F (gravity (g), surface tension (st), 
external free energy (ext), volume (no index)). 
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 The movement of the fluid-fluid interface of the two-phase flow within the velocity field are 
described by the mentioned level set method which is based on the following formulas. 

 

 

 

The parameter  determines the thickness of the region where  goes smoothly from zero 
to one and is typically of the same order as the size of the elements of the mesh.  is constant 
within each domain and equals the largest value of the mesh size h within the domain. The 
parameter  determines the amount of reinitialization or stabilization of the level set 

function. The constant densities of fluid 1 and 2 are described by  and  and their 

dynamic viscosities by  and , respectively. Here, fluid 1 corresponds to the domain 

where , and fluid 2 corresponds to the domain where . 
 The 3D model is solved for 77223 finite elements and 402905 degrees of freedom. The 

average element quality of the mesh is 0.7659 on a scale from 0 to 1, where 1 is the highest 
quality. All relevant constants that are used in the simulations are summarized in Tab. S1. 
 

Tab. S1 Material properties used in the simulation model. 

Parameter Value 
flow speed v (µL h-1) 600 
flow speed v (m s-1) 0.37037 
main channel height hMC (µm) 30 
main channel width wMC(µm) 15 
temperature T (K) 293.15 
pressure difference 

 ΔpG
 (bar) 0.25 

surface tension water/air σ  (N m-1)S3 0.0782 
viscosity η  (kg·m-1 s-1)S4 

 
time frame t (µs) 0 to 750 

Gas flow rate analysis 

The gas flow rate is analyzed to quantify the vacuum compatibility of the microfluidic liquid 
jet devices. This task is performed by putting the microfluidic device slightly under water and 
measuring the time until 25 mL of gas are collected in a reservoir. The results are shown in 
Fig. S2 and Tab. S2. The measured gas flow rates should allow a vacuum of 10-6 bar at a 
(high, but reasonable) vacuum pumping speed of 1000 l s-1. 
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Fig. S2 Change of the gas flow rates depending on the applied pressures and on the nozzle 
geometry. The outlet cross section with an aperture is 30⋅30 µm2 while the nozzle-less version 
has a cross section of 30⋅90 µm2.  

Tab. S2 Gas flow rates under different conditions. 

 no aperture 
(30⋅90 µm2) 

with aperture 
(30⋅30 µm2) 

p (bar) flow rate (ml s-1) flow rate (ml s-1) 
0.25 0.43 0.18 
0.5 0.76 0.31 
1 1.34 0.59 

   

Jetting of protein crystallization buffers 

To demonstrate the microfluidic liquid jet devices’ compatibility with other liquids than pure 
water, the devices are operated with different solutions that are examples for commonly used 
protein crystallization buffers. These aqueous solutions contain high concentrations of 
poly(ethylene glycol) (PEG, Mn = 400 & 3350 g mol-1), ammonium sulfate ((NH4)2SO4), 2-
methyl-2,4-pentanediol (MPD) (all obtained from Sigma Aldrich) and/or TacsimateTM 
pH 4.0. The latter is a readily-available crystallization reagent by Hampton Research and 
contains 1.8305 M malonic acid, 0.25 M ammonium citrate tribasic, 0.12 M auccinic acid, 
0.3 M DL-malic acid, 0.4 M sodium acetate trihydrate, 0.5 M sodium formate and 0.16 M 
ammonium tartrate dibasic.S5,S6  
 The liquid flow rate is set to 1000 µl h-1 at an applied pressure of 0.5 bar and images are 

captured every 20 s until the experiment was intentionally stopped after 60 min. The 
microfluidic liquid jet devices operate error free and without any indication of clogging as 
shown in Fig. S3. 

185



 
Fig. S3 Microscopic images of the microfluidic liquid jet device during operation with 
different solutions over extended times. These solutions are examples of commonly used 
protein crystallization buffers containing high concentrations of PEG and/or salts. The liquid 
flow rate is set to 1000 µl h-1 at an applied pressure of 0.5 bar. 

S1. CFD Module User’s Guide for COMSOL v4.2a, COMSOL AB, 2011, 211-215. 
S2. E. Olsson and G. Kreiss, J. Comput. Phys. 2005, 210, 225–246. 
S3. N. R. Pallas and Y. Harrison, Colloids Surf., 1990, 43,169–194. 
S4. R. Weast, M. Astle, Handbook of Chemistry and Physics, 60th edition, CRC Press, 

Boca Raton, 1979, F-11, F-49. 
S5. Hampton Research - Production Information: What is TacsimateTM?, 

http://hamptonresearch.com/documents/product/hr000175_what_is_tacsimate_new.pdf, 
(accessed Jan 2014). 

S6 A. McPherson and B. Cudney, J. Struct. Biol., 2006, 156, 387–406. 
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We show that monodisperse iron oxide nanoparticles in the size range of 6–17 nm, coated with brush-

like layers of polystyrene or polyisoprene of different molecular weights, form well-defined lyotropic

liquid crystalline phases. The lyotropic phase behaviour was investigated by synchrotron small-angle

X-ray scattering. With increasing concentration, the polymer-coated nanoparticles show a disorder–

order transition into well ordered bcc- or fcc-phases, depending on nanoparticle size and polymer

molecular weights. The lyotropic phases can be shear oriented to obtain macroscopic highly ordered

single crystalline nanoparticle superlattices exhibiting more than 100 Bragg-peaks. Within the ordered

phases, the distance between adjacent nanoparticles can be varied systematically via concentration and

attached polymer molecular weights in a range of 10–40 nm. We further demonstrate the versatility of

lithographically patterned microstructured sample holders in combination with microfocus X-ray

beams, which allow the investigation of very small sample volumes.

Introduction

The spontaneous assembly to form ordered crystalline phases is a

well-known property of colloidal particles. Common examples

comprise dispersion colloids such as polymer latices, silica

particles or microgels, as well as association colloids such as

surfactant and polymer micelles. Of particular current interest

are colloidal particles that form ordered phases in solution, i.e. in

the lyotropic state, because established wet-chemical processes

such as sol–gel-chemistry or polymerization reactions can be

used to transform them into solid ordered materials that would

otherwise be very difficult or impossible to prepare. The most

prominent example is their use as templates to generate photonic

crystals.

For many applications, it would be desirable to similarly

assemble nanoparticles into lyotropic colloidal crystals. The

formation of ordered crystalline assemblies of nanoparticles was

quickly reported after synthetic methods to generate nano-

particles with sufficiently narrow size distributions had been

established.1 Since then, there have been many reports of

superlattice formation for different nanoparticles and also binary

nanoparticle mixtures,2 mostly in the form of monolayers or

micron-size crystals.3 These assemblies are mostly produced via

drop casting on solid supports, or by controlled crystallization

from dilute solutions.4

In most cases of ordered nanoparticle assembly, a control over

the interparticle distance was neither possible nor intended. For

conventional nanoparticle assemblies, some control of the

interparticle distance is possible via the choice of the stabilizing

surfactants that can differ in the length of their alkyl chains.5 A

breakthrough has been the use of DNA-ligands by Alivisatos and

Mirkin et al.,6–8 who for gold nanoparticles tailored the super-

lattice type and nanoparticle distance via hybridization of DNA-

chains. If the DNA-chains were not hybridizing, lyotropic phases

of cubic symmetry were formed. The lyotropic phase behaviour

could be followed by microfocus synchrotron X-ray scattering of

a small droplet of a DNA-coated gold nanoparticle aqueous

solution upon drying.9,10

Since the DNA@Au system builds upon the unique and stable

Au–S–DNA end group attachment and has its limitations in the

amount of material that can be produced, it would be highly

desirable to have more versatile and upscalable polymer@-

nanoparticle systems. We have recently developed a method to

attach polymer chains with their chain end to nanoparticles via a

ligand exchange procedure.11,12 It builds upon the advantages of

state-of-the-art methods for nanoparticle synthesis such as the

hot-injection technique13 to produce nanoparticles that are

stabilized by short chain alkyl ligands having coordinatively

binding groups such as phosphines, carboxylic acids, or amines.

In the ligand exchange procedure these ligands are replaced by

polymer chains having the same end groups to obtain nano-

particles coated with polymer chains, which are bound to the

nanoparticle surface with their chain ends to form a spherical

polymer brush. By varying the surface density and length of the

aUniversit€at Bayreuth, Universit€atsstrasse 30, Bayreuth, Germany. E-mail:
sara.mehdizadeh.taheri@uni-bayreuth.de; stephan.foerster@uni-bayreuth.
de; Fax: +49 921-55-2780; Tel: +49 921-55-3924
bHASYLAB at DESY, Notkestrasse 85, Hamburg, Germany. E-mail:
stephan.roth@desy.de; jan.perlich@desy.de; Fax: +49 40 8994 2934;
Tel: +49 40 8998 2934
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polymer chains, nanoparticles with polymer layers of adjustable

density and thickness can be prepared. This procedure is very

versatile and can be used to coat different types of nanoparticles

(Fe2O3, CdSe, PbS, ZnO, Au, Ag) with various types of polymers

(polystyrene, polyisoprene, polyethylene oxide, polyethylene).12

We could show that for high surface densities, the nanoparticles

are very well stabilized in solution.14

These polymer-coated nanoparticles have a well-defined core–

shell structure, the core being the nanoparticle and the shell being

the solvent-swollen polymer brush. This very much resembles the

core–shell structure of block copolymer micelles, which have a

core of insoluble polymer blocks, and a solvent-swollen shell of

the soluble block. Block copolymer micelles are known to

assemble into highly ordered lyotropic phases.15,16 Therefore we

expected that polymer-coated nanoparticles would assemble

similarly into lyotropic phases. This would open a route to well-

defined nanoparticle superlattices without relying on DNA-

hybridization, but rather employing conventional polymers on a

larger scale, and a large range of nanoparticle types, which has

not been attempted so far.

In the present study, we investigated narrow disperse maghe-

mite nanoparticles in the size range of 6–17 nm, which were

coated with polystyrene or polyisoprene of different molecular

weights. We investigated their self-assembly behaviour in

toluene, a good solvent for the polymers. Using small-angle X-

ray scattering, we show for the first time that polymer stabilized

nanoparticles can form highly ordered lyotropic phases. As for

polymer micelles, fcc and bcc-lattices are formed, depending on

the concentration and nanoparticle-to-layer size ratio and thus

the softness of the interaction potential. By shear orientation in a

shear-cell, macroscopic, highly ordered single crystals can be

obtained. Additionally, shear orientation is possible for very

small sample amounts (mL) by shear-alignment on lithographi-

cally patterned microfliudic grids.

Experimental part

Nanoparticle synthesis

Iron-oxide nanoparticles were synthesized via thermal decom-

position of an iron oleate complex, according to the procedure of

Park et al.13 Typically, 10–30 g of oleate were reacted to obtain 2–

8 g of monodisperse maghemite nanoparticles. The nanoparticles

were characterized by transmission electron microscopy (see

ESI†).

Polymer ligands

Polystyrene and polyisoprene were synthesized by living anionic

polymerization initiated by sec-butyl lithium in THF at !70 "C.

After completion of the polymerization, the living end groups

reacted either with acetic acid to obtain unfunctionalized poly-

mer, with CO2 to obtain polymer with a COOH-end group, or

with ethylene oxide to obtain an –OH-end group. The OH-group

was activated with carbonyl diimidazol (CDI) and reacted with

diethylentriamin (DETA) or pentaethylenehexamin (PEHA) to

obtain amino-end functionalized polymers.11,14 Polystyrenes and

polyisoprenes with COOH– and –C10H28N6-end groups were

used as stabilizing ligands. The polymers were characterized by

GPC, MALDI-TOF-MS, and 1H-NMR.

Attachment of polymer chains

After their synthesis, the nanoparticles are covered with a

stabilizing layer of oleic acid. The oleic acid is exchanged by a

layer of end functionalized polymers via ligand exchange. In the

case of iron-oxide nanoparticles, we used PS–COOH and PS–

PEHA, PI–COOH, and PI–DETA. For the ligand exchange, a

solution containing an excess of PS/PI-ligands (70 mg) in THF

(1 mL) is added to a solution (200 mL) of nanoparticles (20 wt%)

in toluene. Free oleic acid is removed by quantitative precipita-

tion in ethanol. The solid containing nanoparticles, excess

polymer and traces of low-molecular weight ligand is then

redissolved in THF and again quantitatively precipitated in

ethanol. After redissolution of the solid in THF, ethanol is added

dropwise to selectively precipitate the nanoparticles from the

supernatant containing the free polymer. The selective precipi-

tation for the PS-nanocomposites is repeated in heptane. The

amount of attached polymer was determined by thermal gravi-

metric analysis (TGA) (see ESI†).

Preparation of lyotropic solutions

For the preparation of the lyotropic nanoparticle solutions, the

polymer coated nanoparticles were dissolved in the calculated

amount of toluene to obtain a concentration series of 10–90%w/w.

From each concentration, 15 mLwere transformed into a capillary

tube (diameter of 1 mm), which were melted off to avoid solvent

evaporation.

For shear orientation of very small volumes of lyotropic

phases, lithographically patterned microfluidic channel grids

were used (Fig. 5). These grids consist of parallel aligned micron-

sized channels with variable width and depth. They were

produced by standard soft lithographic techniques from a PDMS

master, which was used as a mold for NOA81 (Norland Optical

Adhesive). NOA 81 is a UV-curable adhesive and more solvent-

resisting than PDMS,17–19 especially to toluene. For the

measurements, an amount of 2–5 mL of the sample was spread on

the microstructured grid. The grid was taped with Kapton to

prevent solvent evaporation.

Synchrotron experiments

The measurements were performed at the beamlines BW4 and

P03 at HASYLAB/DESY. At BW4, the samples were measured

at a wavelength of 0.138 nm and a sample-detector distance of

108 cm. The diameter of the beam was 60 mm. The scattering

patterns were detected with a MAR CCD-camera. At P03, the

samples were measured at a wavelength of 0.09 nm and a sample-

detector- distance of 200 cm. The diameter of the beam was

10 mm. The scattering patterns were recorded with a Pilatus 300k

and Pilatus 1M detector.

Scattering curves of ordered particle systems

In the following, we describe the calculation of scattering curves

for isotropic systems and scattering patterns of anisotropic

shear-oriented systems of nanoparticles with solvent-swollen

polymer shells dispersed in a solvent. For two-phase systems

consisting of particles (phase ‘‘1’’) with scattering length b1 and

volume fraction f1 in a solvent (phase ‘‘2’’) of scattering length b2

This journal is ª The Royal Society of Chemistry 2012 Soft Matter, 2012, 8, 12124–12131 | 12125
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and a volume fraction f2 ¼ 1" f1, separated by sharp interfaces,

the scattered intensity per unit volume is given by20,21

I(q) ¼ (b1 " b2)
2rNP(q,R)[1 + b(q,R)(Z(q,g) " 1)G(q,g)] (1)

where

P(q,R) ¼ hF2(q,R)iR (2)

is the particle form factor, F(q) the scattering amplitude or

Fourier transform of the particle form, rN ¼ N/V is the number

density of the particles, Z(q) is the lattice factor describing the

spatial distribution of the particles, q is the scattering vector, and
G(q) is the Debye–Waller factor. h.iR denotes the average over

the distributions of radii R. The ratio b(q) is given by

bðq;RÞ ¼ hFðq;RÞiR
2

hF 2ðq;RÞiR
(3)

The effect of the ratio b(q,R) on the scattered intensity is

similar to the Debye–Waller factor, resulting in a decay of the

Bragg-intensities with increasing scattering vector q. Eqn (1)

considers the effect of the particles – via their first and second

moment of the particle size distribution – and of the lattice – via

the first and second moment of the distribution of lattice points –

on the scattered intensity I(q).
The scattering amplitude for spheres of radius R is given by

Fðq;RÞ ¼ 3

ðqRÞ3
ðsinðqRÞ " qRcosðqRÞÞ (4)

For the calculation of the average over the size distribution the

Schulz-Zimm distribution is used, which yields for the z-average

of a function f(q,R)

h f ðq;RÞiR ¼
ðN

0

f ðq;RÞRmhðRÞdR (5)

with

hðRÞ ¼ ðzþ 1Þzþmþ1Rz

R
zþmþ1

Gðzþmþ 1Þ
exp

"
" ðzþ 1Þ R

R
""

#
(6)

and m ¼ 6 is the weighting factor for the radius R, the average

radius !R, and the relative standard deviation sR ¼ (z + 1)"1/2.

The distribution is normalized such that
ÐN
0 RmhðRÞdR ¼ 1. The

use of a Schulz-Zimm distribution has the advantage of yielding

analytical expressions for hP(q)i, hF(q)i, and b(q).20

Using the Miller indices (hkl) for a given crystal lattice plane,

the lattice factor for an ideal undistorted lattice can be written as

Zðq; gÞ ¼ ð2pÞ3

nv

XN

h; k; l ¼ "N
ðhklÞsð000Þ

fhkl
2Lhklðq; ghklÞ (7)

where n is the number of particles per unit cell, fhkl is the structure

factor of the unit cell, v is the volume of the unit cell, and

Lhkl(q,ghkl) is a normalized peak shape function that depends on

the reciprocal lattice vectors ghkl. The summation is over all

values of the Miller indices (hkl) except for (hkl) ¼ (000) to

ensure the calculated Porod invariant is given by

ð2pÞ"3V
Ð
IðqÞdq ¼ Q ¼ f1ð1" f1Þ. The Debye–Waller factor

G(q) is given by

G(q) ¼ exp["sa
2!a2q2] (8)

where !a is the next nearest neighbour distance between adjacent

particles, which for an FCC-lattice is a ¼
ffiffiffi
2

p

2
a and for a BCC-

lattice is given by a ¼
ffiffiffi
3

p

2
a. The peak shape function L(q,ghkl)

depends on the scattering vector q ¼ (qx,qy,qz) and the reciprocal

lattice vector ghkl ¼ (gx,hkl,gy.hkl,gz,hkl) and can be factorized into

a radial part depending on the modulus of the scattering vector,

Lq(q,ghkl), and an azimuthal part depending on the deviation

angle j with respect to the scattering vector, Lj(q,ghkl,jhkl) as

L(q,ghkl) ¼ Lq(q,ghkl)Lj(q,ghkl,jhkl) (9)

This peak shape function is normalized such that

ðN

0

ðp

0

ð2p

0

Lqðq; ghklÞLjðq; ghkl ;jhklÞq2sin jdqdjdq ¼ 1 (10)

with the polar angles j, q. For the radial peak shape function, we

use a normalized Gaussian

Lqðq; ghklÞ ¼ 2

pdq
exp

"

" 4ðq" ghklÞ
2

pdq
2

#

(11)

where dq is the radial peak width, which can be related to an

average domain size

Dl ¼
4

dq
: (12)

For the azimuthal peak shape, we also use a Gaussian given by

~Ljðq; ghkl ;jhklÞ ¼ 1

2pghkl2KðahklÞ
exp

"

" 4jhkl
2q2

pdj
2

#

(13)

where ahkl ¼
4g2hkl
pd2

andK(ahkl) is a normalization function derived

in ref. 21. In the isotropic limit lim
a/0

Ljðq;jÞ ¼
1

4pq2
. The

azimuthal peak width dj can be related to an azimuthal peak

width or an angular spread Dq via

Dj ¼ 4

dj
¼ 2a

tanDq
(14)

In the following, we will consider bcc- and fcc-lattices, for which

the structure factors are given by

fhkl ¼
&

1þ cos½pðhþ k þ lÞ' for bcc
1þ cos½pðhþ kÞ' þ cos½pðhþ lÞ' þ cosp½ðk þ lÞ' for fcc

(15)

Fcc and bcc lattices occur in twinned configurations. The

reciprocal lattice vectors ghkl ¼ ha* + kb* + lc* for the corre-

sponding twins are given in Table 1.

We have found that eqn (1) describes scattering curves and

scattering patterns remarkably well for a large variety of meso-

scopically ordered materials.21 The use of closed analytical
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functions facilitates computing and allows efficient imple-

mentation into fitting routines. It allows to quickly extract the

unit cell size a, the mean deviation from the lattice points sa, the

nanoparticle radius R, its relative standard deviation sR (poly-

dispersity), and the mean size of the crystalline domains D from

measured scattering curves and scattering patterns. Eqn (1) also

reproduces correctly secondary Bragg-peaks that appear as a

consequence of the finite peak width as outlined in ref. 21. An

executable version of the software (Scatter)22 can be obtained

from the author.

Results and discussion

Isotropic concentration series

Fig. 1 shows measured synchrotron-SAXS curves of a concen-

tration series of Fe2O3 (6 nm)@PS–COOH(8k) nanoparticles in

toluene. At the lowest concentrations we observe a broad

maximum at q ! 0.3 nm"1 indicating weak positional correla-

tions between the nanoparticles. The minimum at q ¼ 1.4 nm"1

corresponds to the sphere form factor minimum, from which the

radius of the nanoparticles can be estimated to be 6.1 nm, in good

agreement with the TEM measurements. With increasing

concentration, the maximum becomes more pronounced

and shifts to larger q-values. Between a concentration of 60 and

70 wt%, we observe a disorder–order transition, indicated by the

sharp Lorentzian-type shape of the first-order peak and the

appearance of higher order reflections.

The peak positions can be indexed on a bcc-lattice (space

group Im3m). Also in the dry state we observe the formation of a

bcc-lattice. The lattice order is well comparable to micellar lyo-

tropic phases in water. The form factor minimum does not

vanish or shift, indicating that the polymer-stabilized nano-

particles show no aggregation, even for the highest concentra-

tions and in bulk.

The measured scattering curves can be quantitatively

described by eqn (1) to obtain more detailed structural infor-

mation. From the analysis we directly obtain the unit cell

dimension, the mean displacement of the nanoparticles from the

lattice points, the nanoparticle radius with the relative standard

deviation (particle polydispersity), as well as the mean size of the

crystalline domains. All values are summarized in Table S2 in the

ESI.† The observed values are all typical for lyotropic phases.

The unit cell sizes decrease with increasing concentration from

28–15 nm, the mean deviation from the lattice points is 2.1 nm

(12% relative to the unit cell size) and the domain sizes increase

with increasing concentration from 30–97 nm. The radius of the

nanoparticles is 6.1 nm with a polydispersity of 9.5%.

Fig. 2 shows measured synchrotron-SAXS curves of a

concentration series of Fe2O3 (17 nm)@PS–N6(28k) nano-

particles in toluene. Since the nanoparticles are larger, we

observe more form factor oscillation in the measured q-range,

with the first minimum at q! 0.55 nm"1. Also for this case we did

not observe shifts or damping of the form factor oscillations

which would indicate nanoparticle aggregation, even at the

highest concentrations and in the solid state. Since the attached

polymer chains are larger, we observe the disorder–order tran-

sition at lower concentrations, i.e. between 30 and 40 wt%. Then

with increasing concentration the nanoparticles first form an

Table 1 Reciprocal lattice vectors a*,b*,c* for FCC and BCC twins. ex,
ey, and ez are the unit vectors of the Carthesian coordinate system

a* b* c*

FCC
twin A

2p

a
ex

2p

a
ey

2p

a
ez

FCC
twin B

2p

3a
ð2ex " ey þ 2ezÞ

2p

3a
ð2ex þ 2ey " ezÞ

2p

3a
ð"ex þ 2ey þ 2ezÞ

BCC
twin A

2p

a
ex

2p

a
ey

2p

a
ez

BCC
twin B

2p

3a
ð2ex þ ey " 2ezÞ

2p

3a
ðex þ 2ey þ 2ezÞ

2p

3a
ð2ex " 2ey þ ezÞ

Fig. 1 Synchrotron SAXS-curves measured at BW4/DESY for Fe2O3 (6

nm)@PS–COOH(8k) at different concentrations in toluene. At a

concentration between 60 and 70%, we observe a disorder–order transi-

tion into a bcc-phase. The dotted lines indicate fits to the measured

scattering curves using eqn (1).

Fig. 2 Synchrotron SAXS-curves measured at BW4/DESY for Fe2O3

(17 nm)@PS–N6(28k) at different concentrations in toluene. At a

concentration between 30 and 40% we observe a disorder–order transi-

tion into an fcc-phase, and at 70% into a bcc-phase. The dotted lines

indicate fits to the measured scattering curves using eqn (1).
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fcc-structure (Fm3m) and at 70 wt% they show a phase transition

to a bcc structure (Im3m). For the bulk sample the bcc unit cell

size is 33 nm. Also this set of scattering curves could be fit

quantitatively to eqn (1) to obtain structural details of the lyo-

tropic phases. The unit cell sizes decrease with increasing

concentration from 54–45 nm for fcc, and then from 40–35 nm

for the bcc-lattices. The mean deviation from the lattice points is

2.6 nm (12% relative to the unit cell size) and the domain sizes are

in the range of 300–400 nm. The radius of the nanoparticles is

17.1 nm with a polydispersity of 7.5%.

Using synchrotron-SAXS we have investigated many more

nanoparticle/polymer lyotropic phases at different concentra-

tions with different nanoparticle sizes (5–17 nm) and attached

polymer molecular weights (2000–28 000 g mol!1). The

measured scattering curves are shown in Fig. 3A. Results of the

fits to the scattering curves are all summarized in Table S3 in the

ESI.† With increasing concentration up to the bulk nanoparticle/

polymer nanocomposite we observe two typical lyotropic phase

sequences DIS / FCC / BCC or DIS / BCC, depending on

the nanoparticle size and attached polymer chain molecular

weight.

From our investigations, we can give a schematic overview

for the stability ranges for bcc- and fcc-structures, which

appears to depend on the ratio of nanoparticle radius to

attached polymer molecular weight. To compare the effect of

different molecular weights of polystyrene and polyisoprene, we

related the molecular weights to the contour lengths of the

polymer chains, assuming a contour length of 0.25 nm for the

monomers. The values are given in Table 2. In Fig. 3B, we have

plotted a diagram displaying the observed lyotropic phase

structure as a function of nanoparticle size and polymer

contour length. We observe that systems consisting of small

nanoparticles (5–8 nm) with long polymer chains (18–22 nm)

prefer bcc-packing, whereas larger nanoparticles (14–17 nm)

with attached polymer chains in the contour length range of 7–

21 nm prefer fcc-packing. For the largest nanoparticle (17 nm)

with the longest polymer chains (67 nm), we observe a fcc/bcc-

coexistence. In the schematic representation in Fig. 3B we

observe bcc phases in the upper left and fcc in the lower right,

with a coexistence region in between. The scheme in Fig. 3B is

not meant as a phase diagram, but merely to display the

observed trend. For large polymer chains attached to small

nanoparticles, where mainly bcc-structures are observed, we

have a strongly curved spherical polymer brush structure with

low segment densities at the layer periphery. These would

mediate very soft interactions. For shorter polymer chains

attached to larger nanoparticles, we have less curved spherical

polymer brush structures with dense layers and higher segment

density at the periphery, which is expected to mediate harder

interactions. The observation of bcc-structures for soft inter-

acting colloids and fcc-structures for colloids with harder

interactions is similarly observed for block copolymer micelles

as shown by Gast.23 In the solid state, bcc is always stable,

analogous to block copolymer melts.

Shear-oriented lyotropic phases

As for block copolymer melts or block copolymer lyotropic

phases, we found it to be possible to shear-orient lyotropic

nanoparticle phases to obtain for the first time macroscopically

oriented single crystalline nanoparticle superlattices. Shear-

orientation was performed in a plate–plate shear cell (Linkam)

with a gap size of 100 mm. We found that oscillatory shear at

frequencies of 1–10 s!1 and shear amplitudes of 5–10 for 10 s

Fig. 3 (A) Synchrotron SAXS-curves measured at BW4/DESY for different nanoparticle/polymer-systems in toluene in the ordered lyotropic state. The

sample codes are related to the nanoparticle diameters and polymer molecular weights in Table 2. (B) Stability regions of bcc- and fcc-phases as a

function of nanoparticle diameter and polymer contour length.

Table 2 Sample codes, polymer types (PS ¼ polystyrene, PI ¼ polyisoprene), lattice type of the lyotropic phase, polymer molecular weight, contour
length, and nanoparticle diameters for the nanocomposites measured in Fig. 3A

Sample
LA
17 (PI)

LA
96 (PS)

LA
53 (PI)

LA
110 (PS)

LA
41 (PS)

LA
54 (PI)

LA
34 (PI)

LA
50 (PI)

LA
35 (PS)

LA
100 (PS)

LA
116 (PS)

Lattice Bcc Bcc Fcc/Bcc Bcc Fcc Fcc Fcc Fcc Fcc Fcc Fcc/Bcc
Polymer [g mol!1] 5800 8000 2000 8000 8000 2000 4500 5800 8400 8000 28 000
Contour length [nm] 21.3 19.2 7.3 19.2 19.2 7.3 16.5 21.3 20.1 19.2 67.2
Nanoparticle diameter [nm] 6 6 8 8 8 14.2 14.2 14.2 14.2 16.6 16.6
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were suitable conditions for shear-alignment. The measured

scattering patterns for different nanoparticle/polymer lyotropic

phases are shown in Fig. 4. We observe a large number (>100 in

Fig. 4B) of Bragg-reflections, indicating a high degree of lyo-

tropic crystalline order. Indexing of these reflections is only

possible by taking into account secondary Bragg-peaks which are

observable as a consequence of the large peak widths typical for

lyotropic crystals as outlined in ref. 24.

For Fe2O3 (5.1 nm)@PS–DETA(7.6k) (Fig. 4A), which was

shear-oriented at 4 Hz and a shear amplitude of 9, we observe a

bcc-structure oriented such that the [110]-direction is parallel to

the X-ray beam and the [1!12]-direction is oriented in the shear

direction. This shear-alignment structure is typical for colloidal

lyotropic crystals. The alignment orients the line of highest

particle density [1!12] parallel to the flow-direction and the plane

of highest particle density (110) normal to the gradient direction,

which is parallel to the X-ray beam. Bcc occurs in a twinned

configuration. The twins both align with their [1!12]-direction in

the shear direction, with the (1!12)-plane being the mirror plane

that relates each of the twins.24 The scattering pattern can be

quantitatively analyzed by eqn (1). The calculated scattering

pattern is merged into the measured scattering pattern to show

remarkably good agreement. The structural parameters derived

from the calculation such as unit cell dimension, mean deviation

from the lattice points, domain size, particle size and its mean

square deviation are given in Table 3. The nearest neighbour

distance between adjacent nanoparticles is 15 nm, which is

considerably larger compared to the 8.8 nm observed for the bulk

phase. We observe that both twin structures occur with equal

probability.

For Fe2O3 (15.4 nm)@PS–DETA(7.6k) (Fig. 4B), which was

shear-oriented at 8 Hz and an amplitude of 9, we observe a fcc-

structure. It orients such that the line of highest particle density

[!110] is parallel to the flow direction and the plane of highest

particle density [111] orients normal to the gradient direction,

parallel to the X-ray beam. Also in this case, eqn (1) very well

describes the scattering pattern. The calculated scattering pattern

is merged into the measured scattering pattern to show excellent

agreement. It is worth mentioning that nearly 2/3 of the more

than 100 observed peaks are secondary Bragg reflections due to

finite peak widths, which would usually be considered crystal-

lographically forbidden. Also for this calculation, the structural

parameters are given in Table 3. The nearest neighbour distance

is 31 nm which can be compared to the bulk value of 21 nm.

A complex and very interesting scattering pattern is shown in

Fig. 4C. This scattering pattern was measured for Fe2O3 (5.1 nm)

Fig. 4 Scattering patterns of shear-oriented lyotropic phases of Fe2O3 (5.1 nm)@PS–DETA(7.6k) forming a bcc-structure (A), Fe2O3 (15.4 nm)@PS–

DETA(7.6k) forming a fcc-structure (B), and Fe2O3 (5.1 nm)@PS–DETA(3k) (C) showing a coexistence of bcc and fcc structures measured at BW4/

DESY. Measurements are shown on the left halves, and calculations using eqn (1) are shown on the right halves of the patterns.

Table 3 Calculated structural information for measured 2D-SAXS pattern

Sample Lattice qx qy qz

Unit
cell [nm]

Mean
displacement [nm]

Radial domain
size [nm]

Azimuthal domain
size [nm]

Fe2O3 (5.1 nm)@PS–DETA(7.6k) BCC 1!11 !11!2 110 17.0 2.0 180 50
Fe2O3 (15.4 nm)@PS–DETA(7.6k) FCC 1!12 1!10 111 44.0 2.8 200 50
Fe2O3 (5.1 nm)@PS–DETA(3k) BCC 1!11 !11!2 110 14.0 1.0 100 10

FCC 1!12 1!10 111 17.0 1.0 100 35

Fig. 5 Micro structured NOA 81 array with 1 cm ! 1 cm patches

consisting of 14 mm channel grids, used to spread and shear-orient very

small sample amounts (2–5 mL) of lyotropic phases. The lower patch has

been filled with a nanoparticle lyotropic gel and sealed with Kapton tape

to avoid solvent evaporation during X-ray measurements.
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@PS–DETA(3k). The sample could only be oriented by applying

continuous shear at a shear rate of 750 s!1. The pattern has

similarities to the patterns observed for the bcc and fcc-structures

and corresponds to a coexistence of both phases. Assuming both

structures to be aligned as in Fig. 4A and B, then all peaks can be

appropriately indexed and even a quantitative calculation is

possible that is merged into the experimentally determined

scattering pattern. It gives very good agreement and yields a

relative composition fcc–bcc of 0.7 : 0.3.

An interesting point is that in coexistence there should be an

epitaxial relation with respect to both the unit cell dimensions

and orientations. The phase transition is believed to proceed via

slight rearrangements of the particles within the unit cells via a

tretragonal transition state (Bain transition) similar to the

Martensitic transition in steel. If this is the case, then the 111-

reflection for fcc and the 110-reflection for bcc should appear at

the same position. Assuming the volume fraction f is constant

upon this transition, then the unit cell dimensions should be

related as afcc ¼ 21/3abcc z 1.26abcc, which is experimentally well

fulfilled as afcc/abcc ¼ 17/14 ¼ 1.22 (see Table 3).

Also the phase structures for the shear-oriented nanoparticle

lyotropic phases are included in the Scheme in Fig. 3B and fit well

into the trend that small nanoparticles (5.1 nm) with large

polymer chains (7.6 k) form bcc structures (Fig. 4A), larger

nanoparticles (15.4 nm) form fcc structure with the same polymer

(7.6 k) (Fig. 4B), and small nanoparticles (5.1 nm) with shorter

polymer chains (3 k) show a tendency toward fcc structures,

leading to the observed bcc/fcc-coexistence (Fig. 4C).

Shear-orientation in micro structured grids

For shear orientation in conventional shear cells (Couette,

Searle, plate–plate), at least 1–5 mL of the sample is usually

required, which is often more than can be produced when dealing

with valuable materials such as nanoparticles, proteins or DNA.

This motivated us to prepare micro sample holders which

allowed shear orientation of very small amounts of gel-like

samples. In an analogous fashion to the production of

microchannels for microfluidic chips, we used soft lithography to

prepare sample holders with linear arrays of 1 cm # 1 cm

patches, each consisting of 10–100 parallel aligned micro-

channels with diameters between 10 and 100 mm and a depth of

300 mm.

Fig. 5 shows an example of a linear array of patches consisting

of 14 mmwidth channels. The sample holder is produced in NOA

81 (Norland Optical Adhesive), which can be produced by

conventional soft lithography, is resistant against a large variety

of solvents, including water and toluene, and is X-ray trans-

parent, mechanically stable and amorphous with very little X-ray

background. By spreading a gel-like sample into a microchannel

patch, the shear force orients the liquid crystalline structure. For

the microstructured channel device shown in Fig. 5, only 2–5 mL
of the sample is needed. The microchannel patch can be sealed

with conventional Kapton tape to avoid solvent evaporation.

Fig. 6 shows the scattering patterns measured for the sample

Fe2O3 (16.6 nm)@PS–DETA(28k). We observe the typical 111-

orientation of the shear-oriented fcc-phase at lower concentra-

tions (Fig. 6A) and the transition into the bcc-phase at higher

concentrations (Fig. 6B).

Conclusions

We show that polymer-coated nanoparticles can form liquid

crystalline lyotropic phases with high order very similar to

micellar lyotropic liquid crystals of surfactants and polymers. We

observe the formation of bcc and fcc phases with a trend that

small nanoparticle/large polymer systems form bcc-structures,

and large nanoparticle/small polymer systems form fcc-struc-

tures. This appears to be a consequence of the softness of the

polymer layers and the segment density at the periphery of the

layer and is very similar to observations of block copolymer

micelles in solution and bulk. Within the ordered phases, the

distance between adjacent nanoparticles can be varied system-

atically via concentration and attached polymer molecular

weights in a range of 10–40 nm. It is possible to shear-orient the

nanoparticle lyotropic phases to obtain for the first time

Fig. 6 SAXS-patterns measured with a microfocused X-ray beam at P03/DESY for Fe2O3 (16.6 nm)@PS–DETA(28k) at a concentration of 50%wt

(fcc) (A) and 70%wt (bcc) (B). The samples were oriented in a specially designed microchannel sample holder where sample amounts of only 2–5mL are

needed.
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macroscopically oriented highly ordered nanoparticle super-

lattice single crystals. In addition, we present microstructured

sample holders that allow shear orientation and investigations of

very small sample amounts (mL) of lyotropic phases.
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Lyotropic phase behavior of polymer-coated iron oxide nanoparticles 
Sara Mehdizadeh Taheri a,* Steffen Fischera , Martin Trebbin a, Sebastian With a, Jan H. Schröder a, 
Jan Perlichb, Stephan V. Rothb and Stephan Förster a 
 

TEM Characterization 5 

Figure S1 shows TEM images of two of the ironoxide nanoparticles used in the present study. These nanoparticles were used for the 
nanocomposites LA 96 (A, 6 nm) and LA 116 (B, 16.6 nm). 

 

�

Fig�S1.�Representative�TEM�Image�of�6�and�17�nm�ironoxide�nanoparticles�coated�with�oleic�acid.�10 

 

TGA Characterization 

In Figure S2 TGA measurements of representative nanoparticle/polymer systems with different nanoparticle sizes and polymer molecular 
weights are shown. The smallest mass fraction of polymer is observed for the sample LA 96 consisting of very small nanoparticles and 
relatively long polymer chains (6nm@8k PS). This sample forms bcc lyotropic phases. Large nanoparticles coated with the same 15 

polymer have larger weight fractions of nanoparticles (LA 100; 16.6 nm@8k PS) and form fcc lyotropic phases.  LA 116 (16.6 nm@28k 
PS) is in between these two extreme cases. For this system we observe both, fcc and bcc structures.  
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Fig�S2.�Representative�TGA�measurements�of�LA�100�(8nm@8kPS), LA 116 (17nm@28kPS) and LA 96 (6nm@8kPS) 30 
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Table S1Calculated grafting densities of representative nanoparticle/polymer systems 

Sample Grafting density [polymerchain/nm2] 

LA 100 (8nm@8kPS) 0.42 

LA 116 (17nm@28kPS) 0.25 

LA 96 (6nm@8kPS) 0.63 

 

One can calculate the grafting density N/A (in 1/nm
2
) from the weight fraction of polymer fP (obtained from the TGA measurements), the 

radius of the nanoparticles R, the density U of the nanoparticles, assumed to be equal to the bulk values (5.2 g/cm
3
), Avogadro’s number 5 

NA, and the molecular weight of the polymer MP as  

 

p

p

M
NARf

A
N

*3

*** U
  

Where the factor 

3

R
 arrives from the volume to surface ratio of the nanoparticles. The values of the grafting densities are summarized in 

Table S1.  10 

 

Results for calculated SAXS-measurements 

The scattering curves in Figure. 1, 2 and the 2D-SAXS patterns in Figure 4 were fitted to Eq. (1) using the software Scatter. The obtained 

structural parameters such as lattice type, unit cell, mean radius of the nanoparticles, nearest neighbour distance n.n.d, and sizes of the 

domains are listed in Table S2 and S3. 15 

 

Table S2 Structural parameters obtained by fitting Eq. (1) to the measured scattering curves of LA 96 

Concentration of 
LA 96 [% w/w] 

lattice 
radius 
[nm] 

standard-
deviation of 
the radius 

unit cell 
[nm] 

radial 
domain 

[nm] 

n.n.d. 
[nm] 

10 none 3.2 0.09 - - - 

20 dis 3.2 0.09 27.8 30 24.0 

    30 dis 3.2 0.1 27.1 40 23.5 

    40 dis 3.2 0.09 23.6 32.5 20.5 

             50 dis 3.2 0.1 21.8 32.6 18.9 

    60 dis 3.2 0.1 20.7 48.4 17.9 

    70 bcc 3.2 0.09 18.0 80 15.7 

    80 bcc 3.2 0.1 16.7 97.4 14.5 

    90 bcc 3.2 0.1 16.4 117 14.2 

   bulk bcc 3.2 0.9 14.9 72.9 12.9 
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Table S3 Structural parameters obtained by fitting Eq. (1) to the measured scattering curves of LA 116 

 
�

�

�

�

Concentration of 
LA 116 [% w/w] lattice radius 

[nm] 

standard-
deviation of 
the radius 

unit cell 
[nm] 

radial 
domain 

[nm] 

n.n.d. 
[nm] 

10 none 8.8 0.06 - -  
20 dis 8.8 0.05 83.1 80 58.8 

    30 dis 8.9 0.05 82.4 80 58.3 
    40 fcc 8.8 0.05 55.3 100 39.1 
    50 fcc 8.8 0.05 53.0 100 37.5 
    60 fcc 8.8 0.04 51.5 135        36.4 
    70 fcc 8.8 0.05 47.87 100 33.9 
    80 fcc 8.8 0.05 51.32 100 36.3 
    90 fcc 8.7 0.05 42.2 80 29.9 
   dry bcc 8.7 0.05 33.2 100 28.8 

 

 5 

�

a Universität Bayreuth, Universitätsstrasse 30, Bayreuth, Germany. Fax: +49(0)921-55-2780; Tel: +49(0)921-55-3924;  
E-mail: sara.mehdizadeh.taheri@uni-bayreuth.de, stephan.foerster@uni-bayreuth.de 
b HASYLAB at DESY, Notkestrasse 85, Hamburg, Germany. Fax: +49 40 8994 2934; Tel: +49 40 8998 2934; E-mail: stephan.roth@desy.de, 
jan.perlich@desy.de 10 

Electronic Supplementary Material (ESI) for Soft Matter
This journal is © The Royal Society of Chemistry 2012

198



7.5 Early development drug formulation on a chip: 
Fabrication of nanoparticles using a microfluidic spray 
dryer 

199



Early development drug formulation on a chip: Fabrication of nanoparticles
using a microfluidic spray dryer†

Julian Thiele,ab Maike Windbergs,a Adam R. Abate,a Martin Trebbin,b Ho Cheung Shum,‡a Stephan F€orsterb

and David A. Weitz*a

Received 7th April 2011, Accepted 27th April 2011

DOI: 10.1039/c1lc20298g

Early development drug formulation is exacerbated by increasingly poor bioavailability of potential

candidates. Prevention of attrition due to formulation problems necessitates physicochemical analysis

and formulation studies at a very early stage during development, where the availability of a new

substance is limited to small quantities, thus impeding extensive experiments. Miniaturization of

common formulation processes is a strategy to overcome those limitations. We present a versatile

technique for fabricating drug nanoformulations using a microfluidic spray dryer. Nanoparticles are

formed by evaporative precipitation of the drug-loaded spray in air at room temperature. Using

danazol as a model drug, amorphous nanoparticles of 20–60 nm in diameter are prepared with

a narrow size distribution. We design the device with a geometry that allows the injection of two

separate solvent streams, thus enabling co-spray drying of two substances for the production of drug

co-precipitates with tailor-made composition for optimization of therapeutic efficiency.

Introduction

The development of novel pharmaceuticals is a challenging field

involving cost-intensive research in combination with a high

attrition rate of potential candidates.1,2 Due to high-throughput

technologies an increasing number of new chemical entities with

potential therapeutic efficiency is identified.3,4 Unfortunately, the

molecular complexity of drugs has significantly increased over

the last decade.5–7 Although molecular complexity usually

contributes to biological activity, it often causes poor solubility

of drugs.6,8 This limits their bioavailability in the human body,

and the reason for attrition of pharmacologically promising

substances can often be found in the failure to develop a suitable

formulation for therapeutic application.9 Prevention of failure

due to formulation limitations necessitates physicochemical

analysis and formulation studies at a very early stage during

development.10,11 At this stage, the availability of the drug

candidate is limited to small amounts, thus hampering extensive

experiments.

One suitable approach to increase the bioavailability of a drug

is to reduce the particle size, which increases the specific surface

and, therefore, facilitates release and absorption of the drug.12–15

Furthermore, increased bioavailability can be achieved by

amorphization of the sample. In this context, spray drying is

a powerful technique enabling instantaneous drying of solutions,

emulsions or suspensions in one step. The final product is a fine,

often amorphous powder with a large surface. Pharmaceutical

application of spray drying techniques are ubiquitous; their use

ranges from the manufacture of dry plant extracts for avoiding

decomposition of thermally degradable components, to the

production of excipients for compression with improved binding

characteristics.16–18 Furthermore, the technique is successfully

used for co-precipitation of a drug and another substance to

increase the drug’s bioavailability.19 However unfortunately, in

case of early stage formulation development the use of conven-

tional spray drying setups is restricted. Conventional spray

drying equipment requires large amounts of sample as the dead

volume of the apparatus is rather large and a considerable

portion of discard material is generated during the process.

Furthermore, the optimization of processing parameters neces-

sitates additional quantities of sample to receive a homogeneous

product. Moreover, particle sizes below 100 nm, as often

required for targeted drug delivery, are extremely hard to

generate.20,21 An appropriate application for spray drying for

early development drug formulation would require the minia-

turization of the setup. These limitations can be overcome using

microfluidic techniques.22–26 Extremely small volumes can

precisely be handled on microfluidic chips enabling the

controlled generation of homogeneous products as well as a fast

change of process conditions. It would be highly desirable to
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design a microfluidic chip which combines the versatility of

microfluidics with the ability to formulate drug particles with

high accuracy using spray drying techniques.

In this paper, we present the first microfluidic spray dryer on

a poly(dimethylsiloxane) (PDMS) chip.27–29 We use the hydro-

phobic model drug danazol to test the new device. By controlling

the collection distance of the spray, we can control the crystal-

linity of the product. Our microfluidic device enables fabrication

of drug nanoparticles with sizes of less than 100 nm in diameter.

The versatile device design also enables the formation of amor-

phous co-precipitates by co-spray drying two substances.

Results and discussion

In conventional spray dryers, a single liquid stream is typically

vaporized by compressed air in a spray nozzle; the spray is then

mixed with a heated gas stream in a drying chamber to evaporate

the solvent and yield the dry product.21 However, this setup only

allows processing of single solvent systems or mixtures of pre-

mixed solvents. To process multiple separate solvent streams as

required for solvent/antisolvent precipitation or rapidly reacting

solvent streams, the spray dryer generally needs to be equipped

with additional separate inlet channels.30 In this work, we use

a microfluidic device with an array of two flow-focusing cross

junctions, as shown in Fig. 1.

The device enables separate injection of two solvents and

provides a third inlet for compressed air to form the spray.

For the formation of hydrophobic drug nanoparticles, we

dissolve the hydrophobic drug danazol in an organic solvent

injected into the first inlet, and inject the second fluid into the

second inlet. The two solvents form a jet at the first cross junc-

tion, which extends into the second cross junction where

compressed air is injected to form the spray. To process hydro-

phobic drugs, the PDMS device must resist fouling due to

adsorption of drug crystals on the microchannel walls.31,32 This is

especially crucial when starting up the device, as potential

backflow of the drug-loaded solvent stream into the anti-solvent

reservoir, and vice versa, can cause significant precipitation of the

hydrophobic drug in the microchannels. To prevent adsorption

of the drug on the microchannel walls, we treat the intrinsically

hydrophobic PDMS device with oxygen plasma, as the plasma

renders the walls of the device hydrophilic.33 Although the

hydrophilicity of the plasma treated device decreases over time,

the channel surface can easily be regenerated in the same manner

multiple times. However, for early development drug formula-

tion, the amount of sample is extremely small thus being the

limiting factor in such an experiment rather than the duration of

a surface plasma treatment. In addition, we minimize the surface

contact between the drug-loaded solvent stream and the channel

walls. We achieve this by designing a device geometry with a high

aspect ratio. The ratio h/w is 10 : 1 in the upper half of the device

and 4 : 1 at the spray nozzle. Although high-aspect-ratio channel

geometries are generally known to increase surface interactions,34

microchannels with a high aspect ratio are less pressure-resistant

than squared channels, when fabricated in the rather soft PDMS;

Fig. 1 Schematic of a microfluidic device for forming nanoparticles

from hydrophobic drugs by spray drying. The microfluidic device is

rendered hydrophilic with an oxygen plasma treatment. The device

geometry enables separate injection of two solvent streams of which the

spray is formed.

Fig. 2 Pressure-induced deformation of the microfluidic spray dryer

during operation. (A) Bright-field microscopy images of the microfluidic

spray dryer at low pressure (left) and operating pressure (right). The dark

fields in the microchannels indicate the curvature of the channel walls

causing the light to scatter. The scale bars denote 50 mm, scale bars for the

magnified view are 20 mm. (B) The impact of the deformation on the flow

profile is studied using CFD simulations based on the finite element

method. The initial rectangular microchannels (left) expand and adopt

a circular shape (right). This deformation changes the flow pattern from

a two dimensional focused flow to an elliptic to coaxial flow, therefore

reducing the contact between the drug-loaded solvent stream and the

channels walls. To emphasize the deformation, the simulation model is

viewed from an angle of approximately 30! above the second cross

junction, and the original position of the microchannel walls is added as

black lines to the simulation model.
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thus the operating spray dryer channels easily expand, as shown

in Fig. 2.

To determine the impact of the channel deformation on the

flow profile, we process a typical solvent/antisolvent system in

our spray dryer and compare the device deformation at low and

high flow rates and air pressure, respectively. Our observations

are supported by computational fluid dynamics (CFD) simula-

tions coupled with fluid-structure interaction (FSI) using

COMSOL 4.1.0.185. We design a 3D simulation model of the

microfluidic spray dryer considering the solid mechanics of the

device described by a linear elastic model and the fluid flow

therein described by the Navier–Stokes equations. For the device

building material PDMS, which is mixed from the pre-polymer

and crosslinker in a ratio of 10 : 1, Young’s modulus is

approximately 4 MPa, the Poisson’s Ratio is 0.42, and the

density is 920 kg m!3.35,36 The model consists of 62 713 finite

elements with an average mesh quality of 0.8003 on a scale of 0 to

1, where 1 is the highest quality. The model is solved for 401 878

degrees of freedom. A detailed discussion of the simulation

model and its mathematical background is provided in the ESI†

for this publication. For the spray experiment at low flow rates

and low pressure, we inject isopropyl alcohol (IPA) as the

solvent, water as the anti-solvent and compressed air into the

first, second and third inlet, respectively, at flow rates of 1 mL h!1

for the inner phase and 10 mL h!1 for the middle phase. The air

pressure is set to 0.34 bar. For the high-flow rate/high-pressure

experiment, we increase the flow rates of IPA and water to

5 mL h!1 and 50 mL h!1, respectively, and set the air pressure to

2.09 bar. At low pressure (0.34 bar), the PDMS device demon-

strates minimal deformation and we observe a two dimensional

focused flow pattern between the first and second cross junction.

However, as we increase the pressure, the PDMS device responds

to the internal stress and expands, as shown in the magnified view

of Fig. 2A. Due to the high aspect ratio, the largest expansion of

the microchannels is observed in the side walls of the channels.

Image analysis of microscope images shows that the micro-

channels widen by an average factor of two, as shown in the

magnified views in Fig. 2A. This deformation strongly influences

the flow profile inside the spray dryer, as shown in the corre-

sponding simulations in Fig. 2B. As illustrated by the slice plot of

the simulated velocity profile, the flow between the first and

second cross junction adopts a three dimensional flow pattern,

similar to that observed in microfluidic capillary devices.37

Thereby, the inner phase is surrounded by a protective sheath of

the middle phase, as shown in the magnified view of Fig. 2A

(right). This minimizes the surface contact of the solvent in which

the hydrophobic drug is dissolved with the channel walls and

prevents fouling of our device.

When forming a spray, the spray shape and drop size are

important factors influencing drying, particle size and

morphology of the processed drug. To determine drop size and

spray shape, we visualize the spray formation in our spray dryer

with a high-speed camera. We inject IPA into the first and second

inlet at a total flow rate of 55 mL h!1. At low air pressure, the

solvent stream is not dispersed into a spray; instead, a jet of

liquid is ejected from the spray nozzle and breaks into large

droplets due to Rayleigh-Plateau instability, as shown in

Fig. 3A.37 As the air pressure is increased beyond 0.5 bar, we

observe the formation of a mixture of large drops and finely

dispersed drops at the spray nozzle; the onset of spraying can be

confirmed by the round full cone pattern adopted by the droplets

formed, that appears as a triangular spray pattern in the side

view of the high-speed camera. This precise pattern is formed due

to turbulences imparted to the liquid prior to the orifice in the

short outlet channel. To quantify the spray formation process,

we measure the drop size d as a function of the air pressure p, as

shown in Fig. 3B. The drop size decreases linearly with increasing

pressure to approximately 4 mm in diameter at 2.1 bar, which is

the maximum pressure our spray dryer can withstand without

delamination of the plasma-bonded PDMS.

We demonstrate the concept to form hydrophobic drug

nanoparticles with our microfluidic spray dryer. Danazol is used

as a model drug, which is an isoxazole derivative of testosterone

and applied for the treatment of endometriosis and hereditary

angioedema.23 In general, a convenient method for processing

hydrophobic drugs is liquid antisolvent precipitation (LASP),

where the drug, dissolved in an alcohol, is precipitated by mixing

the drug solution with water as the antisolvent.16,38 We dissolve

danazol in isopropyl alcohol and inject it together with water

into the first cross junction. As we operate our microfluidic

device in the laminar flow regime, only diffusion based mixing of

the solvent streams is observed at their interfaces. To evaluate the

effect of microfluidic processing alone on the particle size and

morphology of the hydrophobic drug, no stabilizer or surfactant

is added to influence the particle growth, nor do we use common

co-solvents such as DMSO and benzyl alcohol. We set the flow

rates to 5 mL h!1 for danazol, and 50 mL h!1 for water, which

corresponds to a volumetric ratio of 1 : 10 and has been shown to

yield danazol microparticles in conventional LASP processes.23

Fig. 3 (A) Spray profile of the nozzle for different air pressures. IPA is

injected into the spray dryer at 55 mL h!1. At low pressure, a fluid jet is

ejected from the nozzle which breaks into single droplets downstream.

When the pressure is increased beyond 0.5 bar, the spray profile adopts

a cone-like shape. The scale bar for all panels denotes 100 mm. (B) Drop

diameter as a function of p. With increasing pressure, the mean size of the

droplets decreases linearly. At a pressure of 2.09 bar, the droplets are

approximately 4 mm in diameter. The red line is a guide to the eye.
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The spray is suspended in air, thus ensuring that the product is

dried upon collection. We examine the morphology and particle

size of the processed drug using scanning electron microscopy

(SEM). While unprocessed danazol is composed of particles with

irregular shapes ranging from approximately 2 mm to 100 mm, the

particle size is reduced significantly by processing the drug using

our microfluidic spray dryer. As shown in Fig. 4A, we yield

danazol nanoparticles with a narrow particle size distribution

(PSD) from 20 nm to 60 nm and, therefore, smaller than previ-

ously reported.7,23

The formation of drug nanoparticles using LASP is driven by

mixing of the drug solution with the antisolvent. Thus, the degree

of supersaturation of the drug solution governs nucleation and

growth of the drug nanoparticles.16 However, sufficient mixing

only occurs in the short outlet channel prior to the orifice of the

spray nozzle in our microfluidic device. Since we use high flow

rates to form a stable spray, the delay time of the fluids in the

outlet channel should be too short to enable growth of the drug

nuclei by mixing. To reveal the formation process, we replace the

antisolvent with the solvent, and inject a solution of danazol in

IPA and pure IPA into the first and second inlet, respectively.

The formation of danazol nanoparticles of identical size and

morphology in the absence of the antisolvent indicates that the

particle formation is primarily driven by the evaporation of the

spray and not by the formation of nuclei due to supersaturation,

as shown in Fig. 4B. Our hypothesis is further supported by using

a microfluidic spray dryer with a longer channel between the first

and second nozzle and thus increased time of diffusion, which

does not have a significant influence on the particle properties.

Another crucial aspect of the spray drying process is the

distance from the spray drying nozzle at which the final product

is collected. While it is known that the morphology and size of

hydrophobic drugs depends on the initial concentration of

reactants, the choice of additives and the ratio of solvent and

antisolvent,39 we find a significant dependence on the collection

distance by performing spatial sampling of the spray. To illus-

trate this, we inject danazol and IPA as described above, but this

time we collect the spray in steps of 5 cm from the spray nozzle.

From our SEM analysis, two distinct product morphologies are

revealed. At a collection distance of 5 cm, we observe an

assembly of stacks of danazol; the thickness of each stack is

about 60–80 nm, as shown in Fig. 5A. These values are in good

agreement with the size of single danazol nanoparticles, as shown

in Fig. 4A and 4B.

However, as the time of flight is too short to allow for complete

evaporation of the spray upon collection, the remaining solvent

increases the mobility of danazol particles on the collection

substrate, allowing them to fuse and reach an energetically more

favorable state.16 We therefore increase the collection distance to

30 cm; as the spray is completely evaporated, single nanoparticles

are formed, that become densely packed over the long time of

sample collection, as shown in Fig. 5B. X-ray powder diffraction

analysis (XRD) is employed to determine the effect of spatial

sampling on the crystallinity of danazol. We use the character-

istic peaks at 2q of 15.8, 17.1 and 19.0 in the XRD pattern of

unprocessed danazol as a reference. In processed danazol, the

intensity of the characteristic peaks decreases as the collection

distance of the spray is increased. This indicates that the initial

crystallinity of the drug is not recovered, as shown in Fig. 5C.

The formation of amorphous danazol is of importance, as the

difference in physicochemical properties of the amorphous form

significantly increases the bioavailability of danazol.23

Another way to fabricate amorphous hydrophobic drug

particles is to co-spray dry the drug and a crystallization inhib-

itor.40 As a control experiment, we first co-spray dry danazol in

IPA together with water and collect the spray at low distance. As

shown before, the spray is not completely evaporated due to the

short time of flight. This allows danazol to grow into star-shape

crystalline aggregates, as shown in Fig. 6A. We use poly(vinyl-

pyrrolidone) (PVP) as a substance for co-spray drying with

Fig. 4 Effect of the solvent system on particle size and composition.

Danazol in IPA is mixed with (A) water as the antisolvent, or (B) IPA as

the solvent inside the microfluidic spray dryer. In either case, nano-

particles are produced with a narrow PSD and an average diameter of

20–60 nm. Scale bars denote 300 nm.

Fig. 5 Spatial sampling of processed danazol. Depending on the

collection distance, various morphologies are observed; (A) assembly of

stacks with a thickness of 60–80 nm, and (B) nanoparticles, approxi-

mately 20 nm to 60 nm in diameter, assembled in a dense network. (C)

XRD patterns of processed danazol collected at a distance of 5 cm and

30 cm from the spray nozzle, and unprocessed danazol as a reference.
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danazol to fabricate amorphous co-precipitates, as PVP is

known to inhibit crystal growth in pharmaceutical formula-

tions.41–44 We process danazol in IPA together with a 1.5 wt%

solution of PVP in water at equal flow rates of 25 mL h!1. Again,

the spray is collected at short distance. However, as the spray is

dried, danazol precipitates from the spray in a combination with

PVP without crystallization, thus no characteristic peaks are

observed in the XRD pattern, as shown in Fig. 6B.

To relate the performance of our microfluidic spray dryer to

conventional spray dryers, we perform spray drying experiments

with the same formulations and compare the results by XRD and

SEM. We use the well-established and widely known Mini Spray

Dryer B-191 (Buechi, Germany) with a spray rate of 10 mg

min!1, and process a solution of danazol in IPA without and with

PVP, respectively. In both cases, we yield particles ranging from

approximately 1 mm to 5 mm, which are substantially larger than

the danazol particles formed with our microfluidic spray dryer.

Moreover, the degree of crystallinity of the resultant danazol

particles without PVP is high, as shown in Fig. 7A. We assume

that the smaller drop and particle size using our microfluidic

spray dryer is achieved due to the well-controllable flow condi-

tions in the microfluidic device and the use of pulsation-free

syringe pumps, which enable a degree of control over the spray

formation and mixing prior to the nozzle that cannot be achieved

in conventional macro-sized setups and eventually leads to the

formation of particles below 100 nm, as we have observed in our

studies.

However, the development of laboratory spray dryers towards

benchmarking the minimal particle size is an ongoing process,

though, and we expect novel equipment such as the Buechi B-90

to fabricate particles with submicron-size using our formula-

tions. However, with the intended use for early drug formulation

development, our spray drying approach exhibits several

advantages, which cannot be realized in a common spray dryer.

The dead volume of our chip is extremely small, thus avoiding

waste of the sample and facilitating experiments with minimal

sample volume. Furthermore, chip design and fabrication is easy

and extremely flexible in terms of geometry, thereby allowing

customized design. As drugs in their early development stage

lack a complete toxicological profile, handling and cleaning of

contaminated equipment has to be performed with high safety

precautions. As the fabrication of our chip is inexpensive and

easy, it can just be discarded after use. An additional advantage

of our chip is sample collection. Due to the flexible setup the

particles can directly be collected in vials or on sample holders for

further characterization, thus avoiding waste and alteration of

sample properties.

Experimental

Device fabrication

The PDMS microfluidic devices are fabricated using soft

lithography.27 All channels have a fixed height of 100 mm. The

PDMS replica is bonded to a flat sheet of cured PDMS using

oxygen plasma treatment. The plasma treatment renders the

microchannels temporarily hydrophilic.33 To retain the hydro-

philic surface modification, suitable for handling hydrophobic

drugs, the device is flushed with deionized water. The nozzle of

the spray dryer is prepared by slicing the outlet channel of the

stamped device with a razor blade. To achieve reproducible

accuracy when slicing, we include a guide to the eye in the initial

AutoCAD design of the spray dryer.

Spray drying experiments

PVP (weight-averaged molecular weight, MW 10 000 g mol!1)

and all other chemicals are obtained from Sigma-Aldrich Co.

unless noted otherwise. Danazol (99.9%) is obtained from

Selectchemie AG. Water with a resistivity of 16.8 MU cm!1 is

prepared using a Millipore Milli-Q system. All solutions are

filtered through a 0.2 mm PTFE filter (Millipore). We form

danazol nanoparticles using our microfluidic spray dryer.

To demonstrate long term stability of the process, each experi-

ment is performed over a time period of 2 h. We inject a saturated

Fig. 6 Inhibition of danazol crystallization by PVP. (A) Danazol in IPA

is mixed with water inside the microfluidic device; the spray is collected at

a distance of 1 cm from the nozzle, allowing danazol to grow into crys-

talline aggregates, as indicated by the XRD pattern. The scale bar is 5 mm.

(B) By processing danazol in IPA and an aqueous solution of PVP, which

are injected separately into our spray dryer, amorphous co-precipitates

are yielded, as indicated by the corresponding XRD pattern. The scale

bar denotes 500 nm.

Fig. 7 Fabrication of danazol particles and danazol/PVP co-precipitates

in a conventional spray dryer using the same formulations as in our

microfluidic device. (A) Instead of amorphous drug nanoparticles, crys-

talline particles, and (B) microscopic co-precipitates are yielded.
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solution of danazol in IPA into the first inlet and water or IPA

into the second inlet at 5 mL h!1 and 50 mL h!1, respectively. For

the formation of co-precipitates, we inject PVP in water (1.5% w/

w) at 50 mL h!1 into the second inlet. We fill the PE tubing that

connects the syringe pumps with the device with pure IPA to

prevent precipitation of the drug in the event of back flow of the

drug-loaded solvent stream into the second solvent reservoir, and

vice versa. To form the spray, air is injected into the third inlet at

2.09 bar. The spray is ejected into air and dried at room

temperature. We image the spray using a Phantom v9.1 camera

(Vision Research) at 64 000 fps. The droplet size is obtained by

measuring the size of at least 200 drops from high-speed camera

images.

Product collection and characterization

Processed danazol is collected at distances between 5 cm and

30 cm from the spray nozzle. For SEM analysis, the spray is

collected on glass slides and coated with Pd/Pt. We use an

Ultra55 Field Emission SEM (Zeiss). The size distribution of the

nanoparticles is determined by image analysis of SEM photo-

graphs using a public domain, Java-based image processing

program, ImageJ. For XRD analysis and long-term experiments,

samples are collected in an aluminum box over which the spray

dryer is mounted. Due to the full-cone spray pattern, the dried

product assembles in a circular pattern solely on the bottom of

the collection box from which it is recovered in 70% to 95% yield.

XRD analysis is performed using a Scintag XDS2000 powder

diffractometer (Scintag, Cupertino, California, USA) with

Cu-Ka radiation at 40 kV and 30 mA. The XRD patterns are

taken at room temperature in the range of 10" # 2q # 50" with

a scan rate of 1" min!1 and a step size of 0.02".

Conclusions

Our microfluidic spray dryer is a versatile novel tool for early

formulation development of new drug candidates. Precisely

controlled generation of amorphous drug nanoparticles can

successfully be realized requiring only small quantities of sample.

The particles exhibit narrow size distribution and low mean

particle sizes. By independent injection of two solvent streams,

drug co-precipitates can be prepared as well. Our approach

should also be useful for forming composite nanoparticles with

freely tunable composition. As the spray is dried at room

temperature, our microfluidic device also enables processing of

thermally degradable materials. In addition, nanosuspensions,

which can greatly enhance the dissolution rate and bioavail-

ability of hydrophobic drugs, can be easily prepared by spraying

the nanoparticles into a stabilizer solution. Therefore, our

approach not only enables the formation of nanoprecipitates

with a small particle size, but also improves the versatility of

spray drying for manipulating the composition of the resultant

nanoparticles. Design and fabrication of spray drying devices is

easy and inexpensive, thereby allowing customized design for

each formulation and disposal of the whole chip after use. As

drug candidates during their early development phase lack

a complete toxicological profile, this aspect is more than valuable

contributing to safety and protection during development of new

pharmaceuticals.
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Supplemental Information 

This supplemental information contains details of the simulation model that has been 

developed to study the deformation of the channel geometry of our microfluidic spray dryer 

and its impact on the flow profile inside the device. If you have additional questions, feel free 

to send an email to julian.thiele@uni-bayreuth.de. 

Analysis of the flow pattern of a flow-focused aqueous solution of Rhodamine B in a 

microfluidic device shows that the surface contact between the dye solution and the channel 

walls decreases with increasing channel height, as shown in Figure S1. 
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Fig. S1 Finite element simulation of a flow-focused fluid stream of Rhodamine B in water in microchannels with 

a constant width of 50 µm and varying heights of (A) 25 µm, (B) 50 µm and (C) 100 µm. The plane-cuts, which 

show the concentration profile of Rhodamine B, and (D) the corresponding line scans reveal that the surface 

contact between the dye solution and the microchannel walls decreases from low to high aspect ratios. The scale 

bar denotes 25 µm. 

 

We analogously develop a device with a high aspect ratio to minimize the surface contact of 

the danazol-loaded solvent stream with the channel walls. Thus, fouling of the device due to 

adsorption of the hydrophobic drug on the microchannel walls can be prevented. However, 

PDMS microchannels with a high-aspect ratio are less pressure-resistant than squared 

channels and expand at high flow rates and high air pressure. To study the impact of the 

channel deformation on the flow profile, we use COMSOL Multiphysics v4.1.0.185, which 

allows simulating coupled multiphysics problems, such as the solid mechanics of PDMS that 

are coupled with the fluid dynamics in the case at hand. The tasks for developing the 

simulation model are illustrated in Figure S2. 
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Fig. S2 Towards the simulation of the fluid flow inside the microfluidic spray dryer at low flow rates and low air 

pressure: (A) Import of the 3D device geometry drawn in AutoCAD 2011, (B) mesh generation and (C) solution 

of the model. The scale bar denotes 100 µm. 

 

In a first step, a model of the device section of interest, which we design using AutoCAD 

2011, is imported to COMSOL. Thereafter, the boundary conditions are assigned to the 

microchannel walls, the inlets and the outlet of the device assuming stationary conditions. 

Thereby, the fluid dynamics are described by the Navier-Stokes equations which can be 

simplified assuming incompressible fluids, thus ρ = const.
1
 

ρ∇ ∙ 𝐮 = 0 

ρ ∂𝐮∂𝑡 + ρ(𝐮 ∙ ∇)𝐮 = ∇ ∙ [−𝑝𝐈 + µμ(∇𝐮 + ∇𝐮)] + 𝐅 

with the density of the fluid ρ, the pressure 𝑝, the identity matrix 𝐈, the dynamic viscosity of 

the fluid µμ, the velocity field u and the volume force F. The deformation of PDMS is 

simulated using COMSOL's linear elastic model which involves the following equations:
1
 

−∇ ∙ σ = 𝐅୴ 

σ = ൫𝐒 ∙ (𝐈 + ∇𝐮)൯ 

𝐒 − 𝐬 = 𝐂 ∶ (ε − α(T − Tୖ ୣ) − ε) 

ε = 1
2 (∇𝐮

் + ∇𝐮 + ∇𝐮்∇𝐮) 
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with the stress tensor 𝐒, the strain tensor ε, the 4th order elasticity tensor 𝐂, the initial stresses 

𝐬, the initial strains ε,   the   thermal   expansion   tensor   α   and   the   (reference) temperature T 

(Tୖ ୣ). The specific material properties are then defined, as listed in Table S1. 

 

Tab. S1 Material properties used in the simulation model. 

Name Value 

Young's modulus (EPDMS)2 4 MPa 

Poisson's  ratio  (νPDMS)2 0.42 

Density of PDMS  (ρPDMS)3 920 kg m-3 

Density  of  water  (ρWater)4 998.2 kg m-3 

Dynamic  viscosity  (ηWater)4 1.002∙10-3 kg m-1 s-1 

Main channel inlet (vMC,slow) 0.02867 m s-1 

Side channel inlet (vSC,slow) 0.2525 m s-1 

Pressure (pslow) 0.34 bar 

Main channel inlet (vMC,fast) 0.1434 m s-1 

Side channel inlet (vSC,fast) 1.263 m s-1 

Pressure (pfast) 2.09 bar 

 

The model is solved for 62713 finite elements and 401878 degrees of freedom using a 

multifrontal massively parallel solver (MUMPS). The average element quality of the mesh is 

0.8003 on a scale from 0 to 1, where 1 is the highest quality; the minimal element quality is 

0.3903. Using a Windows 7 x64 machine with two quad-core Intel® Xeon® E5440-processors 

operating at 2.83 GHz and an internal memory of 32 GB RAM, the less complex model of the 

microfluidic spray dryer at low flow rates and low pressure is solved in 1307 s, and the model 

of the microfluidic device operating at high flow rates and high air pressure is solved in 

2700 s. 
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Abstract
A new, extremely efficient method for the fabrication of films comprised of gold nanoparticles
(GNPs) crosslinked by organic dithiols is presented in this paper. The method is based on
layer-by-layer spin-coating of both components, GNPs and crosslinker, and enables the
deposition of films several tens of nanometers in thickness within a few minutes. X-ray
diffraction and conductance measurements reveal the proper adjustment concentration of the
crosslinker solution of the critical is in order to prevent the destabilization and coalescence of
particles. UV/vis spectroscopy, atomic force microscopy, and conductivity measurements
indicate that films prepared via layer-by-layer spin-coating are of comparable quality to
coatings prepared via laborious layer-by-layer self-assembly using immersion baths. Because
spin-coated films are not bound chemically to the substrate, they can be lifted-off by alkaline
underetching and transferred onto 3d-electrodes to produce electrically addressable, freely
suspended films. Comparative measurements of the sheet resistances indicate that the transfer
process does not compromise the film quality.

S Online supplementary data available from stacks.iop.org/Nano/22/305303/mmedia

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The chemical and physical properties of thin films comprised
of two- and three-dimensionally crosslinked metal nanoparti-
cles have attracted enormous attention over the past decade.
Several research groups demonstrated that these films can
be used for numerous applications, such as vapor [1–4]
or gas sensors [5], selective coatings for electrochemical
sensors [6, 7], strain gauges [8, 9], and substrates for
surface enhanced Raman scattering (SERS) [10]. Recently,
the preparation and characterization of freestanding films of

1 Present address: Department of Chemistry, University of California,
Berkeley, CA 94720, USA.
2 The first two authors contributed equally to this study.
3 Present address: Bayreuth Center for Colloids and Interfaces, University of
Bayreuth, Universitätsstraße 30, 95440 Bayreuth, Germany.
4 Author to whom any correspondence should be addressed.

gold nanoparticle (GNP) monolayers [11–13] and multilay-
ers [14, 15] have been reported. Freestanding films are of
major interest, because they enable the investigation of their
properties, e.g. mechanical properties, without disturbance
by a supporting substrate. Moreover, applications of freely
suspended films from GNP/polymer layers as highly sensitive
pressure sensors [16] and IR-microimagers [17] have been
demonstrated.

In this study we are interested in the facile fabrication of
freestanding and electrically conductive films from crosslinked
GNPs. Such conductive films are especially interesting,
because their charge transport is sensitively affected by
mechanical deformation, coming from e.g. pressure variations
or chemical reaction. Although the preparation of crosslinked
GNP films on solid supports has been described in numerous
publications, the efficient preparation of freely suspended,
crosslinked GNP films remains challenging. Substrate

0957-4484/11/305303+09$33.00 © 2011 IOP Publishing Ltd Printed in the UK & the USA1

214

http://dx.doi.org/10.1088/0957-4484/22/30/305303
mailto:tobias.vossmeyer@chemie.uni-hamburg.de
http://stacks.iop.org/Nano/22/305303
http://stacks.iop.org/Nano/22/305303/mmedia


Nanotechnology 22 (2011) 305303 H Schlicke et al

supported crosslinked GNP films are usually fabricated via
layer-by-layer self-assembly (LbL-SA). This method is based
on the functionalization of a substrate surface with functional
groups to bind GNPs, followed by alternating immersion of the
substrates into solutions of GNPs and the crosslinker [18, 19].
The major advantages of LbL-SA are the precise control of film
thickness, film homogeneity, the high degree of crosslinking,
applicability to curved substrates, and the ability for the
combinatorial design of multilayered coatings. However,
because LbL-SA involves laborious substrate handling with
intensive washing steps after every GNP and linker deposition,
the method is extremely time consuming and requires
significant amounts of solvent. Additionally, the obtained films
are chemically attached to the substrate. Thus, it is difficult
detaching them without damage from the substrate to produce
freely suspended films.

In order to provide a more facile route to crosslinked GNP
films some alternative methods have been proposed, including
precipitation and solvent evaporation [20], spray coating [21],
and ink jet printing [22]. Recently, Grzybowsky and co-
workers [23] described the preparation of GNP films on glass
substrates via solvent evaporation followed by immersing the
films into crosslinker solution. Afterward, GNP films with
square centimeter dimensions could be lifted-off the substrate
by underetching in alkaline solution and transferred onto
various other substrates. Tsukruk and co-workers developed
a very efficient method for producing multilayer GNP/polymer
composite films via spin-assisted layer-by-layer assembly (SA-
LBL) [24]. The method is based on the combination of
repetitive GNP self-assembly and spin-coating of the polymer
acting as crosslinker. By using a sacrificial layer of cellulose
acetate between the substrate and the GNP/polymer film it
was possible to lift-off the films after their assembly by
immersion into acetone [15, 25]. Subsequently the films
could be transferred onto holey substrates for producing freely
suspended membranes. Nevertheless, to our knowledge, the
electric conductivity of these suspended films has not been
reported.

Here, we present an extremely efficient method for the
well-controlled layer-by-layer preparation of conductive and
covalently crosslinked GNP films. The use of alkylamine-
stabilized GNPs and alkylenedithiol (ADT) crosslinkers
enabled a fast ligand/linker exchange and allowed for
depositing both film components onto glass substrates via
repetitive spin-coating. Choosing the right concentration of
ADT made intermediate washing steps unnecessary. The
deposition of films several tens of nanometers in thickness
took only a few minutes, compared to several hours needed for
traditional LbL-SA. As these films are not bound chemically to
the substrates they can easily be detached and transferred onto
electrodes to form electrically addressable freestanding films.

2. Experimental details

2.1. Materials

Chemicals were purchased from Merck, Chemsolute, Hon-
eywell Speciality Chemicals Seelze GmbH, Prolabo, and

Aldrich. All chemicals and solvents were reagent grade or
of higher quality and used as received. Deionized water
was purified with a Millipore Simplicity system (resistivity
18.2 M! cm). 1,6-hexanedithiol (HDT) and 1,9-nonanedithiol
(NDT) were purchased from Aldrich, and 1,12-dodecandithiol
(DDT) was synthesized as described elsewhere [19]. 1-
dodecylamine-stabilized GNPs with a size of ∼3 nm were
synthesized following the method of Leff et al [19, 26] and
stored at −18 ◦C. Microscope coverslips (borosilicate glass,
thickness: 0.17 mm) were purchased from Carl Roth GmbH.

2.2. Methods and apparatus

2.2.1. Preparation of 3d-electrode structures. The
preparation of microstructures was performed under clean
room conditions. A silicon wafer (Rockwood Electronic
Materials) was cleaned with isopronanol and dried at 150 ◦C.
The blank wafer was spin-coated (Laurell Technologies
Corporation) at 1000 rpm with a layer of SU-8 50 negative
photoresist (Micro Resist Technology GmbH). Using a mask
aligner (Süss MicroTec AG) the photoresist was selectively
exposed to UV light. For this step a lithography transparency
with a stripe-pattern and a resolution of 64 kdpi (Zitzmann
GmbH) served as a template. The exposed photoresist was
developed (mr-Dev 600, Micro Resist Technology GmbH),
rinsed with isopropanol and dried with a gentle stream of air.

The wafer covered with the resist material, patterned with
trenches (gap: 100 µm, depth: ∼100µm, width: several
centimeters), was coated with a 60 nm thick gold layer by
vacuum evaporation (Pfeiffer Classic 250). In this process
the wafer was tilted 45◦ with respect to the sample–source
axis. Thus, the trenches served as shadow masks resulting in
electrically separated electrodes on each side of a trench.

2.2.2. Determination of GNP sizes and concentration. After
purifying the GNPs by fractionated precipitation they were
dissolved in n-heptane to give a stock solution, which had
an absorbance of ∼0.45 (1 cm path length) at 450 nm after
diluting by a factor of 1/500. To 50 µL stock solution
10 µL (42 µmol) 1-dodecanethiol and 500 µL n-heptane
were added. After 35 min 1000 µL ethanol were added
and the obtained precipitate was separated by centrifugation
(2291g). The precipitate was resuspended in 1000 µL
ethanol and again separated by centrifugation. Afterward
the precipitate was dried under nitrogen flow and redissolved
in 2000 µL n-heptane. This solution was used to transfer
the nanoparticles onto a carbon coated TEM copper grid for
TEM analysis (Jeol JEM-1011, LaB6, 100 kV). Statistical
analysis of the acquired micrographs revealed a GNP core
size of ∼3 nm (±14%) (supplementary data available at
stacks.iop.org/Nano/22/305303/mmedia). Taking into account
the average particle size and the optical density at 450 nm the
GNP concentration of the stock solution was estimated to be
∼0.14 mM, according to Haiss et al [27].

2.2.3. Preparation of GNP films. Microscope coverslips
were first cleaned with acetone in an ultrasonic bath (Bandelin
Sonorex), rinsed with water and dried under nitrogen flow.
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Figure 1. Preparative route to freestanding films of crosslinked gold nanoparticles (GNPs). First, GNPs and alkylenedithiol (ADT)
crosslinkers were deposited onto a glass substrate via spin-coating. After immersion into ADT solution and washing, the GNP film was
detached from the substrate in alkaline solution and transferred onto electrode structures.

The coverslips were then rotated at 3000 rpm using a spin-
coater (Specialty Coating Systems Inc., Model P6700 Series).
8 µL of GNP stock solution and 2 × 10 µL alkylene dithiol
solution (HDT, NDT, DDT, ∼7.4 mM, in methanol) were
alternately dropped into the center of the rotating substrate
until the desired thickness was obtained. Between applications
a waiting time of 30 s was kept, while continuing to rotate
the substrate. After finishing the final deposition cycle the
substrate was immersed into a solution of ADT (∼7.4 mM, in
methanol) overnight. Finally the substrates were washed with
acetone and dried under gentle nitrogen flow or at air.

GNP films could be lifted-off the substrate by floating the
glass substrate onto a 0.1 M NaOH solution. After a while
the glass substrate settled to the bottom of the beaker, while
the film floated on top of the solution. The NaOH solution was
then exchanged by purging with water. Finally, the free floating
film was transferred onto the electrode structures and allowed
to dry at ambient conditions. We note that cleaning the glass
substrates with Caro’s acid (CAUTION: Caro’s acid reacts
explosively with organics!), rinsing them with water, and then
treating them with alkyl carboxylic acids before film deposition
facilitated the lift-off process. However, this treatment of the
coverslips was not essential.

2.2.4. Characterization of GNP films. The UV/vis spectra
were recorded using a Varian Cary-50 spectrometer. Light
microscopy (LM) was done using a Zeiss Axiovert S 100
or an Olympus BX 51 microscope equipped with a UC
30 CCD camera, which allowed for 3d reconstruction of
acquired image stacks. The surface topography of the films
was investigated using a DI (Digital Instruments) Multimode
atomic force microscope (AFM), equipped with a Nanoscope

IV controller, and a 100 µm scanner, and operated with a Veeco
RTESPW-tip. Alternatively, a JPK NanoWizard 3 AFM was
used, equipped with a 100 µm scanner, and operated with an
AppNano HYDRA6V-100NG tip. All images were acquired
in tapping-mode™ or contact mode with low force setting.
Step profiles were measured for determining the thicknesses
of the films. The average roughness of the films was
determined using the Gwyddion V2.x software package. X-ray
diffractograms were measured using a PANalytical X’PERT
Pro diffractometer equipped with a copper anode operated
at 45 kV, 40 mA. For these measurements the films were
deposited onto silicon (911) wafers. Current–voltage (I V -)
measurements were done using an Agilent 4156C parameter
analyzer. The GNP films were contacted with gold electrodes
(individual widths in the range of 7.0–10.1 mm, gap: 400 µm,
thickness: ∼60 nm), which were deposited onto the films using
a Pfeiffer Classic 250 vacuum evaporation system. The gap
was defined using a shadow mask.

3. Results and discussion

3.1. Preparation process

The process of GNP film preparation is schematically shown
in figure 1. First, a layer of nanoparticles was deposited onto
a glass substrate by spin-coating GNPs from their solution in
n-heptane. Dodecylamine-stabilized GNPs were used because
the alkylamines are only weakly bound to the particles and
are efficiently replaced by thiols [19]. Second, a solution
of the ADT crosslinker was spin-coated. To avoid removal
of particles from the substrate, the ADT was applied as a
solution in methanol, which does not dissolve the GNPs.
However, methanol dissolved the weakly bound dodecylamine
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Figure 2. (a) Crosslinked GNP/NDT film deposited onto a glass
substrate floating on NaOH solution. As indicated, the lift-off
process started at the rim of the substrate. (b) Free floating film on
water after complete detachment (inset: top view).

capping ligands and thereby destabilized the nanoparticles, as
clearly evidenced by the XRD results presented below. In
order to avoid destabilization and coalescence of GNPs it was
necessary to supply ADT in a sufficiently high concentration.
Thus, the ADT served as a crosslinker but additionally to
(re)stabilizing the particles. Adjusting the right concentration
of the ADT solution turned out to be critical for the whole
assembly process. As indicated by conductance measurements

(see below) too low a concentration of ADT was insufficient
to stabilize the particles, while an excess of ADT deposited
onto the film making the formation of homogeneous coatings
laborious or impossible. After spin-coating the ADT solution,
the deposition of GNPs and crosslinker was repeated until a
film of desired thickness was obtained. Notably, with the
ADT concentration properly adjusted washing steps were not
necessary. The films were finally treated with ADT solution,
washed, and dried under nitrogen flow or at air. As reported
previously by Grzybowsky and co-workers [23], we could
detach the films from their substrates by underetching with
sodium hydroxide solution, as shown in figure 2. After this, the
films floated on the surface of the alkaline solution, which was
exchanged by purging carefully with water. The floating films
could easily be transferred onto three-dimensionally patterned
electrodes to obtain electrically addressable, freestanding GNP
films.

3.2. Determination of nanoparticle sizes

Dodecylamine-stabilized GNPs were synthesized as reported
previously [19, 26]. While investigating the as-prepared
samples by TEM it was observed that the particles easily
fused and formed larger aggregates due to their weak
stabilization. Therefore, we exchanged the dodecylamine
ligands with dodecanethiol ligands before determining the
particle sizes by TEM. UV/vis spectra of the particles recorded
before and after ligand exchange were almost identical,
indicating that their sizes were not affected by the ligand
exchange reaction. After ligand exchange, the stability of
the particles during TEM imaging was significantly improved
and particle sizes of ∼3 nm (±14%) were determined without
difficulties. Notably, very similar sizes were determined
by TEM investigations of the as-prepared GNPs if only
those particles were counted, which were well-separated from
aggregated and fused particles.

3.3. UV/vis-absorption spectroscopy

The deposition of GNPs and ADT crosslinkers was
investigated by recording the UV/vis spectrum after each spin-
coating step. Figure 3(a) exemplarily shows a set of UV/vis

Figure 3. (a) Absorption spectra of GNP solution in n-heptane (dashed black line) and of GNP films after alternating deposition of GNPs
(solid red lines) and HDT (dotted blue lines). (b) Plasmon absorbance and (c) spectral position of plasmon band plotted versus number of
deposition cycles. HDT, NDT, and DDT were used as the crosslinker, as indicated.
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spectra recorded of films crosslinked with 1,6-hexanedithiol
(HDT). Spectra of films crosslinked with longer ADTs, i.e.
1,9-nonanedithiol (NDT) and 1,12-dodecanedithiol (DDT) are
qualitatively very similar (supplementary data available at
stacks.iop.org/Nano/22/305303/mmedia). For comparison the
spectrum of the GNP solution is also presented in figure 3(a).

After depositing the GNPs from their solution onto
the glass substrate, the maximum of their surface plasmon
resonance (SPR) band red-shifted from ∼500 to ∼540 nm.
This red-shift is explained by changes of the effective dielectric
function, which strongly depends on the number density
of particles, as described by Maxwell–Garnett Theory and
confirmed experimentally [28, 29]. Additionally, the plasmon
coupling of neighboring GNPs becomes important at very
small particle distances. After spin-coating the crosslinker onto
the first layer of GNPs, the SPR-band was further red-shifted to
∼580 nm. This additional red-shift along with a slight increase
in absorbance is attributed to a decrease of average particle
distances after crosslinking, resulting in enhanced coupling
between neighboring GNPs. Accordingly, decreasing the
length of the ADT crosslinker further red-shifted the position
of the SPR-band, as discussed in detail below.

After completing the first deposition cycle, alternating
spin-coating of GNPs and crosslinker was repeated until a film
of the desired thickness was obtained. The stepwise growth
of the films was recognized by an increase in SPR-absorbance
after each completed deposition cycle, as shown in figure 3(b).
Obviously, the increase in absorbance was rather independent
of the crosslinkers’ chain length. In figure 3(c) the spectral
position λmax of the plasmon band is plotted versus the number
of deposition cycles for all three film materials investigated.
In agreement with previously published data [19], referring to
GNP/ADT films prepared via traditional LbL-SA, we observed
a red-shift of the plasmon band after the second deposition
cycle for films crosslinked with HDT and DDT. We note
that in the previously published study the maximum thickness
of the films corresponded to the thickness obtained after the
second deposition cycle in our present work. With increasing
cycle number a significant blue-shift of the plasmon band was
observed. We assign this finding to changes of both scattering
background and reflectivity with increasing film thickness.

As mentioned above, the position of the SPR-maximum
depended on the alkylene chain length of the crosslinker and
was significantly red-shifted with decreasing length of the
linker, as apparent in figure 3(c). This finding indicates that
the electronic coupling between the particles was controlled
by the size of the crosslinker, similar as observed previously
in the case of ADT crosslinked GNP films assembled via
the traditional LbL-SA immersion bath method [19]. The
control of particle distances by the length of the crosslinker
was confirmed by the conductivity measurements presented
below.

3.4. Microscopy

A representative LM-micrograph of a substrate supported
GNP/NDT film is shown in figure 4(a). Both, the
NDT as well as the HDT crosslinked film had a smooth

Figure 4. (a) LM-micrograph of a GNP/NDT film recorded in
transmission mode. (b) AFM-Micrograph of the same film acquired
in tapping-mode™. The AFM image was taken at the edge of a
scratch. Height profiles measured at the edge were used to determine
the film thickness (supplementary data available at stacks.iop.org/
Nano/22/305303/mmedia).

appearance, whereas the DDT crosslinked film appeared
somewhat inhomogeneous (supplementary data available at
stacks.iop.org/Nano/22/305303/mmedia). Most likely, the
solubility of the linker in methanol, which decreased with
increasing chain length, was important for homogeneous film
formation. We assume that solvent evaporation during the
spin-coating process lead to the precipitation of excess DDT,
causing inhomogeneous film deposition. Currently, we are
working on protocols to improve the homogeneity of the
DDT crosslinked film by applying solvent mixtures, such as
THF/methanol, instead of pure methanol for dissolving the
linker.

The surface topography of the films was characterized
by AFM operated in tapping-mode™ or contact mode with a
low force setting. A representative image of the GNP/NDT
film is shown in figure 4(b). Step profiles recorded at the
edges of scratches in the film were used to determine the
film thicknesses. The measured values for films prepared by
five deposition cycles are presented in table 1. Plots of film
thicknesses versus the number of deposition cycles are shown
in figure 5. All three film materials showed a linear increase
in film thickness with increasing number of deposition cycles.
This observation indicates that the same amount of GNPs was
deposited with each spin-coating cycle. As expected, figure 5
shows that with increasing length of the linker the incremental
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Figure 5. Increase in film thickness with increasing number of
deposition cycles.

Table 1. Thickness, average roughness, and conductivity of
differently crosslinked GNP/ADT films. In each case the standard
deviation of the film thickness refers to ten graphically averaged
values determined from step profiles (supplementary data available at
stacks.iop.org/Nano/22/305303/mmedia). Values for the average
roughness Ra were determined from AFM images measured over an
area of 5 µm × 5 µm (supplementary data available at
stacks.iop.org/Nano/22/305303/mmedia). Conductivities given in
parenthesis are taken from [19].

Linker Cycle #
Thickness
δ (nm)

Average roughness
Ra (nm)

Conductivity
σ (#−1 cm−1)

HDT 5 57 ± 1 0.44 4.2 × 10−2

(3.73 × 10−2)
NDT 5 70 ± 2 0.47 1.5 × 10−3

(2.06 × 10−3)
DDT 5 93 ± 3 2.10 4.1 × 10−5

(2.30 × 10−4)

increase in film thickness became larger. The same trend was
observed previously for GNP/ADT films assembled via the
traditional LbL-SA method using immersion baths [19].

Table 1 gives typical values for the average roughness
Ra of the films, acquired from samples prepared by five

deposition cycles. Consistent with LM images (supplementary
data available at stacks.iop.org/Nano/22/305303/mmedia) the
DDT crosslinked film had a significantly higher roughness than
HDT and NDT crosslinked films. Analyzing the AFM images
of films prepared by 1, 3 and 5 deposition cycles revealed that
for HDT and DDT crosslinked films the roughnesses decreased
somewhat after the third deposition cycle (supplementary data
available at stacks.iop.org/Nano/22/305303/mmedia).

3.5. Conductivity measurements

The charge transport through multilayered GNP films has been
studied extensively and described by an activated tunneling
model [30, 31]. Usually these films show Ohmic current–
voltage (I V -) characteristics. A representative set of I V -
curves referring to NDT crosslinked films with various
thicknesses is shown in figure 6(a). For comparison the I V -
curves of HDT, NDT, and DDT crosslinked films, obtained
after the fifth spin-coating cycle, are presented in figure 6(b)
on a log-scale.

The reciprocal sheet resistances plotted versus deposition
cycle number showed an approximately linear correlation,
irrespective of the crosslinker used for film assembly.
Figure 6(c) shows representative results obtained with NDT
crosslinked films. Results referring to other film materials are
provided as supplementary data (available at stacks.iop.org/
Nano/22/305303/mmedia). The linear increase in conductance
with increasing cycle number is in agreement with the linear
increase in film thickness (figure 5) and confirms a well-
controlled deposition of crosslinked nanoparticles with each
spin-coating cycle. The conductivities of all films investigated
were calculated by dividing the sheet resistances by the
film thicknesses. In figure 7 the conductivities are plotted
versus the corresponding film thickness. After the second
deposition cycle the conductivities of the films did not depend
significantly on their thickness. The conductivities of films
obtained after five deposition cycles are presented in table 1.
For HDT and the NDT crosslinked films the conductivities
fall into the same range as the values reported earlier for
films prepared via the traditional LbL-SA method using

Figure 6. (a) I V -curves of GNP/NDT films measured after each deposition cycle. (b) I V -curves of the three film materials prepared by five
deposition cycles plotted on the log-scale. (c) Reciprocal sheet resistance of GNP/NDT films plotted versus cycle number. The currents
displayed graphically in (a) and (b) were normalized to a common electrode width of 1.0 cm.
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Figure 7. Conductivity of the three materials investigated plotted
versus film thickness, crosslinker used as indicated.

GNPs of similar sizes [19]. This finding indicates that the
internal structure of the films was similar regardless of which
preparation method was used. However, the conductivity of
the DDT crosslinked films reported previously was ∼6 times
higher than the value measured here. We assume that the
lower conductivity determined in our present study for the
DDT crosslinked film is due to its inhomogeneous morphology
observed by light microscopy and AFM (supplementary data
available at stacks.iop.org/Nano/22/305303/mmedia).

3.6. Characterization of substrate supported films by XRD

Two parallel processes are important for GNP deposition
during the LbL-spin-coating process. One is the destabilization
of GNPs by the removal of dodecylamine ligands when
applying the methanolic linker solution. The other is the
(re)stabilization and crosslinking of particles by reaction with
ADT. Figure 8 shows XR-diffractograms of a drop-coated
film from dodecylamine-stabilized AuNPs before and after
immersion into pure methanol. The pronounced sharpening
of the reflexes after treatment with methanol clearly reveals
destabilization and coalescence of GNPs. In contrast, films
which were LbL-spin-coated using a ∼7.4 mM solution of
NDT in methanol did not show any narrowing of XRD
reflexes. We conclude that the fusion of AuNPs by the
removal of dodecylamine ligands is efficiently suppressed by
the presence of the crosslinker, which serves both to interlink
and to stabilize the particles via a fast ligand–linker exchange
reaction.

By applying the Scherrer-equation [32] the coherent
crystalline domain size was calculated using the width of the
reflexes at half maximum. For as-prepared particles as well
as for particles within the NDT crosslinked film we calculated
a coherent crystalline domain size of ∼1.5 nm, while the
domain size of the fused particles, obtained after treatment with
methanol, was ∼15.0 nm.

3.7. Influence of GNP and crosslinker concentration on the
assembly process

The adjustment of the ADT concentration was critical for
successful film assembly. In a first set of experiments

Figure 8. (a) XR-Diffractorgrams of a drop-coated film of
dodecylamine-stabilized GNPs, (b) of the drop-coated film after
immersion in methanol (MeOH) for several hours, and (c) of an
LbL-spin-coated GNP film assembled with NDT as the crosslinker.
Reflexes are assigned to the face-centered cubic lattice of gold, as
indicated.

it was found that a crosslinker concentration of ∼5 mM
enabled a well-controlled and reproducible LbL growth of
homogeneous films. Significantly higher concentrations
led to the deposition of droplets of excess linker and
resulted in inhomogeneous film growth. Significantly lower
concentrations of crosslinker did not enable the reproducible
deposition of GNPs with increasing cycle number, because
GNPs were only insufficiently bound and removed while
repeatedly applying the GNP solution. Therefore, we
investigated how a variation of ADT concentration in the
range 0.5–15 mM influenced the film deposition. Figure 9
shows how the reciprocal sheet resistance of films obtained
after four deposition cycles varied with the concentration of
NDT. It is seen that diluting the linker concentration below
∼4 mM resulted in a significant increase in conductance.
Taking into account the XRD results discussed above, we
attribute this finding to insufficient GNP stabilization at ADT
concentrations below ∼4 mM, resulting in reduced average
interparticle distances and GNP coalescence. However, at
concentrations above ∼4 mM the reciprocal sheet resistance
was rather constant at ∼10 (G!/square)−1. Therefore, in
order to avoid destabilization of GNPs on the one hand and
deposition of excess ADT on the other hand we have chosen
∼7.4 mM as the standard concentration of the crosslinker
throughout this study.

We note that in figure 6(c) the corresponding value of
the reciprocal sheet resistance of the GNP film obtained after
four deposition cycles, ∼8 (G!/square)−1, was somewhat
below 10 (G!/square)−1. Taking into account that different
batches of GNP preparations were used in both experiments,
these values are in reasonable agreement. Slight deviations in
GNP size distribution and concentration can easily influence
the conductivity of the prepared films and, thus, explain the
observed difference.
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Figure 9. Reciprocal sheet resistances of GNP/NDT films obtained
after completing the fourth spin-coating cycle versus NDT
concentration used for film assembly.

Throughout this study we used a ∼0.14 mM solution of
GNPs as the standard GNP concentration. With this GNP
concentration it was possible to quickly grow films with several
tens of nanometers in thickness. Notably, these films were
deposited within a few minutes. In contrast, the deposition
of GNP/ADT films via the traditional LBL-SA method, with
thicknesses of only 20–30 nm, takes several hours [19].

The data presented in figure 5 show that with each
spin-coating cycle films with thicknesses of ∼10–25 nm,
corresponding to a few GNP monolayers, were deposited. By
varying the GNP concentration the amount of GNPs deposited
in every spin-coating cycle could be controlled. For example,
reducing the GNP concentration by a factor of 0.5 reduced
the absorbance measured after the first and fourth deposition
cycle by a factor of ∼0.65 (supplementary data available at
stacks.iop.org/Nano/22/305303/mmedia).

3.8. Electrically addressable freestanding GNP films

Figure 10 shows the LM-micrograph (a) and a three-
dimensionally reconstructed image (b) of a freestanding
GNP/NDT film. The membrane was ∼100 nm thick and
bridged a trench of 100 µm width between two gold
electrodes. The length of the bridged trench was almost
∼4 mm (supplementary data available at stacks.iop.org/Nano/
22/305303/mmedia). The I V -curve of the freestanding film
was linear, as in the case of substrate supported films. In order
to investigate if the transfer of the film onto the electrodes
affected its integrity, we measured the sheet resistances of
one part of the film left on the original substrate and another
part transferred onto the electrodes. These measurements
gave 61.3 M!/square and 57.4 M!/square, respectively.
The difference of only 6% is within the accuracy of these
comparative measurements, and indicates that the membrane
was transferred without significant damage. Folding of the
membrane, as seen in figure 10, most likely results from the
drying process required after transferring the membrane from
the water surface onto the electrodes. Thus, we attribute the
observed folding to local strain caused by capillary forces
during film transfer and the drying process. The similar

Figure 10. LM images of a freestanding GNP/NDT film on gold
electrodes bridging a trench of 100 µm width. (a) Top view,
(b) 3d-reconstructed image.

sheet resistances of both the substrate supported film and the
freestanding film suggest that folding did not significantly
affected the electronic transport properties. In order to
reduce folding of the membrane we are currently working on
improved protocols for membrane transfer and drying.

4. Conclusions

In this study we developed a new, very efficient method for
the preparation of crosslinked GNP films using alkylamine-
stabilized GNPs and alkylene dithiols as the starting materials.
The deposition of both, GNPs and crosslinker, is based on spin-
coating. Adjusting the concentrations of GNP and crosslinker
solutions made intermediate washing steps unnecessary. Thus,
the spin-coating process requires only several µL of solvents
whereas traditional LbL-SA using immersion baths requires
significant amounts of solvents. Further, depositing films of
∼100 nm thickness took only a few minutes, compared to
several hours required for laborious LbL-SA using immersion
baths. Nevertheless, our results indicate that the optical
and electrical properties of films assembled via spin-coating
are of comparable quality as previously described LbL-self-
assembled films [19]. Because the spin-coated films were
chemically not attached to the substrate, they could be lifted-
off and transferred as freely suspended films onto three-
dimensionally patterned electrodes. Measuring their sheet
resistances indicated that the transfer process did not affect the
film integrity.

Freestanding and electrically addressable films are of
major interest, because they enable a simple readout of
stress-induced deformations, which can be brought about
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by e.g. pressure fluctuations, sorption of guest molecules,
or chemical reactions. Therefore, these freestanding films
are interesting new materials for developing physical and
chemical sensors with simple electric signal transduction.
Currently, we are investigating the mechanical properties of
these freestanding films as well as their potential application
as pressure sensors and chemical sensors.
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1. TEM Characterization 

Figure S1 shows a TEM image taken of the particles immobilized on a TEM grid. The image shows a 

quite narrow size distribution of the obtained GNPs. As well does the corresponding size histogram of 

the statistical analysis of the particle core size. 

 

Figure S1 TEM image and size histogram of the GNPs. 
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2. UV/vis Characterization 

After each deposition cycle a UV/vis spectrum was recorded. Figure S2 shows the qualitatively similar 

absorption spectra of the three different GNP films. Each spectrum was recorded after depositing the 

linker compound. 

a) b) c) 

   

Figure S2 Absorption spectra of GNP films prepared with different linker solutions: a) HDT, b) NDT, c) DDT. 

3. Light microscope characterization 

LM-micrographs of every substrate supported GNP film were recorded in transmission mode to 

inspect the homogeneity of the obtained films. Figure S3a shows one of the GNP films crosslinked by 

HDT and Figure S3b shows a GNP film crosslinked by NDT. Both films show a good homogeneity 

over a large area. In comparison, the GNP film crosslinked by DDT shown in Figure S4a has a 

rougher surface. We were able to improve the homogeneity of the DDT crosslinked GNP film by 

using a solvent mixture (20% THF in methanol) for dissolving the DDT linker. The LM-micrograph 

of one of those films is shown in Figure S4b.  

 

Figure S3 LM-Micrographs of GNP-films prepared with (a) HDT and (b) NDT. 
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Figure S4 LM-Micrographs of GNP-films with DDT. The GNP films were prepared with DDT dissolved in a) methanol and 

b) in methanol 8:2 THF. Same scale as Figure S3. 

4. AFM Characterization 

Figure S5 shows an AFM image taken of a NDT-linked GNP film deposited onto a glass coverslip. 

The film was scratched using a 0.4 mm cannula with very low force and therefore without scratching 

the surface of the glass.  The extracted profiles like one in Figure S6 show the step height of the films 

on top of the coverslip. 10 profiles were taken equally selected over the distance of 50 µm and the 

mean value was calculated.  The measurements of the other samples were done using the same 

procedural manner. Figure S7 shows the AFM images of the 6-layer samples of the GNP films 

crosslinked by HDT and DDT. As one can see, the homogeneity of the GNP film prepared using DDT 

is not comparable to the others. 

                                              

 Figure S5 AFM image of the 6-Layer sample of GNPs crosslinked by NDT. 

 

225



4 

 

 
Figure S6 Height profile 1 taken from AFM-image of GNP film crosslinked by NDT shown in Figure S5. 

 

 

Figure S7 AFM images of the 6-layer samples of GNP films crosslinked by  HDT (left) and DDT (right). 

 

5. Surface roughness 

The roughness of the films was calculated using data acquired over an area of 5 x 5 µm. Ra, the 

average roughness, is the value of the height irregularities and calculated as follows: 

 

 

Figures S8 to S16 show the AFM images of crosslinked GNP films with different linkers and different 

thicknesses. 
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Roughness average: 0.53 nm 

 Figure S9 AFM image of a 3-layer sample of a GNP film crosslinked by HDT with corresponding linescan. 

 

 

Roughness average: 0.45 nm 

Figure S10 AFM image of a 5-layer sample of a GNP film crosslinked by HDT with corresponding linescan. 

 

 

Roughness average: 0.84 nm 

Figure S8 AFM image of a 1-layer sample of a GNP film crosslinked by HDT with corresponding linescan. 

227



6 

 

 

 

Roughness average: 0.47 nm 

Figure S11 AFM image of a 1-layer sample of a GNP film crosslinked by NDT with corresponding line scan. 

 

 

Roughness average: 0.45 nm 

Figure S12 AFM image of a 3-layer sample of a GNP film crosslinked by NDT with corresponding linescan. 

 

 

Roughness average: 0.47 nm 

Figure S13 AFM image of a 5-layer sample of a GNP film crosslinked by NDT with corresponding linescan. 
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Roughness average: 2.38 nm 

Figure S14 AFM image of a 1-layer sample of a GNP film crosslinked by DDT with corresponding linescan. 

 

 

Roughness average: 2.15 nm 

Figure S15 AFM image of a 3-layer sample of a GNP film crosslinked by DDT with corresponding linescan. 

 

 

Roughness average: 2.10 nm 

Figure S16 AFM image of a 5-layer sample of a GNP film crosslinked by DDT with corresponding linescan. 
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6. Conductivity measurements 

Figure S17 shows IV-curves referring to HDT and DDT crosslinked films measured after up to 6 

deposition cycles. 

a) b) 

  

Figure S17 IV-curves of a) GNP/HDT and b) GNP/DDT measured after each deposition cycle. The slope of the curves 

increases with increasing number of deposition cycles. 

 

Figure S18 shows the reciprocal sheet resistance plotted vs. the deposition cycle number for GNP 

films crosslinked by HDT and DDT. Both show an approximately linear correlation. 

a) b) 

  

Figure S18 Reciprocal sheet resistance of a) GNP/HDT and b) GNP/DDT films plotted vs. cycle number. 
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7. Concentration variation 

Figure S19 shows the absorbance of GNP/NDT films prepared with GNP solutions of different 

concentration. These films were obtained after completing 1 and 4 deposition cycles. Reducing the 

GNP concentration by a factor of 0.5 resulted in a decrease in the absorbance of the GNP film by a 

factor of ~ 0.65. 

 

 

Figure S19 Absorption maxima of GNP films prepared with NDT with reduced GNP concentration (0.07 mM; dark) and 

usual concentration (0.14 mM; light). 

 

 

8. Freestanding GNP films 

Figure S20 shows jointed LM-micrographs of a free-standing GNP/NDT film.  The membrane bridged 

a trench with a 100 µm gap over a length of 3723 µm. 

 

Figure S20 LM-micrograph of the freestanding GNP-film with an overall length of 3723 µm and 100 µm width. 
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7.7 Adsorption of spherical polyelectrolyte brushes: from 
interactions to surface patterning 
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Spherical Polyelectrolyte Brushes / Adsorption / Particles / Colloidal Probe /
AFM / Microcontact Printing / Surface Patterning

Adsorption of colloidal particles constitutes an attractive route to tailor the properties of surfaces.
However, for efficient material design full control over the particle-substrate interactions is
required. We investigate the interaction of spherical polyelectrolyte brushes (SPB) with charged
substrates based on adsorption studies and atomic force spectroscopy. The brush layer grafted from
the colloidal particles allows a precise adjustment of their adsorption behavior by varying the
concentration of added salt. We find a pronounced selectivity between oppositely and like-charged
surfaces for ionic strengths up to 10mM. Near the transition from the osmotic to the salted brush
regime at approximately 100mM attractive secondary interactions become dominant. In this regime
SPB adsorb even to like-charged surfaces. To determine the adhesion energy of SPB on charged
surfaces directly, we synthesize micrometer-sized SPB. These particles are used in colloidal probe
AFM studies. Measurements on oppositely charged surfaces show high forces of adhesion for
low ionic strengths that can be attributed to an entropy gain by counterion release. Transferring
our observations to charge patterned substrates, we are able to direct the deposition of SPB into
two-dimensional arrays. Considering that numerous chemical modifications have been reported
for SPB, our studies could open exiting avenues for the production of functional materials with
a hierarchical internal organization.

�� ,QWURGXFWLRQ
The physisorption of components from solution constitutes a versatile and easily up-
scalable alternative to surface modifications based on covalent chemical coupling,
since coupling by physisorption does not require specific chemical reactions to occur.

* Corresponding author. E-mail: andreas.fery@uni-bayreuth.de
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A prominent example for this approach is the layer-by-layer (LbL) deposition of oppo-
sitely charged polyelectrolytes [1–4]. Multilayers can be applied to large substrates by
simple dip or spray coating and the non-covalent nature of the underlying interactions
allows for a broad spectrum of molecular components [5–8]. Other examples are the
physisorption of microgel-particles [9] which can be used as temperature-responsive
cell substrates [10] or the adsorption of responsive block-copolymer micellar aggre-
gates [11] for controlled release and cellular response.

Indeed often colloidal building blocks are integrated in such physisorption-
layers [12–16], since they carry functions (optical, electronic, catalytic, magnetic prop-
erties or responsiveness towards various stimuli), but also because the size of colloidal
particles increases the adsorption energy as compared to single (macro-)molecules
while still ensuring that interfacial interactions are dominant over inertia or other forces
governing the macro-scale. The efficiency of these materials depends on both the phys-
ical properties of the colloids and their spatial arrangement on the substrate.

Modification of the colloidal building blocks by grafting polymer chains prior to
physisorption is a promising strategy for optimizing these aspects inasmuch as the
surface layer moderates the interaction with the substrate independent of the type of
particles. Such an approach can be applied to any type of colloids including inor-
ganic and polymer particles. If the packing of the chains is sufficiently dense, L�H�
the lengths of the chains tethered with one end to the particle must be consider-
ably larger than the distance between two neighboring chains, a polymer brush re-
sults [17]. Moreover, if the brush is made from polyelectrolytes, it adds electrosteric
stabilization, stimuli-responsiveness and compatibility as well as adhesiveness or non-
adhesiveness to particles that could exhibit special optical, mechanical or magnetic
features, thus establishing multi-functional building blocks [18–21]. Because of the
spherical geometry of the colloidal support, such particles are denoted as “spherical
polyelectrolyte brushes” (SPB). The core–shell morphology of SPB is schematically
depicted in Fig. 1A.

The properties of SPB in solution are widely determined by the confinement of the
counterions of the polyelectrolyte chains. Approximately 95% of the counterions of
the polyelectrolyte chains are trapped within the brush at low concentrations of added
salt [22]. This creates a huge osmotic pressure resulting in a marked stretching of the
polyelectrolytes [23,24]. The responsiveness of the SPB towards external stimuli such
as the ionic strength and pH allows precise control over the spatial dimensions of the
particles and their mutual interaction [25–28].

Functionalization of the core–shell colloids can be accomplished by loading the
core with hydrophobic substances, including many drugs. Moreover, the surrounding
brush layer may serve as a carrier for active nanostructures, namely for metal nanopar-
ticles, enzymes and conductive polymers yielding functional colloids with tailored
biological, catalytic or electronic properties [29–32]. This opens up avenues for multi-
functional responsive mesoscopic building units that are stable against coagulation and
can be easily handled [33].

Understanding the interaction of SPB with solid substrates is a prerequisite for their
technological application in functional coatings. Studies with mica surfaces demon-
strated distinct differences in the adsorption behavior of cationic and anionic SPB [34,
35]. While anionic SPB exhibited a high lateral mobility on the negative substrates and
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)LJ� �� Influence of substrate charge and ionic strength on SPB adsorption. For this study anionic SPB
consisting of a PS core and attached PSS chains were used (A). Before drying, the films exhibit a liquid-
like particle ordering indicating a random adsorption process (B). At 10 mM of added salt the particles
bind only to oppositely charged surfaces, whereas particle deposition at 500 mM results in a high surface
coverage on both types of substrates. The equilibrium particle density plotted against the ionic strength
shows that the loss of substrate selectivity coincides with the transition from the osmotic to the salted brush
regime near 100 mM (C).

formed hexagonally packed arrangements during drying, cationic SPB were strongly
affixed to the surface resulting in network-like structures. Recently, we investigated
SPB adsorption onto polyelectrolyte multilayers focusing on the kinetics [36]. We
found that after an initial diffusion-limited stage SPB adsorption slows down and finally
ceases with the formation of a particle monolayer.

In this work we investigate the interaction of anionic SPB and polyelectrolyte mul-
tilayers consisting of polystyrene sulfonate (PSS) and poly(diallyldimethylammonium
chloride) (PDA). In addition to adsorption studies covering a wide range of ionic
strengths [36], we present a direct assessment of the force of adhesion YLD atomic
force microscopy (AFM). We utilize the colloidal probe (CP) technique, in which
force-distance curves are recorded with an AFM cantilever bearing a micrometer-sized
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spherical particle [37]. This method was developed independently by Butt and Ducker
and allows a normalization of the measured forces over the contact area by the Der-
jaguin approximation [38,39]. Another advantage of CP-AFM is the possibility to use
functionalized particles and measure the interaction between arbitrary surfaces includ-
ing polyelectrolyte brushes [40–43]. Building upon the synthetic route to submicron
SPB originally developed by Ballauff and co-workers [24,25], we attach PSS chains
to micrometer-sized polystyrene particles. These SPB microparticles are then used to
measure the interaction of SPB with charged surfaces. Finally, we demonstrate that
under appropriate deposition conditions SPB can be arranged into well-defined arrays
on charge patterned substrates. For this purpose we utilize microcontact printing, which
is a prominent technique to facilitate surface patterning and guided adsorption [44–46].

�� ([SHULPHQWDO VHFWLRQ
��� 0DWHULDOV

Styrene was passed through a catechol inhibitor remover column before use. Irgacure
2959 was kindly supplied by Ciba Specialty Chemicals and transferred into the copoly-
merizable photoinitiator (HMEM) by a Schotten-Baumann reaction of Irgacure 2959
and methacrylic acid hydrochloride along the lines given in Ref. [24]. Purification
was accomplished by column chromatography on silica gel. The purity of the product
was verified through NMR spectroscopy (AC 250, Bruker). Deionized water obtained
from a reverse osmosis water purification system (Millipore Academic A10) was used
throughout the entire studies. All latexes were purified by exhaustive ultrafiltration
against deionized water. The other chemicals and solvents were of analytical grade and
were used as received.

��� 1DQRSDUWLFOHV V\QWKHVLV

The synthesis and characterization of submicron SPB following the approach of Bal-
lauff and coworkers are described in Ref. [47]. Briefly, polystyrene cores bearing
covalently anchored photoinitiator moieties were produced by soap-free emulsion poly-
merization in the presence of a UV sensitive comonomer. From the particle surfaces
PSS chains were grafted by UV induced polymerization of sodium styrene sulfonate.
The PS cores display a narrow size distribution with an average radius of 126±
2 nm as measured by dynamic light scattering (DLS). The hydrodynamic thickness
of the PSS brush is 74± 3 nm in deionized water. The PSS chains were cleaved
from the PS cores and analyzed by size exclusion chromatography. The molecular
weight of the longest PSS chains that govern the spatial extension of the brush layer
was determined as 67600± 4950 g/mol, which corresponds to a contour length of
82±6 nm [47]. The polydispersity of the chains (weight averaged molecular weight
by number averaged molecular weight) was calculated as 2.1, which is a common
value for polymers prepared by free radical polymerization. The chain grafting density
is 0.03±0.01 chains per nm2 [47].
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��� 0LFURSDUWLFOHV V\QWKHVLV
PSS brushes were grafted from monodisperse cross-linked PS microparticles with
a diameter of 4.8µm (SX-500 H) which were kindly supplied from Soken Chemical &
Engineering Co.

The photoinitiator layer surrounding the microparticles was formed in a seeded
growth polymerization. Briefly, 15 g of the microparticle powder was dissolved in 14 g
ethanol yielding a homogeneous suspension after sonication for 2 min. 143 g deion-
ized water was added dropwise under continuous stirring followed by further sonication
to minimize agglomeration. The PS seeds were swollen with 1.13 g styrene (injection
rate 0.02 g/ml) and stirred for a period of 15 h at 130 rpm. The polymerization was
performed at 70 ◦C under a nitrogen atmosphere and continuous stirring (300 rpm). To
initiate the reaction, 0.284 g potassium persulfate was added. After 15 min, 2.098 g of
a 69.6 wt% solution of the copolymerizable photoinitiator HMEM in acetone was in-
jected into the suspension (rate 0.05 g/min). The reaction was allowed to proceed for
2 h. The microparticles were isolated from the dispersant, redispersed in ethanol and
stored in a 1 : 1 ethanol-water mixture for further use.

Grafting of the polyelectrolyte brushes was carried out in a closed reaction chamber
containing a UV emitter with a focusable reflector (Hoenle UV Technology UV-F 400
F). An iron doped metal halogenide lamp with a power of 400W was used in combi-
nation with a blue filter (transmission window: 320–450 nm). 44 mg of sodium styrene
sulfonate was added to suspensions of 217 mg photoinitiator-coated microparticles dis-
persed in 4.8 g of a 1 : 1 ethanol-water solution. The reaction mixtures were irradiated
with UV for 30 min at r.t. under permanent stirring. Purification of the suspension was
accomplished by exhaustive ultrafiltration against deionized water.

��� 3RO\HOHFWURO\WH VROXWLRQV
All polyelectrolytes were used as aqueous solutions containing 1 g/l and vary-
ing amounts of NaCl (99.88%, Fisher Scientific). Multilayer coatings were pro-
duced with the following polyelectrolytes (Aldrich): PEI (poly(ethylene imine),
MW= 25000 g/mol), PSS (poly(sodium-4-styrene sulfonate), MW= 70000 g/mol,
50 mM NaCl), PDA (poly(diallyldimethylammonium chloride), MW= 100000–
200000 g/mol, 50 mM NaCl). For microcontact printing we used fluorescently labeled
PDA-TRITC (Surflay, MW= 70000 g/mol, 500 mM NaCl).

��� 6XEVWUDWH SUHSDUDWLRQ
Glass slides and silicon wafers were cut into pieces of 10 mm× 25 mm and cleaned
by the RCA method using analytical grade chemicals (2-propanol, NH3, H2O2 from
VWR) [48]. Functionalization of the wafers with 3-aminopropyldimethylethoxysilane
(97%, Sigma Aldrich) was achieved by vapor phase silanization under reduced pressure
(10 mbar, 24 h) followed by rinsing with EtOH (VWR) to remove excess molecules.

Prior to the multilayer coating the substrates were immersed in PEI solution for
30 min to deposit an adhesion promoting layer. The build-up of (PSS/PDA)5 and
(PSS/PDA)5.5 multilayers by spray coating followed the procedure reported in Ref. [5].
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Multilayers terminated with PSS were charged patterned by microcontact printing of
PDA-TRITC following established protocols [49,50]. For this purpose we used poly-
dimethylsiloxane (PDMS) stamps cast from lithographically patterned silicon masters.

On homogeneous substrates SPB were deposited by immersion in suspensions of
varying ionic strength (0.1 mM to 1M, 0.1 wt% particles) for 60 min. Deposition of
SPB on charge patterned surfaces was facilitated by drop casting in a humidified desic-
cator. The suspensions contained 0.1 wt% particles and NaCl concentrations of 1 mM
and 100 mM respectively and were left on the substrates for at least 24 h. Before drying,
the non-adsorbed particles were removed by thorough washing. In-situ AFM imaging
of wet samples showed that the amount of adsorbed particles did not change during this
step.

��� $)0 LPDJLQJ
Imaging of the SPB assemblies was performed with a Nanowizard I AFM (JPK
Instruments) operating in the Intermittent Contact Mode. We used soft cantilevers
(0.15 N/m, 12 kHz, CSC-17, MikroMasch Estonia) for in-situ imaging and stiff can-
tilevers (42 N/m, 300 kHz, OMCL-AC160TS-W2, Olympus) for imaging in air. To
estimate the surface coverage in dependence on the ionic strength 100µm2 scans were
recorded on at least three positions per sample using a Dimension IIIa AFM (Bruker).
The particle density was determined by the automated counting procedure implemented
in ImageJ.

��� )RUFH VSHFWURVFRS\
The colloidal particles were attached to calibrated, tipless AFM cantilevers (NSC12,
Mikromasch) using a commercial epoxy glue (UHU Endfest 300) and a micromanip-
ulator. The force constants as detected by the thermal noise method [37] ranged from
0.25 N/m to 0.7 N/m. Force–distance curves were recorded in liquid using a Nanowiz-
ard I AFM. All solutions were adjusted to pH 4 with HCl (Grüssing). Salt concentra-
tions of 1 mM and 100 mM were obtained by addition of NaCl.

��� (OHFWURSKRUHWLF PRELOLW\ PHDVXUHPHQWV
Double-layer potential measurements of the microparticles were performed with a ZE-
TAVIEW laser scattering video microscope (Particle Metrix GmbH). From the elec-
trophoretic mobilities determined by the implemented image analysis algorithm, zeta
potential values were calculated using the Smoluchowski equation [51]. All samples
were strongly diluted in 1 mM NaCl solution. Their pH was adjusted by addition of
HCl.

��� )LHOG HPLVVLRQ VFDQQLQJ HOHFWURQ PLFURVFRS\ �)(6(0�
FESEM specimen were prepared by drying one drop of a highly diluted suspension on
a clean silicon wafer (CrysTec) at room temperature and coating with a platinum layer
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of 2 nm thickness using a sputter coater (Cressington 208HR) to make the specimen
conductive. Micrographs were recorded on a LEOGemini microscope (Zeiss) equipped
with a field emission cathode operating at 3–5 kV, which corresponds to a lateral reso-
lution of 2 nm.

���� &U\RJHQLF WUDQVPLVVLRQ HOHFWURQ PLFURVFRS\ �FU\R�7(0�
Cryo-TEM sample were contrast enhanced in accordance to Ref. [52] by counterion ex-
change with CsCl and subsequent adsorption of bovine serum albumin (BSA). The SPB
suspension was spread on a hydrophilized lacey carbon TEMgrid (mesh size 200, Plano
GmbH) and vitrified with liquid ethane. Imaging was performed with a Zeiss EM922
OMEGA EFTEM (Zeiss NTS GmbH) at a temperature of 90 K and an acceleration
voltage of 200 kV.

���� 'LIIHUHQWLDO FHQWULIXJDO VHGLPHQWDWLRQ �'&6�
The average size of the microparticles and their size distribution were measured using
an analytical disc centrifuge (CPS Instruments CPS-24000) [53]. Within a hollow disc
rotating at 5050 rpm a gradient was prepared by layering eight sucrose solutions of
decreasing density (8 to 3 wt%) upon one another. 0.1 ml of a dilute suspension of mi-
croparticles was placed on top of the gradient. The distribution of the microparticles
was obtained by measuring the time required for the different species to reach a known
position within the gradient. The concentration at this position and time was measured
by light absorption at 405 nm.

�� 5HVXOWV DQG GLVFXVVLRQ
Analysis of the adsorption behavior is an established methodology for investigating the
interaction between particles and solid interfaces. Both the adsorption kinetics and the
final surface coverage provide insights in this respect. In a recent study we found that
SPB adsorption kinetics is diffusion-limited in the low surface coverage regime. After
extended adsorption times the process runs into a jamming limit which always results
in the formation of a SPB monolayer [36].

The saturation coverage of adsorbed SPB depends on both the surface charge and
the ionic strength in solution. Figure 1B shows layers formed by the adsorption of par-
ticles carrying a PSS brush onto PDA and PSS terminated multilayers. While the SPB
adsorb exclusively on the oppositely charged surface at low ionic strength, selectivity
vanishes at high concentrations of added salt. The AFM images were recorded LQ�VLWX
directly after excess particles had been removed by gentle washing. In the absence
of attractive capillary forces a liquid-like ordering is preserved, indicating a random
sequential adsorption of SPB. Obviously, the characteristic interparticle distance is
strongly reduced by the addition of salt, which induces screening of the repulsive elec-
trosteric interaction between the SPB. In Fig. 1C the saturation surface coverage on
both oppositely and like-charged substrates is plotted as a function of the ionic strength.
On PDA the surface coverage increases monotonically with the ionic strength, whereas
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)LJ� �� Synthesis of micrometer-sized SPB: Microparticles bearing photocleavable groups at their surface
were prepared by seeded growth polymerization of styrene and the polymerizable photoinitiator HMEM
onto narrowly dispersed polystyrene seeds. Sodium styrene sulfonate (NaSS) was added and the suspen-
sion was irradiated by UV light. Covalently bound surface radicals thus generated initiated the polymeriza-
tion of the water-soluble monomer resulting in polyelectrolyte brushes attached to the microparticles.

virtually no adsorption is observed on PSS terminated substrates below 10 mM of added
salt. Even higher salt concentrations lead to a gradual loss of the substrate selectivity.
Matching surface coverage on both oppositely and like-charged substrates is found at
salt concentrations above 100 mM. Interestingly, this value corresponds to the transi-
tion from the osmotic brush to the salted brush regime, which is known to have also
a pronounced influence on the binding of proteins to SPB [54,55].

It is reasonable to assume that electrosteric forces dominate the interaction between
SPB and charged surfaces in the osmotic brush regime. At low ionic strength SPB
attachment to oppositely charged substrates is entropically favored due to counterion re-
lease, whereas electrostatic and steric repulsion suppress adsorption onto like-charged
surfaces. In the salted brush regime, the polyelectrolyte corona is strongly collapsed due
to screening rendering electrosteric interactions insignificant. Instead, attractive forces
such as van der Waals or hydrophobic interactions become dominant facilitating SPB
adsorption independent of the substrate type.

To assess the forces governing the interaction of SPB with charged surfaces di-
rectly, we chose the colloidal probe technique, where single colloidal particles are
attached to AFM cantilevers. Due to the well-defined geometry a normalization of the
measured force data by the Derjaguin approximation is possible. In order to perform
such experiments, it was fundamental to modify micrometer-sized particles of suit-
able dimensions to be used as colloidal probes by grafting polyelectrolyte brushes.
For this purpose, we selected cross-linked polystyrene microparticles, which were
supplied from Soken Chemical & Engineering Co.. Measurements of the distribu-
tion of the particle diameters by differential centrifugal sedimentation showed that
the particles are narrowly dispersed with an average diameter of 4.8µm. Their poly-
dispersity defined as the weight-averaged diameter divided by the number-averaged
diameter is as low as 1.001. Moreover, scanning electron micrographs revealed that the
particles exhibit a uniform spherical shape with a smooth surface, which was essen-
tial to obtain a well-defined core–shell morphology after grafting the polyelectrolyte
brush.

As illustrated in Fig. 2 the surface modification was carried out in two steps, be-
ginning with coating the microparticles with a thin layer of photoinitiator. In the
second step, surface-bound radicals, formed upon irradiation with UV light, initiated
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)LJ� �� Characterization of SPB microparticles. Size and shape of the microparticles are preserved during
grafting of the brushes (A). In comparison to the PS seeds the brush decorated SPB microparticles show
a significantly reduced amount of aggregates in differential centrifugal sedimentation measurements (B).
The zeta potential at pH 4 is clearly shifted to more negative values due to the grafted PSS chains (C).

the polymerization of the water-soluble monomer sodium styrene sulfonate resulting
in covalently attached polyelectrolyte brushes. This method is well-established for the
synthesis of SPB with submicron dimensions [24,56], but has to the best of our know-
ledge not been adapted to larger particles. While the general concept is similar to the
one developed by Ballauff and co-workers for nanoparticles, special attention had to be
paid to prevent aggregation of the micrometer-sized particles until the brush layer could
add electrosteric stabilization.

Careful preparation was necessary to obtain homogeneous suspensions of the mi-
croparticles. For this purpose, the particles that were supplied as a freeze-dried powder
were at first suspended in ethanol before an aliquot of water was added dropwise.
Homogenization was accomplished by sonication. The photoinitiator layer was gen-
erated by swelling the cross-linked micrometer-sized seeds with a defined amount of
styrene and then initiating the polymerization by addition of potassium persulfate.
A water-soluble initiator was chosen to facilitate the polymerization at the surface of
the particles. After a time given to form a “fresh” layer of polystyrene, a polymeriz-
able photoiniator was added under starved conditions resulting in a copolymer shell
on the seeds. It has to be noted that the microparticles kept their uniform spherical
shape during the polymerization as corroborated by electron micrographs (Fig. 3A).
This finding is not trivial, because given appropriate experimental conditions seeded
growth polymerization from cross-linked particles can be used to prepare particles that
exhibit defined anisotropic shapes, H�J� dumbbell-shaped particles [57,58]. In the final
step, the water soluble monomer sodium styrene sulfonate was added and the suspen-
sion of the modified microparticles bearing covalently attached photoinitiator moieties
at their surface was irradiated by UV light in a closed reaction chamber. As shown
in earlier studies, multiple elastic scattering of the UV light within the turbid sus-
pension enables the decomposition of the surface-bound photoinitiator. These radicals
initiate the polymerization of the water-soluble monomer resulting in polyelectrolyte
brushes covalently attached to the particles [24,56]. The decomposition of the applied
photoinitiator results both in surface-bound radicals and free radicals in solution. The
free polyelectrolyte chains in solution thus formed were removed by ultrafiltration
against water.
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Manifold analytical techniques such as small-angle X-ray scattering [59], dy-
namic light scattering [24], cryogenic transmission electron microscopy [52] and elec-
trophoretic measurements [60] have been used to comprehensively investigate the core–
shell character of submicrometer-sized SPB. While such techniques are well-suited
to study submicrometer-sized particles, they can be hardly applied on microscale ob-
jects. In order to estimate the brush thickness, a reference experiment with PS seeds
of 169 nm in diameter was carried out in parallel to the photopolymerization onto the
microscale seeds in the UV chamber. A brush thickness of 30 nm was obtained by
DLS measurements of the hydrodynamic radii before and after the photopolymeriza-
tion. As a first indication that a brush layer also formed on the microparticles may
serve their significantly enhanced stability when dispersed in water. This was already
evident from visual inspection. While the unmodified core particles showed rapid sed-
imentation in water and had thus to be kept in water/ethanol mixtures during surface
modification, sedimentation of the brush coated microparticles proceeded much slower.
This observation was quantitatively corroborated when measuring the size distribution
of the particles by DCS (Fig. 3B). Considerable amounts of particle dimers, trimers and
tetramers were found in freshly prepared aqueous suspensions of the PS seeds, which is
in accord with their high sedimentation rate. Only a small portion of dimer ensembles
are found after modification of the microparticles indicating the stabilization effected
by the surrounding polyelectrolyte layer. This is further documented by optical meas-
urements of the electrophoretic mobilities of individual microparticles before and after
grafting the surface layer. The experiments were carried out at pH 4 to exclude the in-
fluence of the carboxylic groups of the PS seeds on the mobility. Calculations of zeta
potentials for hairy particles from electrophoretic mobilities are non-trivial [61]. In con-
trast to submicrometer-sized SPB, the influence of a 30 nm thick surface layer on the
mobility of the 4.8 µm SPB microparticles can be widely restricted to the effective
charge of the particles. For this reasons, zeta potentials were calculated based on the
Smoluchowski equation [51]. The low zeta potential of−4 mV of the PS seeds is in full
accord with the modest stability of aqueous suspensions of these particles. There was
a significant increase of the absolute value of the zeta potential (−27 mV) after the pho-
topolymerization again indicating the successful formation of the polyelectrolyte layer
and the improved stability of the suspensions.

While the standard characterization methods all indicate a successful modification
of the PS microparticles, they reflect the averaged properties of a large ensemble of par-
ticles. To investigate the single particles by CP-AFM we attached PS core particles and
PSS modified particles to tipless cantilevers. In analogy to the zeta potential measure-
ments all AFM experiments were conducted at pH 4 to screen contributions stemming
from the carboxyl moieties of the core particles. Figure 4A,B displays typical force-
distance curves obtained on amino-functionalized Si wafers, which carry a positive
net charge under acidic conditions. Independent of the ionic strength the PS core par-
ticles show a hard repulsive interaction without noticeable adhesion upon retraction.
Retract curves of the modified particles on the other hand display a strongly adhesive
interaction most pronounced at low ionic strength. Despite the fact that SPB adsorp-
tion is promoted by the addition of salt, electrostatic screening results in significantly
decreased binding strengths. Similar trends apply to PDA terminated polyelectrolyte
multilayers as substrates with the qualitative difference that we often observe a less
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)LJ� �� Force curves of PS microparticles and SPB microparticles. While the SPB microparticle shows
strong adhesion to the oppositely charged, amino-functionalized substrate (A), little adhesion is found for
the PS reference particle (B). The strength of the attractive interaction can be controlled by the ionic
strength and the charge of the substrate as shown for PDA (C) and PSS (D) terminated multilayers. All data
was obtained at pH 4.

rapid, stepwise detachment upon retraction of the cantilever (Fig. 4C). Measurements in
the presence of PSS terminated multilayers (Fig. 4D) on the other hand displayed small
forces of adhesion, which were independent of the ionic strength and can be attributed
to secondary interactions and chain entanglements [62].

We have to note that only about half of the probed SPB microparticles showed
significant differences from the bare PS cores indicating an incomplete conversion dur-
ing photopolymerization. Also with an increasing number of measurements the force
of adhesion decreased steadily indicating that PSS chains are partially torn out of the
brush. Considering the charged surface as a multivalent counterion very strong binding
is expected [35]. In our measurements the retract speeds (500 nm/s) were rather high
possibly preventing a stepwise detachment of single charged polymer groups. Whereas
more quantitative investigations will have to take these aspects into account, we were
primarily interested in a qualitative assessment of the strength of SPB adhesion at high
and low ionic strengths.

Both the adsorption study and the single particle study demonstrated the pro-
nounced substrate selectivity of SPB, which is a prerequisite for the construction of
SPB surface assemblies on charge patterned substrates. To create substrates with well-
defined positive and negative regions we printed labeled PDA-TRITC onto PSS termi-
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)LJ� �� SPB adsorption onto charge patterned substrates. The AFM image shows negatively charged areas
as dark circles surrounded by a positively charged matrix (A). At low ionic strength the particles adsorb
selectively onto the oppositely charged regions (B). Substrate selectivity is completely suppressed at high
concentrations of added salt (C).

nated multilayers using hydrophilized PDMS stamps. Successful pattern reproduction
was proven by fluorescence microscopy and AFM imaging. A typical microcontact
print consisting of negative circles and a surrounding positive matrix is displayed in
Fig. 5A. Onto the patterned region we applied droplets of SPB suspensions containing
1 mM and 100 mM of NaCl. These samples were stored in a humidified desiccator for
at least 24 h before washing with water and drying in a nitrogen stream. As shown in
Fig. 5B the SPB adsorbed only onto oppositely charged areas at low ionic strength lead-
ing to excellent pattern reproduction. Increasing the ionic strength to 100 mM on the
other hand resulted in a complete loss of substrate selectivity (Fig. 5C). As confirmed
by fluorescence microscopy the pattern fidelity was unaffected by the deposition pro-
cess. The observed non-selectivity can therefore be attributed to attractive secondary
interactions, such as van der Waals forces or hydrophobic interaction, dominating the
SPB adsorption in the salted brush regime.

As further demonstrated in Fig. 6, charge patterning is a powerful tool for control-
ling surface order as well as the patterning of sub-micrometer SPB on the micrometer
scale and even up to macroscopic dimensions.
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)LJ� �� Hierarchical structuring by selective SPB adsorption: Millimeter-sized patterned areas were pro-
duced by microcontact printing with a custom PDMS stamp (top: fluorescence image, bottom: phase con-
trast micrograph after SPB deposition) (A). Micron-sized particle arrays are formed upon the adsorption of
SPB (AFM) (B). The Cryo-TEM image of individual SPB contrasted by the adsorption of bovine serum
albumin demonstrates the core-shell architecture (C).

�� &RQFOXVLRQV

We investigated the interaction of spherical polyelectrolyte brushes with charged sur-
faces. Particle monolayers prepared by SPB adsorption onto positively and negatively
charged polyelectrolyte multilayers showed a distinct dependence of the surface cov-
erage on the concentration of added NaCl. The particles adsorbed exclusively onto
oppositely charged surfaces at ionic strengths up to 10 mM, whereas higher salt concen-
trations resulted in a gradual loss of substrate selectivity. While counterion release and
electrosteric repulsion govern the interaction between SPB and charged surfaces in the
osmotic brush regime, attractive secondary interactions become dominant in the salted
brush regime.

The strength of the interaction forces can be assessed on a single particle level
by colloidal probe AFM. For this purpose we equipped cross-linked polystyrene mi-
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croparticles with UV sensitive moieties and grafted chains of polystyrene sulfonate
from the particle surfaces. This modification lead to significantly enhanced colloidal
stability in water. Further, the PSS grafted microparticles displayed a strongly nega-
tive zeta potential even under acidic conditions, where the bare core particles carrying
only carboxyl groups are mostly neutral. In analogous single particle AFM meas-
urements the presence of grafted PSS chains resulted in a massively altered inter-
action with positively charged surfaces. Whereas the bare cores show no attraction
towards the substrate under acidic conditions, the modified particles adhere strongly.
The force of adhesion can be regulated YLD the ionic strength in the surrounding
medium.

Further, we used charge patterned substrates produced by polymer-on-polymer
stamping to arrange SPB into patterned arrays. As expected from the experiments with
homogenous surfaces site-selective SPB attachment occurred only at low ionic strength.
While this has been demonstrated with hard particles [45], the stimuli-responsive nature
of the brush layer avoids an irreversible hit-stick behavior and could therefore allow us
to remove structural defects by annealing. Considering the numerous chemical modifi-
cations which have been reported for SPB [29,33,63], our study opens exiting avenues
for the production of stimuli-responsive materials with a hierarchical internal organiza-
tion.

Figure 6 shows a particular example of such a hierarchical structure containing two
levels of hierarchy: the internal core–shell character of the particles and their positional
order on the printed micropattern. As one can clearly see, completely novel functional-
ities arise, like the use of nanoparticles for communication, which brings us to the main
aim of this manuscript:

Lieber Matthias, wir wünschen Dir alles Gute zu Deinem Geburtstag! Es ist uns
eine Freude und ein Privileg mit diesem Manuskript einen wissenschaftlichen Beitrag
zu Deiner Geburtstagsfeier leisten zu können! Herzliche Gratulation!
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