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Abstract

Mechanical interactions between cells and their environment have a profound impact on many
cellular functions. In our body, the stiffnesses of different types of tissues differ by multiple orders of
magnitude. While brain is very soft, other kinds of tissue such as muscle or cartilage is considerably
stiffer. Individual cells can exert forces on their environment in order to sense the rigidity of their
environment and in turn, adapt their behavior accordingly. By now, it is well established that
many cellular processes such as adhesion, migration, and morphogenesis are influenced by the
mechanical properties of the cellular environment. A common model system to investigate the
mechanical interactions between cells and their surrounding tissue are soft, biomimetic polymer
substrates, which are typically polymerized in the form of thin films with different stiffnesses.
Experiments, in which cells are allowed to adhere on the surface of such soft substrates have
not only revealed that several processes such as cell migration, adhesion, and differentiation are
influenced by the rigidity of the substrate. Such substrates can also provide an in-depth view into
the dynamics of the mechanical machinery of individual cells, in particular the forces adherent
cells exert on their environment. For all of those studies, precise methods to measure the elastic
properties of such thin polymer films are necessary.

In the first experimental part of this work, a simple technique to measure the elastic modu-
lus and the Poisson ratio of films with a thickness of a tenth of a millimeter is presented. Steel
spheres with different radii were placed on such substrates, the indentation was measured with an
inverted microscope and the interplay between the elastic properties and finite thickness effects
was exploited to determine both elastic parameters in a single experiment. The technique was
applied to four different materials, which are commonly used in such studies, namely polyacry-
lamide, porous polyacrylamide, poly-N-isopropylacrylamide, and polydimethylsiloxane. Further-
more, Monte-Carlo simulations were carried out to optimize the precision of future experiments.

Another cellular process, which is inherently governed by mechanical interactions, is the inter-
nalization of extracellular objects into cells. As one central part of our innate immune system,
macrophages can engulf objects such as bacteria or whole cells in a process called phagocytosis by
wrapping their membrane around the target. The protrusion of the membrane is driven by the
polymerization of cortical actin, which is a central part of the cytoskeleton of macrophages located
directly below the membrane. Thus, for a theoretical understanding of the process, knowledge of
the cortical rheology during phagocytosis is necessary. However, there is only very limited data of
the changes of the cortical rheology during cup formation available. In the experiments described
in the second experimental part of this work, a technique based on blinking holographic optical
traps to measure the viscoelastic properties of macrophages during phagocytosis is presented. As a
model system, antibody-coated polystyrene particles were used as phagocytic targets and attached
to the macrophages. After cell-particle contact, temporally modulated optical forces were exerted
on the particles to mechanically probe the cells. The technique was demonstrated to be capable of
resolving the viscoelastic properties of the macrophages as well as the temporal evolution of the
cell-particle contact radius during the early phagocytic binding phase. This phase takes roughly 1
to 2 minutes and it was established, that cortical remodeling does not occur in a systematic manner
during this phase. The setup was extended with a 3-dimensional feedback system to enable con-
stant optical forces before, during, and after phagocytic cup formation. Furthermore, fluorescence
microscopy was used to visualize the cortical dynamics and to identify the internalization process.

To quantify the cell-particle adhesion strength, which is presumably an important driver of the
early phagocytic particle binding mechanism, a microfluidic device was designed and verified in
the final experimental part of this work. To quantify the adhesion strength between hundreds of
particles and cells simultaneously, the particles were sedimented on the cells and subsequently ex-
posed to a shear flow. The binding and unbinding rates, the fraction of irreversible binding events,



and the number of particles remaining after the exertion of a hydrodynamic force of 50 pN were
quantified as measures for the adhesion strength. For the study, nominally identical polystyrene
particles were purchased from eight different manufacturers and it is demonstrated that the adhe-
sion strength of those particles differed drastically, depending on the (-potential of the particles.
Additionally, some particles were incubated in salt and freshwater to model environmental expo-
sure of microplastic particles. This exposure goes along with the formation of an eco-corona on
the surface of the particles, which also increased the cell-particle adhesion strength.

All three techniques developed in this work contribute to the understanding of the mechanical
interplay between cells and their environment. In particular, the combination of all three techniques
is a powerful tool set to unravel further details about the mechanics of phagocytosis in the near
future. Interesting directions for future experiments to investigate the mechanics of phagocytosis
are discussed in the final part of this work.



Zusammenfassung

Die mechanischen Interaktionen zwischen Zellen und ihrer Umgebung haben einen grofien Einfluss
auf viele zelluldre Funktionen. Die Steifigkeit verschiedener Gewebetypen in unserem Kérper un-
terscheidet sich um mehrere Grofenordnungen. Wéhrend das Gehirn sehr weich ist sind andere
Gewebetypen, wie zum Beispiel Muskeln und Knorpel, deutlich harter. Einzelnen Zellen kénnen
Krafte auf ihre Umgebung ausiiben und so die Harte ihrer Umgebung abtasten und ihr Verhalten
entsprechend anpassen. Ein typisches Modellsystem, mit dem die mechanische Interaktion zwischen
Zellen und ihrem umgebenden Gewebe untersucht wird sind weiche, biomimetische Polymersub-
strate. Diese Substrate werden typischerweise in Form von diinnen Schichten mit verschiedener
Hérte polymerisiert. Mit Experimenten mit adhérenten Zellen auf der Oberflache solcher weichen
Substrate wurde in der Vergangenheit gezeigt, dass verschiedene Prozesse wie zum Beispiel Zellmi-
gration, Adhésion und Differenzierung von der Hérte des Substrats beeinflusst werden. Solche
Substrate konnen auch einen detaillierten Blick in die Dynamik der zelluldren krafterzeugenden
Maschinerie eréffnen. Insbesondere konnen damit die Kréfte gemessen werden, die adhérente Zellen
auf ihre Umgebung ausiiben. Fiir solche Studien werden allerdings genaue Techniken benétigt, um
die mechanischen Eigenschaften solcher diinnen Polymerschichten zu messen.

Im ersten experimentellen Teil dieser Arbeit wird eine Technik vorgestellt, mit der das Elas-
tizitdtsmodul und die Poissonzahl von diinnen Schichten mit einer Dicke von etwa einem Zehntel
Millimeter bestimmt werden kann. Dazu wurden Stahlkugeln mit verschidenen Durchmessern
auf solche Polymersubstrate gelegt und ihre Eindringtiefe mit einem invertierten Mikroskop ver-
messen. Unter Ausnutzung von Schichtdickeneffekten wurden dann beide Elastizitdtsparameter
bestimmt. Die Technik wurde auf vier verschiedene Materialien angewandt, die typischerweise
in den beschriebenen Zellstudien verwendet werden. Dabei handelte es sich um Polyacrylamid,
poroses Polyacrylamid, Poly-N-Isopropylacrylamid und Polydimethylsiloxan. Des Weiteren wur-
den Monte-Carlo Simulationen durchgefithrt, um die Genauigkeit zukiinftiger Experimente zu op-
timieren.

Die Internalisierung von extrazellularen Objekten ist ein weiterer Vorgang, der von mechanis-
chen Interaktionen zwischen Zellen und ihrer Umgebung bestimmt wird. Ein zentraler Teil der
angeborenen Immunantwort ist der Phagozytoseprozess, in dem Makrophagen extrazellulare Ob-
jekte, beispielsweise Bakterien oder ganze Zellen umschlingen kénnen, indem sie ihre Zellmembran
um die Zielobjekte schieben. Der Membranvorschub wird durch die Polymerisation von kortikalem
Aktin angetrieben, welches ein zentraler Teil des Zytoskeletts von Makrophagen ist. Fiir ein theo-
retisches Verstandnis des Phagozytoseprozesses ist deswegen die Kenntnis der Rheologie des Kortex
notwendig. Die Datenlage hierzu ist allerdings zum gegenwartigen Stand sehr eingeschréankt. Im
zweiten experimentellen Teil dieser Arbeit wird eine Technik basierende auf einer blinkenden holo-
graphischen optischen Pinzette vorgestellt, mit der sich die viskoelastischen Eigenschaften von
Makrophagen wahrend der Phagozytose messen lassen. Im verwendeten Modellsystem wurden mit
Antikorpern beschichtete Polystyrolpartikel als Zielobjekte an die Zellmembran angeklebt. Nach
dem der Kontakt zwischen Zelle und Partikel hergestellt war wurden zeitlich modulierte optische
Kréafte auf die Partikel ausgeiibt, um die Zellmechanik zu untersuchen. Mit dieser Technik wur-
den einerseits die viskoelastischen Eigenschaften und andererseits die zeitliche Entwicklung des
Kontaktradius zwischen Partikel und Zelle wahrend der anfinglichen Bindungsphase aufgelGst.
Diese Phase dauert etwa 1 bis 2 Minuten. Weiterhin wurde gezeigt, dass wahrend dieser Phase
keine systematische Remodellierung des Kortex stattfindet. Das bestehende Setup wurde mit einer
3D-Feedbackschleife erweitert, sodass vor, wahrend und nach der Phagozytose konstante optische
Kréafte auf die Zielpartikel ausgeiibt werden konnen. Zusétzlich wurden fluoreszmikroskopische
Aufnahmen angefertigt, um die Dynamik des Kortex zu visualisieren und damit den Internal-
isierungsprozess zu identifizieren.



Um die Stérke der Adhésion zwischen Zellen und Partikeln, die vermutlich fiir die Bindung
wéahrend der frithen Phagozytose verantwortlich ist, zu quantifizieren wurde eine Mikrofluidikan-
lage entwickelt und validiert. Diese Anlage wird im letzten experimentellen Teil dieser Arbeit
vorgestellt. Um die Adhésionsstérke zwischen hunderten Partikeln und Zellen gleichzeitig zu quan-
tifizieren wurde gewartet, bis die Partikel auf die Zellen sedimentiert waren. Anschliefend wurden
die Partikel einer Scherstromung ausgesetzt. Als Kenngréflen fiir die Adhésionsstiarke wurden
An- und Abbinderate, der Anteil der irreversiblen Bindungsevents sowie die Anzahl der Partikel,
die nach Ausiibung von 50 pN hydrodynamischer Scherkraft adhérent blieben, definiert. In der
Studie wurden nominell identische Partikel von acht verschiedenen Herstellern untersucht. Die
Zell-Partikel-Adhéasionsstarke unterschied sich drastisch von Hersteller zu Hersteller, abhéngig vom
(-potential der Partikel. Zuséztlich zu den unbehandelten Partikeln wurden manche Partikel in
Salz- und Siifiwasser inkubiert um die Umweltexposition von Mikroplastikpartikel zu modellieren.
Diese Umweltexposition fithrte zur Bildung einer Eco-Corona auf der Oberfliche der Partikel, die
die Adhésionsstiarke zwischen Zellen und Partikeln erhohte.

Alle drei Techniken, die im Rahmen dieser Arbeit entwickelt wurden, tragen zum Verstédndnis des
mechanischen Zusammenspiels zwischen Zellen und ihrer Umgebung bei. Insbesondere stellt die
Kombination aller drei Techniken eine vielseitige Plattform dar, um weitere Details zur Mechanik
der Phagozytose zutage zu fordern. In dieser Hinsicht interessante, mogliche zukiinftige Experi-
mente werden im letzten Teil dieser Arbeit diskutiert.
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1 Introduction: Biophysical Background

Evolution started at the dawn of life about 4 billion years ago! and only recently, a little more than
200.000 years ago, the ’homo sapiens’ emerged?, which, with today’s best estimates, describes an
accumulation of 10 individual cells®. Judging from the number of possible permutations, it is ob-
vious that the configuration of those cells is far from random. In fact, countless different cell types
in the human body are organized in higher level systems to form different kinds of tissue, which in
turn accumulate to organs, apparatuses, and ultimately make up our whole body. In their book
"The Ancestors Tale: A Pilgrimage to the Dawn of Life’, Richard Dawkins and Yan Wong summa-
rized in broad strokes what is known about the incredible journey evolution took to develop these
complicated multi-level systems*. Early on, evolution figured out how to store and accumulate
information to enable long term progress and only about 70 years ago, it was discovered that the
main information storage in eukaryotic cells is a single molecule, the DNA®. Through a relentless
process of optimization driven by success and failure, biological matter has accumulated informa-
tion on how to metabolize chemical energy and use this energy to interact with its environment
in a seemingly favorable manner. Today’s knowledge suggests that human cells synthesize about
19.000 different proteins with the information encoded in their DNA®. Those proteins provide a
multitude of basic functions, depending on their structure. For example, photoreceptor proteins
such as photopsins can detect electromagnetic waves and ultimately enable vision”. Motor proteins
such as myosins can generate forces to drive muscles® and mechanosensitive ion channels trans-
late mechanical sound waves into chemical signals in our ears?. Other proteins catalyze chemical
reactions and encode or detect biochemical signals. These proteins are used on the cellular and
supercellular level to drive and coordinate functions such as proliferation, migration, adhesion, the
detection of pathogens, or signal transduction. The functions of individual cells are then integrated
in the above-mentioned organization levels to enable the shear endless number of options our body
has to interact with our environment, either in a conscious or unconscious manneri©.

One example of such a complex system in our body is our immune system. When infected with a
pathogen such as Legionella pneumophila, which causes Legionnaires’ disease, our immune system
detects and responds to the infection in order to protect the whole organism from uncontrolled
bacterial growth. Upon infection with an unknown pathogen, the innate immune system can de-
tect pathogen-associated molecular patterns, which are essential for the survival of many different
pathogens. Dedicated cells of our immune system such as macrophages are for example equipped
with specific receptor proteins to detect when flagellin, one of the main proteins forming bacterial
flagella, enters their cytosol, indicating a virulent infection!!. Upon detection, a set of responses
of the innate immune system is triggered. Those include the secretion of chemokines to trigger
the activation of other leukocytes and the secretion of cytokines, which trigger an inflammatory
response in the neighboring tissue. The inflammation in turn leads to the recruitment of other
immune cells like neutrophils, which migrate to the infection site!?. Macrophages can also bind to,
engulf and clear pathogens and subsequently trigger the activation of the adaptive immune system
by presenting an antigen, i.e. a characteristic protein on the surface of the pathogen, to helper
T lymphocytes. Through signaling proteins, T lymphocytes activate B lymphocytes, which, in a
trial-and-error process termed V(D)J recombination, synthesize proteins called antibodies. These
antibodies specifically bind to the antigen with a high affinity!?:!314, Furthermore, they can be
recognized by professional phagocytes such as macrophages with dedicated membrane receptor
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proteins, and the recognition leads to a more efficient clearance of pathogens marked with anti-
bodies. In that way, reinfections with pathogens often lead to less severe disease and ultimately,
better chances of survival'C.

Another example of such a complex system, which extends over many organization levels, are our
skeletal muscles'®. Inside our muscle cells, which are commonly referred to as muscle fibers, myosin
IT motor proteins and the cytoskeletal protein actin are organized in long, parallel filaments, and
millions of those filaments are bundled together to form myofibrils'®. The heads of the myosin mo-
tors bind to dedicated binding sites on the actin filaments'®. Upon the arrival of a nerve stimulus,
the action potential is transmitted to the cytoplasm of the muscle fibers by the influx of calcium
ions through ion channels in the membrane, which ultimately triggers the activation of the myosin
motors!®. According to the sliding filament theory, myosin motor proteins exert forces in distinct
power strokes upon the hydrolysis of adenosine triphosphate to adenosine diphosphate, siding the
myosin filaments relative to the actin filaments and thus, contracting the myofibrils'” 9. Each of
the muscle fibers, which are approximately 100 pm in diameter and 1cm in length, contain thou-
sands of myofibrils'®. A multitude of transmembrane proteins mechanically link the intracellular
filaments to the extracellular matrix?®, which mediates cell-cell adhesion and ultimately enables
the cooperation of many individual fibers in our muscles. Thousands of muscle fibers are organized
together with connective tissue to form our muscles'®, which can generate forces of hundreds of
newtons and contract by a few centimeters. The fact that the myosin motors, which ultimately
enable these macroscopic functions, move along the actin filaments in distinct steps with a size of
11 nanometers and exert forces in the piconewton range?! is unequivocal evidence of the complexity
of the whole system which forms muscles.

This seemingly unlimited complexity of these biological systems has attracted a multitude of
biologists, chemists, physicists and also engineers and material scientists who try to unearth more
and more details about the fascinating processes evolution was creating and optimizing during the
last 4 billion years. They all aim to retrace nature’s steps along the path of evolution. The main
goal of this work was to provide future scientists, who are willing to take some steps, with three
walking sticks in the form of three experimental techniques. All three techniques are suitable to
advance our understanding of the mechanical interface between cells and their environment, en-
abling the quantification of cellular forces, rheology, and adhesion. The techniques were applied to
established biological and biomimetic model systems to demonstrate their practicability. Although
the techniques are generally applicable to a wide range of different cell types, the cell experiments
presented in this work focus on the investigation of the mechanics of the internalization of extracel-
lular objects by cells, which is an inherent function of the above-mentioned innate immune system.
In the following two sections 1.1 and 1.2 of this chapter, the biomechanical background of those
techniques is established. In section 1.3, the techniques are briefly summarized.

1.1 Mechanobiology

1.1.1 Mechanotransduction

The fact that mechanical signals can heavily influence cellular functions has been well established in
the past decades. It has become more and more apparent that the mechanical interactions between
cells and their environment can have a profound impact on the behavior and function of individual
cells and tissue. For example, cells have been shown to exert forces on their environment during
adhesion???3 migration®* 2%, and morphogenesis®’. In many eucaryotic cell types, there is a thin,
yet dense protein network consisting mainly of actin filaments referred to the actin cortex, which is
located directly below the cellular membrane (fig. 1.1). Cells can generate contractile forces inside
this network with myosin motors, which bind to two of these filaments, moving them relative to
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1.1 Mechanobiology

each other?® 3%, A mechanical link between the intracellular actin network and the extracellular
matrix (ECM) is established with transmembrane proteins such as integrins®!. Integrins can couple
to various ECM proteins, for example laminin32, collagen33, or fibronectin and can thus mediate
cell-cell or cell-matrix interactions®*. When they bind to fibronectin, integrins organize in distinct
adhesion structures such as focal adhesions® or podosomes, in which integrins are mechanically
coupled to actin filaments via linker proteins such as talin or vinculin3®3%. Cells can thus transmit
forces generated by myosin motors in the cortex to the ECM via these integrin-mediated mechanical
interconnects.

It has also been shown that cells can in turn use these forces to sense the rigidity of the ECM?36-38,
One mechanism cells use to detect different ECM rigidities has recently been suggested to be
mediated by two different integrin types. It was observed that fibronectin-integrin bonds have
different binding and unbinding rates depending on the integrin type and the loading rate. Cells
have been suggested to use these binding affinity differences to sense the rigidity of the ECM by
exerting contractile forces on the ECM. A subsequent signaling pathway translates the differential
mechanical signal generated by both integrins to a biochemical signal, a process generally referred
to as mechanotransduction. The whole mechanism was conceptualized as the molecular clutch for
mechanotransduction3?43. Further details about the mechanics of the cytoskeleton were previously
reviewed, for example by Mofad**, Fletcher and Mullins*®, and Tao et al.%6.

#  membrane and 0 integrin

actomyosin cortex H
{® (displaced) tracer
particles

ECM protein, e.g.
fibronectin

N

» contraction <€

elastic substrate

Figure 1.1: Cell adhesion and traction force microscopy. Cells are seeded on an elastic substrate
with a stiffness in the same range as that of mammalian tissue. In order to facilitate cell
adhesion, the substrates can be coated with a variety of ECM proteins such as fibronectin
or collagen. These ECM protins bind to transmembrane receptors such as integrins, which
cluster to form adhesion sites like focal adhesions or podosomes, mechanically linking the
actomyosin cortex to the substrate. Thus, contractile forces exerted by myosin motors within
the cortex can be transmitted to the substrate. Those forces can be measured with traction
force microscopy, as they induce deformations, which can be detected with tiny fluorescent
tracer particles embedded in the top substrate layer. Subsequent image analysis allows the
reconstruction of the stresses the cells exert on the substrate. (Tracer particles and proteins
not drawn to scale.)

The most common model system to study mechanotransduction are soft polymer substrates with
tunable elastic properties. On order to mimic physiological environments, the elastic properties
are typically chosen such that they lie within the physiological range. In mammals, this range
does span multiple orders of magnitude. While brain is generally very soft as it has elastic moduli
ranging from a few tens of Pa to about one hundred Pa, muscles are considerably stiffer as they
have elastic moduli of about 10kPa. The elastic modulus of cartilage is roughly 1 MPa*™ 49, In
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order to facilitate cell adhesion on these soft substrates, their surface can be functionalized with
ECM proteins like fibronectin®®®!. Cellular behavior on these substrates is then be studied. Such
experiments have revealed that a considerable number of cellular processes is influenced or directed
by the mechanical properties of the environment of the cells and in particular, these processes are
adapted when the ECM stiffness changes within the physiological range. For instance, gene expres-
sion and and stem cell differentiation have been shown to be influenced by mechanical clues®2:°3.
Engler et al. showed that naive mesenchymal stem cells differentiate to neurons on soft substrates
mimicking the stiffness of brain tissue, to myoblasts on substrates with a rigidity of muscles, and
to osteoblasts on stiff substrates, which mimic collagenous bone®*. Morphogenesis is also greatly
influenced by matrix elasticity. For instance, myoblasts, fibroblasts, macrophages, osteoblasts and
astrocytes have been shown to spread more the stiffer the substrate®® %%, In contrast, neuron
branches form faster®! and in higher numbers®? on soft substrates, which, interestingly, have ap-
proximately the same stiffness as brain. Such differences in the cellular morphology are typically
also reflected by structural differences of the cytoskelton and in particular, the organization of
filamentous actin differs, depending on the ECM rigidity. For instance, stress fibers, i.e. contrac-
tile actin bundles ranging through the whole cell®® are abundant in fibroblasts adherent to rigid
substrates and rare in fibroblasts adherent to soft substrates®*. Another process which is strongly
influenced by the rigidity of the environment is cell migration, which is faster on substates with
medium stiffnesses and slower on very soft and very stiff substrates3”-%°. When experiencing a stiff-
ness gradient, fibroblasts and epithelial cells have been shown to migrate towards stiffer regions in
a process termed durotaxis, indicating that cells are able to sense stiffness gradients®®:%6-69. Even
the internalization efficiency of extracellular objects into cells has been shown to depend on the
stiffness of the target objects themselves and previous findings suggest that stiffer targets are taken
up more efficiently than softer targets™® 7.

1.1.2 Cellular Force Generation

Experiments with such soft substrates have not only revealed that several processes such as migra-
tion, adhesion, and differentiation are influenced by the rigidity of the environment. The substrates
can also provide an in-depth view into the dynamics of the mechanical machinery of individual
cells, in particular the forces adherent cells exert on their environment. A common technique
to measure these cellular forces is traction force microscopy (TFM). The method is outlined in
figure 1.1. In TFM, the stiffness of the substrates is chosen soft enough such that the cells can
deform it. In early studies, it was noticed that cellular forces exerted on the substrate surface
induced wrinkles next to and below the cells?*76. Even though the wrinkles established that cells
exert forces on their environment, quantification of these forces from the wrinkles is possible, but
challenging””"®. This limitation was overcome in the mid 90s. Technological advances in digital
image acquisition and computational power enabled the development of modern TFM, with which
the cellular stresses can be quantified in a spatially and temporally resolved manner. In order to
do so, fluorescent tracer particles were embedded in the top layer of the substrates. Those parti-
cles enabled the visualization of the deformation field in a more accessible manner?®. In modern
TFM, the positions of the tracers are detected and tracked with automated particle detection and
tracking routines to quantify the deformation field. The substrate is mathematically modeled as
a linear elastic half space, to which cellular stresses are applied at the top surface. These stresses
can then be reconstructed with the Green’s function describing the stress-strain relationship of the
substrate”™. While early reconstruction algorithms were rather slow, modern technological and
computational advances have enabled almost real time reconstruction speeds®!:8%:81, While earlier
work achieved resolutions of a few micrometers, which is sufficient enough to resolve the coarse
stress fields of eukaryotic cells, modern implementations using differently-colored tracer particles
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have almost reached the Abbe diffraction limit, resolving individual adhesion sites of eucaryotic
cells®™82 and the stress fields of individual bacteria with a size of only a couple of micrometers®3.
Since its development, TFM has revealed interesting details about cellular force generation. For
example, it is by now well established that cellular forces exerted on the ECM are mainly gener-
ated by contractions of the actomyosin machinery3?:34-86 TFM has also revealed the critical role
of focal adhesions®” 8% and the respective integrin-binding proteins of the ECM in cellular force
generation®®?!. Furthermore, the spatial organization of traction forces has been investigated,
relating cell morphology and traction force generation?*%3:90.92 During cell migration, an analysis
of the force field has revealed that the forces are exerted on the ECM in a quasi-periodic manner
and that the temporal and spatial evolution of the force field can be used to define different stages
of the motility cycle80:83:84:93.94 = Agide from single cell studies, TFM has also revealed collective
phenomena such as cooperative force generation during collective migration of bacteria®? as well

as mechanical cell-to-cell communication®®.

1.2 Uptake of Extracellular Objects: An Inherently Mechanical
Process

1.2.1 Internalization Mechanisms

Another process, which is inherently governed by mechanical interactions, is the internalization of
extracellular objects into cells. While multiple distinct internalization mechanisms such as phago-
cytosis or macropinocytosis have been identified”®, all of those mechanisms share some similarities.
All of them start with the initial contact between the target and the membrane. Typically, ligands
on the target surface bind to membrane receptors, and those binding events initiate intracellular
signaling cascades. Although the signaling cascades differ between different uptake mechanisms®?,
they all ultimately lead to the polymerization of actin filaments, which drive membrane protrusions
to wrap the target, forming an endosome?6:9899  Large objects with a diameter of a few microme-
ters such as large bacteria!%%1%1 apoptotic or dead cells!??19% and large microplastic particles!%
can be taken up by phagocytosis and some cells can even engulf objects which are larger than
20 pm!%7. In contrast, objects smaller than a micrometer such as macromolecules and viruses are
typically taken up by receptor-mediated endocytosis'®®. Macropinocytosis is biologically rather
similar to receptor-mediated endocytosis and is often referred to as the uptake of liquids?6:98:108
However, also nanoparticles can be taken up by macropinocytosis!9%110,

All of these uptake mechanisms play significant roles in innate and adaptive immunity
but also in tissue homeostatis and repair''' '3, In the case of phagocytosis for example, Elie
Metchnikoff was the first to realize this significance, and for this reason, he is considered to be the
father of innate immunity today'!'4!15. For his discoveries, Metchnikoff was awarded the Nobel
Prize in 1908.

Cells capable of phagocytic uptake can be divided into two categories, namely professional and
non-professional phagocytes''®. On the one hand, professional phagocytes such as neutrophils,
monocytes, and monocyte-derived as well as tissue-resident macrophages are specifically dedicated
to the elimination of different pathogens. As such, they are equipped with a wide range of specific
transmembrane receptors to detect and internalize different targets with high specificity. Pro-
fessional phagocytes also present antigens to other lymphocytes and thus critically contribute to
adaptive immunity.'16~ 18 Non-professional phagocytes such as fibroblasts, dendritic cells, and ep-
ithelial cells are also capable of performing phagocytosis. Those cells, however, have a much more
limited scope and engulf targets more slowly and less efficiently'!®.

96,108
)
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1 Introduction: Biophysical Background

1.2.2 Phagocytic Uptake

Phagocytosis is a highly involved process and its coordination is orchestrated by a sequence of
biochemical reactions. It can be conceptualized into four different stages. Those stages are sum-
marized in figure 1.2. Further details, especially about the involved biochemical processes, can be
found in the referenced publications in this section.

The process of phagocytosis starts with the binding of an opsonized target to the membrane. The
binding process and subsequent receptor activation (fig. 1.2A), are discussed in section 1.2.2.1. In
section 1.2.2.2, the mechanics of the wrapping of the target in a tight membrane protrusion termed
the phagocytic cup are recapitulated (fig. 1.2B). The subsequent closure of the cup to form an
intracellular vacuole termed the phagosome (fig. 1.2C) is summarized in section 1.2.2.3. Section
1.2.2.4 discusses the subsequent intracellular transport of the phagosome and its acidification,
leading to the degradation of the target (fig. 1.2D).

A #  Membrane B
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Figure 1.2: Individual stages of particle uptake. (A) After an IgG-coated target, e.g. a bacterium or
an apoptotic cell comes into contact with the membrane of a phagocyte, more and more IgG
antibodies bind to Fcy receptors in the membrane. Subsequent receptor clustering and signal
integration eventually lead to (B) a localized protrusion of the membrane around the particle,
which is driven by actin polymerization, shaping the so-called phagocytic cup. The protrusion
is likely mechanically anchored to the target by integrin bonds, which form behind the leading
edge. (C) After cup closure, (D) the vesicle matures through fusion with lysosomes, which is
accompanied by the acidification of the vesicle. The target is ultimately degraded. (Proteins
not drawn to scale.)

1.2.2.1 Binding and Receptor Activation

During the first phase of phagocytosis, the target binds to the cell membrane (fig. 1.2A). In the
process, the target can be biochemically detected with antibodies bound to its surface, to induce
opsonic phagocytosis. In mammels, five different classes of such antibodies exist, namely IgA, IgD,
IgE, IgG, and IgM. In the blood, IgG is abundantly distributed as part of the adaptive immune
response. The y-shaped protein consists of two identical antigen binding sites, which serve to
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inactivate antigens by binding to epitopes, specific binding regions on the antigen. As IgG has
two identical epitope binding sites, IgG can cross-link antigens to form large complexes. These
complexes become increasingly less soluble and precipitate, inactivating the antigen'®. Aside from
inactivation of antigens, IgG can also initiate phagocytic uptake of antigen-coated targets. On the
tail end of the antibody, the Fcy binding region can bind to Fcy membrane receptors (FeyR) of
phagocytes. Both IgG and Fcy exist in different subtypes, which differ in their binding affinity
to the respective binding partners. A detailed review about these subtypes of IgG and FcyR was
published by Nimmerjahn and Ravetch in 2008%°.

Aside from antibodies, opsonic phagocytosis can also be triggered by the binding of fibronectin
to integrin®%:103:120,121 - Qyerviews of additional phagocytosis-triggering ligand-receptor pairs were
published by Freeman and Grinstein'?? and Gordon'22. In contrast to the uptake-enhancing op-
sonins described above, specific ligands can also decrease phagocytic uptake efficiency. For example,
CDA47 is upregulated in many cancer cell lines and serves as a phagocytosis inhibitor, preventing
macrophages from clearing leukemia and tumor cells. Inactivation of CD47 has been shown to lead
to tumor cell elimination by phagocytic uptake!24125,

As phagocytic receptors are typically activated upon opsonin binding and clustering, opsonins
must be tightly packed on the target and the receptors must be free to diffuse within the mem-
brane for activation. Diffusion of transmembrane proteins is however impeded by the meshwork
of cortical actin directly below the membrane!?6-130, Therefore, depolymerizaton of cortical actin
increases the mobility of membrane receptors and ultimately enhances FcyR clustering in the
membrane'31:132, This was conceptualized in the picket-fence model for phagocytosis!??133. In
this regard, macrophages which exhibit dynamic remodeling of the cortex, e.g. visible by active
membrane ruffling, are primed for enhanced receptor clustering and uptake. Such an activated
state of the cortex of macrophages can for example be induced by stimulation with chemokines or
toll-like receptor ligands!'34.

1.2.2.2 Phagoytic Cup Formation

Upon receptor activation, an intracellular signaling cascade is triggered, which ultimately leads
to the polymerization of cortical actin®”%?. This polymerization drives the protrusion of the
membrane around the target (fig. 1.2B). Typically, the protrusion is tightly localized around the
target213%. The structure is therefore also referred to as the ‘phagocytic cup’. The polymerization
of actin is initiated by the recruitment of nucleation-promoting factors. Those include, for example,
formin, which promotes the elongation of existing filaments and the nucleation of new filaments.'3%
Another nucleation-promoting factor, which has been shown to be recruited to the cup is Arp2/3,
which initiates the polymerization of branched actin filaments!'2213%137  Furthermore, it has been
hypothesized that the subsequent binding of IgG to FcyR is necessary to continuously promote
the protrusion of the cup formation around the target in a zipper-like manner?®138. In contrast,
the picture for integrin-mediated phagocytosis is less clear. While earlier work suggested that the
targets rather sink into the cytosol?6:139:140 tight cup formation was observed in macrophages in
recent studies”? 141,

Although the precise mechanics of the cup formation of both pathways are still under fierce
debate'4?, important progress was made during the last five years. A recent study by Jaumouille
et al. showed that both inhibition of formin with SMIFH2 and inhibition of Arp2/3 with CK-666
impeded phagocytic efficiency in integrin-mediated phagocytosis, suggesting that both formin- and
Arp2/3-dependent polymerization drive cup formation. Using fluorescence imaging, they showed
that a dense, branched Arp2/3 mediated actin network drove membrane protrusion, while a formin-
mediated actin network promoted integrin-dependent coupling to the particle surface behind the
leading edge”®. Jaumouille et al. found that the speed of the leading edge of the cup is linked
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to the degree to which the formin-mediated actin network is mechanically coupled to the target.
Furthermore, they suggested that this coupling is bolstered by an integrin-mediated molecular
clutch, which regulates the protrusion speed. When the clutch is engaged, actin retrograde flow is
impeded or even stopped, increasing the protrusion speed of the cup. In contrast, when the clutch is
disengaged, actin retrograde flow slows down the protrusion of the membrane, counteracting actin
polymerization at the leading edge. The clutch can supposedly be reinforced by the recruitment of
vinculin, proposing a promising explanation for the observed mechanosensitivity of phagocytosis
mentioned in section 1.17%143,

Until recently, integrin- and FcyR-mediated phagocytosis were thought to be different mecha-
nisms. However, the discovery of this molecular clutch mechanism in integrin-mediated phagocy-
tosis has also interesting implications for the cup formation in FcyR-mediated phagocytosis. In
FcyR-mediated phagocytosis, the importance of integrin-mediated adhesion sites is more and more
recognized'3. Firstly, it was observed long ago that integrin adhesion-site associated proteins such
as talin and vinculin are recruited to FcyR-mediated phagocytic cups!'#®!44. Secondly, integrin
inactivation lead to reduced phagocytic uptake efficiency'#® and finally, it was observed that in-
tegrins are activated in the vicinity of engaged FcyR receptors. It was therefore proposed that
integrins are supposedly required in the zipper mechanism to bridge the space between opsonins
on the target surface'*>. Studies with inhomogeneously coated janus particles support this idea.
However, the gaps between the antibodies must not be too large as the uptake efficiency decreased,
the smaller the opsonized area on the particle was!'46.

Together, these findings promote the idea, that the mechanical aspects of cup protrusion in
integrin- and FcyR-mediated phagocytosis may not be all that different. Integrin binding may be
involved in both pathways and may mediate affinity to the target in order to ensure tight wrapping.
In this view, instead of establishing a mechanical link between target and phagocyte, opsonin
binding to membrane receptors such as FcyR may rather increase specificity to the target'®. This
hypothesis is also supported by the fact that no mechanical linker proteins between FcyR and actin
are known, rendering the observed mechanosensitivity of FcyR-mediated phagocytosis difficult to
explain7074.142,

1.2.2.3 Cup Constriction and Closure

When the whole target is fully wrapped, the membrane closes to form a vesicle, which is commonly
termed phagosome. By now, it is established that mechanical constriction of the cup occurs.
This is especially the case during the late stages, when most of the target is already engulfed.
Experiments with soft target particles”™ have recently demonstrated in a convincing manner that
this constriction is mediated by myosin-IT motors. The constriction occurs at the leading edge
of the cup and appears to be orchestrated in a ’purse string’ manner, ensuring a tight fit of the
leading edge to the target”® 47148 The membrane scission event, which eventually closes the cup,
is extremely difficult to capture, especially with fixed cells and thus, probably the least studied
stage of phagocytosis'®®. To date, it is known that recruitment of the membrane-remodelling
GTPase dynamin2'°° to the tip of the cup is associated with the membrane scission event to form
the phagosome. However, the precise role of dynamin2 remains subject for further research!'s?.
The phagosome formation is also accompanied by the depolymerization of actin inside the cup,
mechanically decoupling the phagosome from the cortex. However, although some details about
the biochemical regulators are known, the decoupling mechanism is also poorly understood!®2.
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1.2.2.4 Phagosome Maturation

After the detachment from the cortex, the phagosome matures as it is transported to the nucleus
via microtubules. Recently, Keller et al. showed that the transport efficiency to the nucleus is size
dependent and larger phagosomes with a size of 3 pm were transported more efficiently by dynein
motors. In contrast, smaller phagosomes with a size of 1 pm were transported in a more erratic
manner, suggesting a possible sorting mechanism for phagosomes!'®3154. During the transport to
the nucleus, the phagosome acidifies as it fuses with lysosomes to ultimately become a phagolyso-
some'52. In the process, the proton-pumping transmembrane protein V-ATPase is accumulated in
the phagosomal membrane and the phagosome acidifies!®?15%. Inside the phagolysosome, the pH
can drop to values as low as 4.5'°2. Phagolysosomes also contain many hydrolytic enzymes such as
proteases, lysozymes, and lipases as well as other microbicidal components such as reactive oxygen
species which degrade the phagocytic target'*®!%2. Further biochemical details on the maturing
process, especially on the transition from the phagosome to the phagolysosome have been reviewed
by Rosales Uribe-Querol as well as Levin et al.!49:152,

1.3 Outline of this Thesis

For the above-mentioned studies on mechanotransduction and cellular force generation, precise
knowledge of the elastic properties of the used substrates is crucial so that different physiological
environments can be mimicked in a controlled manner. Knowledge of the elastic modulus and the
Poisson ratio is especially critical for TFM studies, as both parameters are required to calculate
the stress field. The substrates are typically polymerized in-house in the form of thin polymer films
with a thickness of a few tens of micrometers. As the elastic properties of such films greatly depend
on the precise polymerization protocols, in-house methods are necessary to measure their elastic
properties. While various methods to determine the elastic modulus are available, techniques to
measure the Poisson ratio of thin films are scarce. In chapter 2 of this work, a method to measure
the elastic properties termed the steel sphere method was advanced to allow the simultaneous mea-
surement of both the elastic modulus and the Poisson ratio of such films. In the technique, steel
spheres with a diameter of roughly one millimeter were placed on the surface of the films and the
elastic properties of the films were derived from the indentation depth. In the first experimental
part of chapter 2, thin hydrophilic films were investigated. The techniques were adapted to hy-
drophobic films in the second part of chapter 2. Methods to optimize the reconstruction precision
are presented in the third part of chapter 2.

Furthermore, two techniques to study the mechanics of the early phase of the phagocytic binding
process were developed. As a model system for phagocytosis, the interactions between murine
macrophages and polystyrene particles as phagocytic targets were investigated.

The technique presented in chapter 3 is based on holographic optical tweezers, which offer the
possibility to selectively bring individual particles into contact with the membrane of the phagocyte.
Optical forces were exerted on the phagocytic target in a periodic manner. In the first experimental
part of this chapter, the step response of the phagocyte was measured to resolve its viscoelastic
properties and the cell-target adhesion dynamics. An extension of the technique is presented in
the second experimental part of chapter 3. The setup was extended such that it enabled the direct
visualization of the phagocytic cup formation in the fluorescence channel, while simultaneously
resolving the viscoelastic properties of the cells.

In chapter 4, a shear flow essay is developed to investigate cell-particle interactions. The tech-
nique enables the quantification of the cell-particle adhesion strength for large ensembles of particles
simultaneously. In the first experimental part of chapter 4, polystyrene particles purchased from
different manufacturers were characterized. The design and the hydrodynamic characterization of
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the flow chamber is presented in the second experimental part of chapter 4. The cell-particle and
coverslip-particle adhesion were characterized in the third experimental part of chapter 4.

In the final chapter 5 of this work, additional experiments are discussed. The chapter focuses
on experiments to investigate the mechanics of phagocytosis and other endocytic pathways.
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2 A Technique to Simultaneously Measure
of the Young’s Modulus and the Poisson
Ratio of Thin Biomimetic Films

The methods and results described in this chapter are in part based on work described in the author’s
master’s thesis'?®. In this work, the methods were improved and a novel algorithm to reconstruct
the elastic modulus and the Poisson ratio was developed. The methods to characterize polyacry-
lamide films described in the author’s masters thesis were adapted to a wider range of materials,
namely porous polyacrylamide, poly(N-isopropylacrylamide), and polydimethylsilorane. Some of
the measurements on polydimethylsilozane films were carried out by Rebecca Benelli. Furthermore,
simulations were carried out to investigate how different experimental parameters contribute to the
measurement accuracy. Many of the methods and results presented in this chapter were published
in the following two research articles:

o ‘Simultaneous measurement of the Young’s modulus and the Poisson ratio of thin elastic
layers’ (W. Gross and H. Kress, Soft Matter, 2017)1°7

e ’'Optimization of experimental parameters for the mechanical characterization of thin elastic
films” (W. Gross and H. Kress, Journal of Physics Communications, 2019)*%%

2.1 Thin Film Rheology in the Field of Mechanotransduction

As established in chapter 1, a common technique to study mechanotransduction is to place cells
on polymer films with a stiffness in the same range as that of mammalian tissue. This range
spans multiple orders of magnitude and ranges from a few tens of Pa to about roughly 1 MPa*" 49,
Consequently, biomimetic materials with a wide range of stiffnesses have to be produced to be able
to mechanically mimic the physiological environment of cells. In most studies, polymers are used
as their stiffness can be tuned by changing details of the polymerization reaction. These polymer
films are typically produced in-house and thus, their properties have to be characterized in situ.
In this section, different suitable polymer types are introduced and the literature on available film
characterization methods is reviewed.

2.1.1 Biocompatible Polymers

The most commonly used polymer for such mechanotransduction studies is probably polyacry-
lamide (PAA)°1,54,58:81,83,159-163 = PAA {5 an elastic hydrogel, which can be polymerized in situ
in any desired geometry. The gel is formed by polymerization of an aqueous monomer solution
containing acrylamide (AA), which forms linear chains upon polymerization and N,N’-methylene-
bisacrylamide (BIS) which forms cross links between these chains. The gel’s stiffness depends on
the concentrations of AA and BIS. Finally, the surface of PAA gels can be coated with various
ECM proteins such as fibronectin to facilitate cell adhesion and to model different biochemical

environments®?-81,
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A polymer with similar chemistry is poly-N-isopropylacrylamide (PNIPA). PNIPA can be poly-
merized in a similar manner to PAA, exchanging AA for N-isopropylacrylamide (NIPA)!64:165,
Below the so-called lower critical solution temperature (LCST), PNIPA is markedly hydrated and
has optical and elastic properties very similar to those of PAA. In contrast to PAA, PNIPA under-
goes a phase transition at around 32 °C. The phase transition point depends on various parameters
e.g. on the precise monomer concentrations and the pH!%5169  This phase transition coincides
with a volume loss as a large amount of water is released from the hydrogel upon heating!6:169,
It also coincides with a change of the elastic properties as PNIPA is considerably stiffer above
the LCST than below!66:170:171 " Temperature-resolved measurements have shown that the phase
transition does not happen at a precise temperature. Instead, the transition happens in a temper-
ature interval of a few °C166:170:171 = PNIPA is commonly used in cell experiments and in tissue
engineering due to these temperature-dependent properties. Above the LCST, PNIPA facilitates
cell spreading, growth, and adhesion at 37 °C!68:172.173  When the temperature is lowered below
the LCST, cells detach from PNIPA. For instance, this can be used to produce cell sheets consisting
of an intact cell monolayer!7.

Another polymer which is commonly used is polydimethylsiloxane (PDMS)4%-51L.175-177 - pPDMS
is an elastomer which is commonly shipped in the form of a polymer base (silicon oil) and a
curing agent. The curing agent is used to cross link the base, forming an elastic material' 78179,
Depending on the base-to-curing agent ratio, the elastomer’s elastic properties can be tuned to
various stiffnesses in the physiological range!”™17®. In contrast to PAA and PNIPA, PDMS is
hydrophobic. Hence, the polymer does not have to be stored in an aqueous solution, which simplifies
the handling®!'7.

PAA, PNIPA and PDMS are all biocompatible, nontoxic, and transparent elastic polymers which
can be crafted in the shape of thin films with tunable stiffnesses for cell and tissue experiments. The
polymerization is typically done in the laboratories to account for special needs of the respective
experiment. For example, in TFM, fluorescent particles can be embedded near the upper film
surface during polymerization to visualize and measure the deformation field when cells exert
traction stresses on the top layer of the film (fig. 1.1)37°50-81"83 The stiffnesses of all of those
materials are highly dependent on the monomer concentrations and consequently, they can be
tuned to suit the precise needs of the experiment?®?:175,176,178,180-182 " However, care has to be
taken because polymerization protocol details such as polymerization temperature and duration
can change the elastic properties of the polymerized material'®%183:184  For hydrogels such as
PAA, the swelling ratio, which depends for example on salt'®>~ 187 and crosslinker concentrations”
can also alter the elastic properties. Furthermore, dissolved oxygen in the monomer solution can
also alter the elastic properties of the final polymer®®-8!. All of those influences make comparisons
between literature results difficult, highlighting the fact that in-situ techniques are necessary to
mechanically characterize the materials. In fact, in the vast majority of the studies cited in this
section, in-house techniques were used to measure the polymer’s elastic properties with a variety
of different methods. An overview over the used techniques is given in the next section.

2.1.2 Established Techniques for Polymer Characterization

In order to measure the elastic modulus of macroscopic polymer samples, tension tests are suit-
able®6%5.  Aside from tensile strain, the materials can also be probed either by shear'®® or by
compression”188 Probably the most common procedure to measure the elastic modulus of such
polymers is to compress the material with an indenter and to measure the indentation depth as a
function of the indentation force. Theoretical descriptions of the indentation problem are available
for different indenter shapes. Among the most commonly used shapes are spherical®®188-192 cylin-
drical'®194 and pyramidal'®®'9% geometries. A suitable technique is, for example, atomic force
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Figure 2.1: Finite thickness effects in indentation experiments. When an elastic film with finite
thickness is probed with an indenter and the deformation field’s size is approximately equal
to the film thickness, the rigid glass substrate can lead to an overestimation of the film’s
stiffness if finite thickness effects are not accounted for.

microscopy. In atomic force microscopy, an indenter is attached to a cantilever and the cantilever
itself is attached to a precise positioning system, which is used to control indentation depth and
force. The indentation force is determined by the deflection of the cantilever!®8:196:197 = Another
technique to achieve well-controlled indentation forces is the so-called steel sphere method, in which
steel spheres are placed on the surface of the sample. These spheres sink into the sample due to
their gravitational force. The elastic properties are then determined by measuring the spheres’
indentation depths®%:55:191,

In all of those indentation experiments, finite thickness effects should either be avoided or ac-
counted for when thin samples are probed. In case a soft sample is bound to a hard substrate,
e.g. a thin elastic film, which adheres to the surface of a coverslip (fig. 2.1), finite thickness effects
can lead to an overestimation of the elastic modulus. These finite thickness effects have to be
accounted for, when the size of the lateral and therefore also the size of the axial deformation field
is not considerably smaller than the film thickness'®®194. For this reason, an elastic film can be
considered to be ’thin’ in indentation experiments whenever the contact radius of the indentation
region is approximately of the same size or smaller than the film thickness.

The measurement of the Poisson ratio of such materials is, however, a relatively difficult task
and techniques to simultaneously measure the elastic modulus and the Poisson ratio are scarce.
Techniques to measure both elastic parameters include micropipette aspiration'®®, macroscopic
compression tests'®, and magnetic microneedles?’. Furthermore, it has been shown that the
elastic modulus and the Poisson ratio of a thin film can be determined from indentation experiments
by deforming the film with a cylindrical indenter with a diameter of approximately the same size
as the film!'93:194201 = Cylindrical and pyramidal indenters do, however, have certain downsides
compared to spherical indenters. It is e.g. critical that the sample is indented perpendicular to its
surface. Furthermore, nonlinear effects can occur, especially near the edge of the indenter where
the deformations are relatively large.

All of those methods described above to determine the Poisson ratio of thin elastic films require
specialized equipment, which is not necessary for mechanotransduction studies. In particular,
some measurement setups require macroscopic samples, which are incompatible with the inverted
microscopes and high NA-objectives used for the cell studies'”™. As the elastic properties of PAA,
PNIPA and PDMS are, as described above, sensitive to the precise polymerization conditions,
this approach to calibrate thin films may not always be valid. In case critical parameters differ
during the polymerization of a thin samples compared to the polymerization of a thick samples,
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the polymers’ elastic properties can differ. This can happen due to subtle effects e.g. due to
a different temperature distribution inside the samples during curing, which can arise due to
an exothermic polymerization reaction”®183, Some studies even relied on literature data for the
Poisson ratio??:2027204 or assumed that the material is incompressible!5%:199:205 " even though the
Poisson ratios reported for PAA vary from 0.24-0.5%1:188,196,199,200,206-209 ' Ty the Hertzian model,
in which a hard sphere with radius R is pushed into a linear elastic half space with a given force
F, the half space’s elastic modulus F is given by!'®?
2
po U= E (2.1)
4 (R63)

Here, § is the indentation depth. Hence, the difference between the assumption of a Poisson ratio
of 0.24 and 0.50 affects the resulting elastic modulus by a factor of (1 — 0.242) / (1 — 0.502) =1.3
or 30 %. It has also been shown that, in TFM, the cellular stress field reconstruction on thin PAA
films is greatly influenced by the Poisson ratio of the film and in turn, the apparent substrate
stiffness felt by cells on the films is also greatly influenced by the Poisson ratio of the film?'0,
highlighting the need for easy to use in situ techniques to measure the elastic properties of thin
films with a stiffness in the physiological range.

2.1.3 Simultaneous Measurement of the Elastic Modulus and the Poisson
Ratio

In this chapter, an experimentally simple technique to determine the elastic modulus and the
Poisson ratio of such thin films is presented. The technique is based on the classical steel sphere
method®?55191  however, the interplay between the elastic properties and finite thickness effects
is exploited to determine both elastic parameters in a single experiment!?0:193:194 " Gteel spheres
with radii R between 200 and 500 pm were placed on linear elastic films with thicknesses h ranging
from 30 to 170 pm. The indentation region was imaged with an inverted microscope to measure
the indentation depth 0 (h, R). The elastic modulus E and the Poisson ratio v were reconstructed
using an analytical ab-initio solution of the spherical contact problem developed by Dimitriadis
et al., which takes finite thickness effects into account'®?. The technique was applied to four
different materials, namely PAA, porous PAA, PNIPA, and PDMS, which all had different elastic
properties inside the physiological range. While PAA and PNIPA films were polymerized in a
custom protocol, PDMS films were commercially acquired.

The general methods to apply the technique are developed on the basis of thin PAA and PNIPA
films in section 2.2. In section 2.3, the methods are adapted to PDMS films, which are hydrophobic
and therefore, they adhere to the spheres. Among other difficulties, the adhesion between the films
and the indenter introduces a hysteresis, i.e. the indenter sticks to the film as the indenter is
removed. A method to mitigate adhesion effects between PDMS and the steel spheres is also
presented in section 2.3. In the next section 2.4, simulated indentation experiments were used to
assess the technique’s precision. Using these simulations, guidelines to achieve a high precision at a
minimal workload are presented in section 2.4. A overview of the prerequisites, of all the methods
and the limitations of the technique developed in this chapter is given in the final section 2.5 of
this chapter.
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2.2 Characterization of Thin Hydrophilic Films

2.2.1 Polyacrylamide Hydrogel Polymerization
2.2.1.1 Coverslip Cleaning and Activation

This section describes the preparation of the coverslips, which were used as a hard substrate for
PAA and PNIPA hydrogels. Since PAA hydrogels only weakly adhere to untreated glass coverslips,
the coverslips were chemically treated. The treatment is used to covalently bind the coverslips to
the hydrogels'®®. A detailed version of this protocol is given in appendix 6.1.1.

Rectangular coverslips (40x22mm, # 1, Glaswarenfabrik Karl Hecht, Sondheim v. d. Rhon,
Germany) were placed in custom-built coverslip holders. They were cleaned by sonication for
10min in 0.2M EDTA, 10% w/v hydrogen chloride, and 1% v/v 7X-O-Matic (MP Biomedicals,
Germany, Eschwege, Germany) or a freshly prepared 1% w/v Alconox (Alconox, White Plains,
NY, USA) solution. The coverslips were cleaned in purified, deionized water (MilliQ) and dried
with canned air after each sonication step. In the following steps, no differences between coverslips
treated with 7X-O-Matic and Alconox were observed. Cleaned coverslips were stored in 90 %
ethanol for at most three months.

Activation was done according to a long-established protocol®?:81:159:211 "which is summarized
in fig. 2.2. Since some parts of this protocol are time critical, each step was done with three
coverslips at a time. In this and all following protocols, all liquid volumes were measured with
pipettes (Pipetman P2, P10, P200, and P1000, Gilson, Middleton, Wisconsin, USA). All solids
were weighed with a laboratory balance (ATL-124-1; Acculab, New York, USA). 12l of 0.1 M
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3x 12 pl 0,1M NaOH 3x 15 ulAPTMS MilliQ,
/ | \ / | \ l dried with i
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Figure 2.2: Coverslip activation protocol. 44x22mm-sized coverslips were activated with NaOH,
3-APTMS and glutaraldehyde. The coating facilitates covalent binding of polyacrylamide
hydrogels. A detailed description of this protocol is provided in the main text in section
2.2.1.1.
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2 Elastic Properties of Thin Biomimetic Films

NaOH were spread on each coverslip by rolling a pasteur pipette over the top of each coverslip.
The coverslips were air-dried and 15nl of (3-aminopropyl)trimethoxysilane (3-APTMS, Sigma-
Aldrich, St Louis, MO, USA) were spread on each coverslip and allowed to covalently bind to the
glass coverslip?!! for 5min. Care was taken not to dry the coverslips longer than 5min as a fully
dried hard layer of 3-APTMS can not be washed away reliably with the subsequent protocol. The
coverslips were then washed in MilliQQ water in petri dishes for 5 min under gentle agitation and
subsequently transferred to the coverslip holders, where they were washed with running MilliQ
water twice with a short interim incubation time. This process ensured that unbound 3-APTMS
was properly removed, which would have lead to reddish remainders on the coverslip. The coverslips
were dried with canned air and the surfaces coated with 3-APTMS were incubated on a drop
of 0.5% glutaraldehyde solution (prepared from 8% stock solution, Sigma-Aldrich). Care was
taken that the whole coverslip surface was covered properly with liquid. The coverslips were then
transferred to the coverslip holders, washed in MilliQQ water three times and dried with canned
air. Drying the coverslips with canned air ensured that no drying spots were left on the coverslips.
As the coating was invisible, the non-activated coverslip sides were marked with a tiny capital
' to avoid confusion. The coverslips were stored together with desiccant beads (Neolab Migge,
Heidelberg, Germany) at room temperature in a container sealed with parafilm for up to one
month. If necessary, any dust was removed with MilliQ water and canned air directly prior to use.

Small, round coverslips with a diameter of 15 mm (Menzel-Glaser, Braunschweig, Germany) were
used to achieve flat top surfaces on PAA and PNIPA films. They were coated hydrophobically
with RainX (Krako Car Care International) according to the manufacturers protocol to facilitate
easy detachment after the polymerization process. The coverslips were briefly soaked in RainX
and allowed to air-dry. Excess RainX was removed with cleaning tissue and dust was removed
with canned air.

2.2.1.2 Polymerization of Polyacrylamide Films and Springs

Thin PAA films were prepared according to well established polymerization protocols®?:65:81,159,161

A detailed version of the protocol used in this work is given in the appendix (section 6.1.2).
Briefly, monomer solutions of 3% w/v and 10% w/v AA (from 40 % w/v stock solution, Sigma
Aldrich, molecular weight 71u) and 0.03, 0.06, and 0.10% w/v BIS (from 2% w/v stock solu-
tion, Sigma-Aldrich, molecular weight 154 u) as a crosslinker were prepared in phosphate buffered
saline (1xPBS, 0.2g/1 KCI, 8 g17! NaCl, 1.44 g17! NagHPOy, 0.24 g17! KH,PO4 in MilliQ water).
N,N,N’.N’-Tetramethylethylenediamine (TEMED; Thermo Fisher Scientific, Waltham, MA) was
added at a concentration of 1/2000 v/v as a catalyst. Tracer particles (FluoSpheres, carboxylate-
modified polystyrene microspheres, Thermo Fisher Scientific #F8811, diameter 0.2 pm, Ex/Em:
505/515 nm, stock concentration 4.5 x 102 particles/ml, density pps = 1.055 g/crnQ) were briefly
sonicated, and vortexed to minimize particle clustering. The stock particle solution was added at a
concentration of 0.51 % v/v. An aqueous 10 % ammonium-persulfate (APS; Thermo Fisher Scien-
tific) solution was always prepared directly prior to polymerization and stocks of APS were stored
in Ny atmosphere. The free-radical polymerization?? was started with the addition of 1/200 v/v
of APS solution.

The process to polymerize hydrogel layers with a thickness of a few tens of micrometers is
summarized in figure 2.3. For every hydrogel, 15 ul of monomer solution were pipetted onto the
RainX-coated side of a round coverslip. A rectangular coverslip was lowered carefully from above
with the activated surface facing downwards until contact to the solution was established. The
configuration was suspended between two Pasteur pipettes and the solution was polymerized at
room temperature for two hours. In order to avoid evaporation at the films’ edges, which could
alter the monomer concentrations in an uncontrolled manner and which was shown to cause wrin-
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Figure 2.3: Polymerization of thin polyacrylamide films. Thin PAA hydrogel films were polymer-
ized from freshly prepared monomer solutions between a large rectangular coverslip and a
small RainX-coated coverslip. In the early stages of polymerization, fluorescent tracer parti-
cles diffused through the liquid and got stuck on both coverslips (sec. 2.2.1.3), forming two
flat layers which could be easily detected with fluorescence microscopy. After 2h of poly-
merization, the hydrophobic coverslip was removed with forceps. The PAA hydrogels were
washed in 1xPBS and subsequently stored in 1xPBS in the fridge at 4 °C for up to one week.

kling at the films’ edges'®%, the setup was covered with a plastic box, which provided 60 to 80 %
relative humidity. After the polymerization, the activated coverslip was slightly bent until the
hydrophobically coated round coverslip detached from the hydrogel. The round coverslip was care-
fully removed with forceps and the hydrogels were washed three times in 1xPBS to remove any
leftover monomers, TEMED and APS and thus, to stop the polymerization reaction.

Porous PAA films were polymerized as outlined in figure 2.4 by adding CaCO3 powder with a
particle size of 1 to 3pum to the monomer solution at concentrations of 3, 10, and 20 % v/v. The
films were slightly turbid and had a whitish appearance after polymerization, which was to be
expected as the particles were slightly larger than the wavelength of visible light. The particles
were dissolved in 1% HCI for 1.5h under gentle agitation after the polymerization was finished.
Higher HCI concentrations lead to detachment of the films from the coverslip as the CO5 formed
too quickly and led to bloating. The porous hydrogels were fully transparent after the treatment
with HCl, indicating CaCQO3 was fully dissolved and that COs had been fully replaced by 1xPBS.
The pores were also not visible with the microscope, indicating that the refractive index of 1xPBS
and PAA were very similar. This observation is consistent with literature”®. For this reason, it
was not possible to measure the pores’ size inside the films. It is, however, reasonable to assume
that they had approximately the same size as the CaCOs powder particles (1 to 3 pm).

Macroscopic PAA springs with a length of about 20 cm were polymerized for control experiments.
Polymerization was carried out inside 5 ml plastic pipettes which had an inner diameter of 6 mm.
After two hours of polymerization, the plastic pipettes were carefully broken with a hammer and
the springs were removed. No damage was observed on the springs.

Similarly, temperature-responsive PNIPA films were polymerized by substituting AA with NIPA
(Sigma-Aldrich, molecular weight 113 u). Monomer solutions of 10% w/v NIPA, 0.1 % w/v BIS,
0.51% v/v fluorescent tracer particles were prepared in 1xPBS. The polymerization of PNIPA
films took a lot longer compared to the AA films under similar conditions. For this reason, the
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Figure 2.4: Polymerization of porous PAA films. Thin layers of porous PAA were polymerized by
adding CaCQOg particles with a diameter of 1-3 pm to the monomer solution. After polymer-
ization, the films were immersed in 1% HCI to dissolve the CaCOs. The films were then
washed excessively in 1xPBS to remove the HCI.

concentrations of TEMED and APS were doubled to 1/1000 v/v and 1/100 respectively. Addition-
ally, the monomer solution was degassed in a desiccator for 45 minutes prior to polymerization.
Degassing removes dissolved oxygen from the solution, which is known to affect the polymerization
efficiency®®. As the PNIPA films were a lot thinner than the films polymerized with AA, 50l of
monomer solution were used for each gel for polymerization and thickness was controlled with
two stainless steel spacers with a thickness of 50 pm positioned on each side of the liquid droplet.
Furthermore, the polymerization was carried out in Ny atmosphere for 3 h.

In order to prevent osmotic swelling after gelation, both the films and the springs were stored
immersed in 1xPBS in the fridge at 4 °C for up to one week after polymerization®'. The protocol’s
reproducability was validated previously'®®. With the described protocol, the films’ thickness and
its upper surface angle can not be controlled well. Although this could be achieved with spacers, a
fine control of the thickness profile for PAA films was not necessary for the experiments presented
in this work. Instead, the variability of the film thickness even proved to be beneficial as described
in the following sections. When films with a well defined thickness are to be be produced, the
precise details of the swelling behavior have to be taken into account!8%:186,

2.2.1.3 Tracer Particle Distribution in Thin Films

The tracer particles’ size was chosen to be small enough such that they do not sediment during
polymerization. The buoyancy-corrected gravitational force acting on the tracer particles is given
by:

Forav = ApgV (2.2)

4 .
=g (PPS - Psol) g’ers' (23)

pps is the density of the polystyrene particles, pso1 is the monomer solution’s density, g = 9.81m/s?
is the gravitational constant, and R is the particle radius. During sedimentation, the hydrodynamic
drag force Fgiokes On the particle is given by Stokes’ law

FStokes = 671'7]501R’U (24)

where 70 is the solution’s (time dependent) dynamic viscosity, which, during polymerization, was
likely always equal to or larger than the viscosity of water 7, = 1 mPas at room temperature?!?.
v = Az/At is the particles’ sedimentation velocity. In equilibrium, Fgray = Fsokes must be
satisfied. Therefore, assuming that, during polymerization, the solution’s viscosity is always above
the viscosity of water 1, = 1 x 1073 Pas at room temperature and that the solution’s density is
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not lower than the density of water p,, = 1.0 x 10% kg/m3, the particles sediment the most by

29 (pps — pw) RQA
Iy
~ 4um (2.6)

Azged <

t (2.5)

during two hours of polymerization time, which is a lot smaller than the typical film height. The
particles’ diffusion constant D is given by the Stokes-Einstein relation
_ ksT
67T77s01R7

where kp is the Boltzman constant and T is the temperature. Using the same assumptions as
described above, the vertical displacement caused by diffusion can be estimated by the square root
of the mean squared displacement (MSD) in one dimension:

Azdiff ~VMSD (27)

= V2DAt (2.8)
kgT

At 2.9

3w R (29)

= 175um (2.10)

which is a lot larger than Azgq and also larger than the typical hydrogel height. Therefore,
the tracer particles’ final distribution was likely dominated by diffusion. When the hydrogels
were polymerized without the addition of 1xPBS, the carboxylated tracer particles were evenly
distributed throughout the gel after the polymerization. In contrast, the particles adhered to both
glass surfaces and formed two plain layers when the polymerization was carried out in 1xPBS,
which is preferable, since the particle monolayers could be used to easily identify the hydrogel
surfaces. Since changes in the saline concentrations changed the particles’ adhesion behavior, it is
likely that electrostatic interactions mediated the adhesion between the particles and the coverslips.
A more detailed analysis of these adhesion effects, including the behavior of different particle types
is given in chapter 4.

2.2.2 Imaging and Data Evaluation

The setup used for imaging is summarized in figure 2.5. Imaging was performed on an inverted,
motorized microscope (Nikon Eclipse Ti-E; Nikon, Tokyo, Japan), which was equipped with a 60x
water immersion objective (CFI Plan Apo IR 60x WI, Lambda-S Series, NA=1.27; Nikon) and
a 40x water immersion objective (CFI Apo LWD 40x WI, Lambda-S series, NA=1.15; Nikon) as
well as with two objectives with a lower magnification (10x, CFI Plan Fluor DL 10x, NA=0.45,
Nikon; 20x, CFI S Plan Fluor ELWD ADM 20xC, NA=0.3, Nikon). The microscope is fitted
with a brightfield illumination lamp for transmission microscopy (grey beam path in fig. 2.5).
Both water immersion objectives also support differential interference contrast microscopy (DIC),
which is suitable to resolve local changes of the refractive index in the sample. This is for example
useful to image thin cell filaments?'4. To use DIC microscopy, a DIC polarizer, two Wollaston
prisms and a DIC analyzer were inserted into the beam path. Fluorescence illumination was
provided by a mercury lamp (Nikon Intensilight C-HGFI; Nikon). In order to visualize the tracer
particles, a fluorescence filter cube (GFP-LP; excitation wavelength: 460 - 500 nm, blue beam path
in fig. 2.5; dichroic mirror wavelength: 505 nm; emission long pass filter wavelength 510 nm, green
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Figure 2.5: Optical setup used for the steel sphere experiments. The Nikon Eclipse Ti-E micro-
scope was equipped with a bright field illumination lamp for transmission microscopy (gray
beam path). Aditionally, fluorescence microscopy with various filters is possible (excitation
light path: blue, emission light path: green). A detailed description of this figure is provided
in the main text in section 2.2.2.

beam path in fig. 2.5; Nikon) was inserted into the beam path. Image acquisition was mainly
done with an electron multiplying charge coupled device camera (EMCCD; Andor Luca R; 14
bit; sensor area size: 8 mm X 8 mm; Andor Technology, Belfast, Northern Ireland). Some of the
measurements were captured with a complementary metal-oxide-semiconductor camera (CMOS;
OrcaFlash4.0 V2; Hamamatsu Phontonics, Hamamatsu, Japan), because it had a larger sensor area
of 13.3 mm x 13.3 mm and thus, enabled measurements with a larger field of view. Both the cameras
and the microscope were controlled by the software NIS-Elements Advanced Research (Nikon). A
custom-built incubation chamber, which enclosed the majority of the microscope including the
microscopy stage and the objectives, was used to incubate the samples at temperatures above
room temperature!®®215, The incubation chamber enabled temperature stability of +0.2 °C inside
the sample'®®. Further details about the setup were described by K. Berghoff and S. Keller
recently 24216,

The coverslips with thin hydrogel layers were glued to aluminium coverslip holders with vacuum
grease (fig. 2.7A) and the gels were immersed in 1xPBS. Small chrome steel spheres (density
ps = (7.76 £ 0.15) g/cm, grade 10, THSD-Klarmann, Bamberg, Germany) with nominal radii of
R = 200,250, 300, 350,400, and 500 pm were used as indenters. They were cleaned with 70 %
ethanol and placed on the gels. Their cleanliness was checked with bright field imaging and
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Figure 2.6: Images of two steel spheres. The images of the spheres with nominal radii of 200 and
250 pm were captured with the 10x objective. The spheres’ dimensions were measured by
two independent diameter measurements respectively.

their radii were measured (fig. 2.6). Deviations from the nominal radius above 1.5 % were never
detected, and the eccentricities were typically below /1 —1/1.012 = 0.14. This high symmetry
was essential, as the uncertainty of the sphere radius was one of the major contributors to the
error of the whole method. The sphere radius error was estimated to be 1.5 pm by comparing the
two independent sphere diameter measurements along both lateral directions through the sphere
center, accounting for the spheres’ eccentricity (fig. 2.6). When the sample was slightly tilted, the
spheres rolled on the films’ surfaces and adhesion between spheres and PAA and PNIPA films was
not noticeable. The chamber was sealed with a second glass coverslip to avoid evaporation and
optical distortions induced by the curved water-air interface. The system was then placed on the
microscope stage. For the PNIPA film, the incubation chamber was heated to (30.0+0.2)°C 1h
before the experiment and the PNIPA sample was incubated in the chamber for 15 minutes prior
to the acquisition of the first data point.

Every sphere was placed at 10 to 30 different locations on the gel with a small magnet, which
enabled measurements at different gel heights h. Depending on the contact radius between the
spheres and the film (fig. 2.8A), the objective was chosen such that the whole contact region fits
well within a single image. The microscope software also supports the acquisition of larger images
by automatically moving the motorized stage. However, these acquisition modes were found to
be too inaccurate for this application. Whenever possible, the 60x water immersion objective was
used, which was typically possible when smaller spheres were used. The film height was measured
at every location by focusing on fluorescent particle layers z; and z3 located at the top and at the
bottom film layers (fig. 2.7B). The height h = z; — 25 varied between 30 - 175 pm throughout all
films. The z-position of the gel surface could be measured in a very precise manner by exploiting
the fact that the particles are brightest when they were perfectly in focus. Thus, the correct
focal planes could be reliably and reproducibly identified via the histogram of the live image while
adjusting the objective’s z-position. The error of the height s, = 1 — 1.5 pm was roughly estimated
by repeated measurements.
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Figure 2.7: Steel sphere method data acquisition. (A) The coverslip with the hydrogel was glued
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to an aluminium coverslip holder with vacuum grease. The hydrogel was immersed in 1xPBS
to prevent the sample from drying out. Steel spheres of different radii were placed on the
gels. The system was sealed with a second coverslip and imaged with a 40x or a 60x water
immersion objective. (B) The hydrogels’ height h = 21 — 22 was measured by focusing on
the tracer particle layers at the top and at the bottom. (C) The indentation cap was imaged
by focusing on different planes with an axial distance of Az = 0.2pm. (D) Two side views
of the indentation region were created via maximum projection of a subsection of the whole
stack located at the indentation cap’s center. Panels (A), (B), and (C) were adapted from
the author’s master’s thesis'®® and Gross and Kress, Soft Matter, 2017%7.
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In general, if the immersion medium’s refractive index and that of the sample differ, the difference
between both motor positions is not equal to the distance between both focal planes®’. When
hydrogels were imaged, there was no need to correct for any refraction index mismatch between the
immersion medium and the hydrogel since the refractive indices of water, 1xPBS?!7 and PAA74218
differ by only about 1.5 %. Below the LCST at 30 °C, this holds also true for PNIPAZ'?. Note that
the refractive index of PNIPA does increase to about 1.4 at 36 °C?19,

In order to determine the indentation depth 4, fluorescence images of the deformed tracer particle
layer were captured in different focal planes starting from a few micrometers below to a few
micrometers above the indentation cap (fig. 2.7C). The axial distance of Az = 0.2 pm was chosen
to be smaller than the axial optical resolution to maximize the measurement’s precision?2°.

For every stack, two side views through the indentation cup’s center were created with Fiji
ImageJ??! along both lateral directions (fig. 2.7D). In case the indentation cap’s radius was only
slightly smaller than the camera’s field of view, the whole stack was rotated by 45° beforehand to
optimize the visibility of the undeformed surface next to the indentation cap. The width of the
substacks was chosen to be large enough to include a sufficient number of particles. However, the
width had to be a lot smaller than the indentation cap’s diameter, such that the generated side
views only included particles located near the indentation cap’s center. Typically, depending on
the size of the indentation cap, two substacks with a width of a few micrometers were evaluated
and a maximum projection through each substack was generated to simplify data evaluation.

A typical example of such a side view is shown in figure 2.8A. The hydrogel’s deformed upper
surface was located where the lowest tracer particle layer visible in figure 2.8A was located. In
most measurements, the contact region was completely located below the gel’s undeformed surface
level. Mirror images of the particles were visible where the sphere did not touch the film. In these
locations, the sphere surface was located in the middle between the particles and the particles’
mirror images. Occasionally, particles adhered to the sphere surface. These particles were observed
centered in-between the hydrogel surface and the mirror images of the tracer particles in the film
surface (fig. 2.8A, red arrow).

The indentation depth was determined by measuring the radius of the spherical cap x below
the undeformed upper film surface level far away from the sphere (fig. 2.8A). The Pythagorean
theorem

224+ (R—6)* = R?
was used to derive the indentation depth 0:

.1'2
S=R|1-\[1- 55

0 was measured along the x and the y direction (fig. 2.7D). Both values were averaged to reduce the
measurement error. Typically, measurements along both lateral axes deviated by about ss = 0.2
to 0.4pm. The direct measurement of the indentation depth ¢ using the motor positions as in the
height measurement would have been far less reliable.

Since the coverslips used for hydrogel preparation were coated to form a covalent bond between
glass and PAA (sec. 2.2.1.1), it is reasonable to assume that a no-slip boundary condition at
the bottom of the hydrogel is suitable. This assumption was validated by imaging the complete
hydrogel once with the steel sphere on top (fig. 2.8 B, blue color) and once after the steel sphere
was removed (fig. 2.8 B, red color). The corresponding side views are overlaid in fig. 2.8B. Firstly,
the comparison of both data sets shows that no deformation could be detected at the bottom of
the hydrogel, indicating that the hydrogel was properly bound to the glass substrate. Secondly,
the deformation at the top surface was mostly confined to the contact region and fully reversible.
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Figure 2.8: Side views of the indentation region on PAA films. (A) A steel sphere with radius
R = 400 um is indenting a soft PAA hydrogel with 10% AA and 0.1 % BIS (false color). The
radius z of the spherical cap was measured to calculate the indentation depth é. Light from
the tracer particles was reflected from the sphere surface, and mirror images appeared (white
arrow). Occasionally, tracer particles detached from the gel and stuck to the sphere (red
arrow). The images of these particles were located centered between the hydrogel surface
and the mirror images. Note that the scale in the vertical and in the horizontal direction is
different. (B) Comparison of the tracer particle layers at the top and the bottom hydrogel
surfaces before (blue, false color) and after (red) a steel sphere with a radius of R = 249 pm
was removed from the hydrogel surface. The hydrogel had a height of A = 25 um. Particles,
which did not move as the sphere was removed, are shown in orange. Figure adapted from
the author’s master’s thesis'®® and Gross and Kress, Soft Matter, 2017%7,

After the sphere was removed, no deviation from a flat top surface could be detected, which was
in line with a fully elastic deformation.

In thicker regions, diffusion of the particles during polymerization had not been fast enough
and not all particles had reached the top and bottom layer until polymerization was finished (sec.
2.2.1.3). In the experiments, this happened mostly in films which were thicker than 70 um. Such
thick films could, however, be used to visualize the deformation field inside the film. Likewise,
the film could also be polymerized without 1xPBS to visualize the indentation region. Without
1xPBS, the tracer particles were observed to not stick to the coverslips during polymerization.

Figure 2.9 shows side views of the indentation region, imaged at a position with a thickness of
about 105 pm. Spheres with different radii were used to visualize the different deformation fields.
For every sphere, one image stack was acquired with the sphere lying on top of the film (red)
and the other one was acquired after the sphere was removed (blue). The indentation cap was
considerably deeper, the larger the sphere radius was. The displacements were also larger for larger
spheres and they were mainly centered directly below the steel sphere and were mainly directed
along the z-axis.
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Figure 2.9: Visualization of the deformation field inside a PA A film for sphere radii of 200 pm,
250 pm, and 300 pm. The images were acquired on a film with 3% AA and 0.1 % BIS. One
image stack was acquired with the sphere lying on top of the film (red, false color) and one
was acquired after the sphere was removed (blue). The film thickness was comparable in
all three measurements. Note that the films moved slightly when the sphere was removed.
Therefore, not all particles were visible in both images.

2.2.3 Finite Layer Thickness Model

The datapoints § (R, h) were evaluated with a model developed by Dimitriadis et al. in 2002, which
takes finite thickness effects into account'®’. The model is an ab initio extension of the Hertzian
solution (eq. 2.1) for a hard sphere indenting an isotropic and homogeneous film with height h,
which is deformed within the linear elastic regime!®. The model corrects for finite film thickness
effects, i.e. compared to the case of an elastic half space the spheres sink in less due to the hard

coverslip at the bottom of the film. The elastic modulus F of a thin film is given by!%°
3 (1 - 1/2) F1
E=—+— — 2.11
4(R6%)"° C 211)
where the correction factor C given by
2a 40 8 4723 160 372 By
C:1—7x+w—20x2—? (ozg+ G X*+ g g+ 5 x* (2.12)

accounts for finite thickness effects. v is the Poissson ratio of the hydrogel, and F is the indentation
force acting on the sphere. In the experiment, F' is given by the difference between the sphere’s
gravitational force and the corresponding buoyancy force in 1xPBS:

4
F= §R37rg (ps — ppBs) - (2.13)
Here, g is the gravitational acceleration and ppgs is the density of 1xPBS. Using the spheres’
nominal radii, which were 200, 250, 300, 350, 400, and 500 pm, the nominal indentation forces of
the spheres used in this work were 2.22, 4.34, 7.50, 11.9, 17.8, and 34.7 uN respectively. Sphere
radii were always measured directly before the indentation experiments. Consequently, the radii
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measured before each experiment were used to calculate the indentation forces. The dimensionless

parameter

= @ (2.14)
h

is the fraction of the Herzian contact radius (R§)°-% and the film thickness h'%°. In case of y = 0,
the Hertzian solution for an infinitely thick film is recovered. Therefore, finite thickness effects have
to be accounted for whenever the contact radius is not considerably smaller than the layer thickness
h. In this case, the correction factor C is larger than 1. The Taylor series given in equation 2.12
converges for values 0 < x < 1, and thus, equation 2.11 is only valid in this range!?°. Since the film
height h was inhomogeneous in the experiments, the indentation force was not perfectly pointed
perpendicular to the surface. However, thickness inhomogeneities never exceeded 70 pm, which
corresponded to an angle of 89.7° given the films’ diameter of 15mm. This effect was therefore

neglected.
As no displacements at the bottom of the hydrogel were detected (fig 2.8 B, orange color), the
no-slip boundary condition was considered to be suitable. In this case, oy and [y in eq. 2.12 are

given by!%0
1.287 — 1. . 2
oo = — 87 — 1.4678v + 1.3442v (2.15)
1—v
and
0.6387 — 1.0277v + 1.51641/2
Bo = vt - (2.16)

1—v

In case of an infinitely thick, homogeneous film (x = 0; E,v = const), the term F/ (R63)0'5 in
equation 2.11 is invariant when different sphere radii R are used. Therefore, only the fraction
E/ (1 — V2) can be recovered and a supplementary experiment is necessary to determine either
FE or v independently. In practice, the common choice is to assume that the material is almost
incompressible®:222 or to use macroscopic methods to determine the Poisson ratio®®2%%. So far,
the equation 2.11 has only been used to determine the elastic modulus of thin layers. However, C
depends on the Poisson ratio and the contact geometry (fig. 2.10 A, B) and thus, both E and v
can be measured by varying the contact geometry in the range 0 < x < 1 and fitting equation 2.11
to the measured indentation data § (R, h) as it has been pointed out by Dimitriadis et al.!*°. The
influence of the film’s finite thickness described by the correction factor C' strongly depends on the
Poisson ratio near v = 0.5. In general, the higher the Poisson ratio (fig. 2.10 A) and the higher x
(fig. 2.10 B), the stronger the influence of finite thickness effects. Hence, the reconstruction of F
and v is most accurate when the material is nearly incompressible. C is very flat below v = 0.3,
especially near v = 0 for all values of x. Therefore, it is neither practical to analyze films with a
Poisson ratio smaller than 0.3 with the methods demonstrated in this work nor is it possible to
discriminate auxetic (v < 0) from non-auxetic, isotropic materials using equation 2.11. However,
such materials are rare as most materials have a positive Poisson ratio?23.

In this work, multiple sphere radii between 200 and 500 pm were placed on films, of which the
thickness varied roughly from 30 to 175 pm. The spheres sank a few micrometers into the film.
With these parameters, x varied in the range 0.15 < x < 1 in the experiments, depending on the
condition.

2.2.4 Reconstruction of the Rheological Parameters and Error Analysis

The measured indentation depths d (h, R) for PAA films with different concentrations of AA, BIS,
NIPA and for porous PAA films polymerized with CaCOgs are shown in figure 2.11. Panels A-D
show the data of PAA films polymerized with different concentrations of AA and BIS. The data
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Figure 2.10: Finite thickness correction factor. (A) C (v) for different contact geometries x. Panel
adapted from Gross and Kress, Soft Matter, 2017'%7. (B) C' (x) for different poisson values
v. Panel adapted from Gross and Kress, Journal of Physics Communications, 2019'°%. The
curves in both panels were calculated with equations 2.12; 2.15, and 2.16.

of porous PAA films polymerized with 10% w/v AA and 0.1 % BIS and with 3% v/v, 10% and
20 % CaCOg is shown in panels E-G. The data of the PNIPA film polymerized with 10 % NIPA
and 0.1 % BIS, which was measured at 30°C, is plotted in panel H.

In many cases, the indentation depth at a given sphere radius increased with increasing film
height, indicating that the finite thickness effect was relevant in the tested conditions. The inden-
tation depth also increased with increasing sphere radius, i.e. larger spheres sank deeper into the
film. This was to be expected as it can be seen from the special case of C' = 1 regarding equation
2.11. In case of C' =1, i.e. the Herzian case of an infinitely thick film, § oc R%/3 at a given elastic
modulus and at a given Poisson ratio.

The elastic modulus E and the Poisson ratio v for a data set {d;, hi, R; } measured on a thin film
were determined with the following, iterative algorithm: Poisson values between 0 and 0.6 with a
step size of 0.001 were used to calculate an average elastic modulus for every measured data set
{6i, hi, R;} using equation 2.11:

E =< E ({6;, hi, Ri} , ps, ppBs; V) >i

For every pair of F and v, equation 2.11 was used to calculate the expected indentation depths
i,exp (Mi, Ri, E,v), numerically solving equation 2.11 with the Euler method for §. The optimal
pair of F and v was defined as the pair, for which the total standard deviation of § was lowest:

Z (51 — 6i,exp)2 — min.

The algorithm was implemented in Java.
The errors of E and v were mainly caused by measurement errors of §, h, and R. In order to
get an estimate for the reconstruction accuracy of E and v, a Monte-Carlo approach was used. A
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Figure 2.11: Indentation depth ¢ (h) of steel spheres on different PAA and PNIPA films. The
respective concentrations are denoted on the left side of each panel. Every symbol denotes
one measurement, conducted as shown in fig. 2.8B. Error bars were estimated by comparing
the deviations of § between both lateral directions (fig. 2.7 D). Solid lines were calculated by
solving equation 2.11 for ¢ with the reconstructed values of E and v given in table 2.1. The
concentrations of AA, BIS and NIPA are given in % w/v and the concentration of CaCOs
is given in % v/v. Panels B, C, D and H were adapted from Gross and Kress, Soft Matter,
2017'%7. The data in panels C and D were measured during the author’s master’s project
and the reconstruction of the elastic parameters was updated to the methods described in
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comprehensive description of the approach was published by Press et al.2?4. In every experimental
data set, every data point (i, hi, R;) was randomized by sampling from a normal distribution
with a mean value equal to the measured value and a standard deviation equal to the respective
uncertainty. A total of 10000 randomized data sets was generated for every experimental data
set {d;, hi, R} and a pair of E and v was determined for each of the 10000 generated data set as
described above.

For the data set obtained on the film polymerized with 10 %AA and 0.06 % BIS (fig. 2.11C), the
resulting distributions of the rheological parameters E and v obtained from the 10000 generated
data sets are exemplarily shown in fig. 2.12 A. Both distribution functions were fitted with an
asymmetrical Gaussian peak function defined by

2
Aexp% z <0
p(l‘) = (_3_1#)2 (217)
Aexp 5oz 20

where p is the mean value of E or v respectively and o7 and o, are the corresponding standard
deviations, indicating the error of the reconstruction. In the following, the reconstruction results
of I and v are reported in the form p*7". Whenever the distribution was nearly symmetrical, i.e.
when o, and o] deviated by less than a factor of two, the average of both standard deviations is
reported: pu =+ (04 + 01)/2. In the case of the PAA film polymerized with 10 %AA and 0.06 % BIS,
the reconstruction yielded E = (11.7 £ 0.7) kPa and v = 0.48 4+ 0.02.

On films with a lower Poisson ratio, i.e. in a condition where the resolution of the method is
worse, the reconstructed distribution functions were structurally different. This was for example
the case for the PNIPA film polymerized with 10 % NIPA and 0.1 % BIS. Due to the minima of C (v)
near C' = 0 (fig. 2.10A), some of the reconstructions yielded v = 0. Those reconstructions appeared
as a distinctive peak in the distribution function (fig. 2.12B, blue). This peak could be reproduced
by simulating a comparable indentation data set on a hypothetical film with Ey = 15kPa and
Vo = 0.3, which is indented by two steel spheres with radii of 200 and 500 pm. In order to simulate
the indentation depths J, equation 2.11 was solved numerically for §. Gaussian noise was added
to 4, h, and R similar to the experimental noise (fig. 2.13A) and the reconstruction algorithm
described above was applied. The resulting distribution functions of the reconstructed rheological
parameters of the simulated film with Ey = 15kPa and vy = 0.3 are shown in figure 2.13B.
The distribution was similar to the distribution obtained from the measured data (fig. 2.12B). In
particular, both peaks near v = 0 (blue in both figures) and v = 0.3 (red in both figures) are visible.
Furthermore, 50 data sets with Fy = 15kPa and vy = 0.5 were simulated and the reconstructions
with v > 0.05 yielded E = (15.4 + 1.3) kPa and v = 0.29 & 0.05, which was in excellent agreement
with the ground truth values Ey and vy used for the simulations. Therefore, the peak near v = 0
is an inherent property of equation 2.11, which comes to light due to measurement noise. Thus, all
reconstructions of the experimental data yielding v < 0.05 were dismissed before fitting equation
2.17 to the distributions plotted in figure 2.12B. The reconstruction yielded F = (15.1ﬂ:§) kPa
and v = 0.331007 for the PNIPA film.

For every condition, both rheological parameters were used to predict the indentation depth
0 (h, R; E,v) by solving equation 2.11 numerically for 6. These theoretical predictions are shown
in figure 2.11 as solid lines. The predictions are in excellent agreement with the measured data
0 (h, R) indicating that the model is valid in all tested conditions. The reconstructed numerical
values of E and v for all data sets shown in figure 2.11 are reported in section 2.2.6.
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Figure 2.12: Distributions of £ and v generated by the reconstruction algorithm. The distri-
butions for the samples with (A) 10% AA, 0.06 % BIS and (B) 10 % NIPA, 0.1 % BIS were
fitted with the asymmetric normal distribution given by equation 2.17. In panel B, some of
the reconstructions yielded v < 0.05. These reconstructions were discarded (blue) and the
remaining distribution (red) was fitted with equation 2.17 to determine the mean value and
the reconstruction errors. Figure adapted from Gross and Kress, Soft Matter, 201757,

2.2.5 Control Experiments with Macroscopic Springs

Control experiments with macroscopic PAA springs were carried out as described previously!®®.
Macroscopic springs were suspended 5 cm in front of millimeter paper (fig. 2.14 A). The millimeter
paper was glued to a piece of cardboard and aligned with a level. As the wet springs were very
slippery, they were wrapped in a piece of tissue at the top and suspended with a fold back clip (fig.
2.14 B). A thin wire was pierced through the spring to suspend small brass weights with masses
between 1 and 10g to mechanically load the springs (fig. 2.14 A, C). In between measurements,
it was verified that the spring returned to its original, unloaded length between measurements
with different weights to exclude any nonlinear effects. All springs were also checked for fissures,
especially near the wires and the suspension before, during and after the measurements. In no case,
any damage could be observed. The elongations of the springs at different loads were imaged with
a digital camera, which was placed approximately 3 m away from the spring to minimize parallax
(fig. 2.14C). It was observed that the springs became slightly shorter with time. This happened
presumably because the liquid film at the surface evaporated during the measurements. In order to
prevent any influence of these evaporation effects, the springs were reimmersed in 1xPBS regularly
between the measurements.
The elongation of a loaded linearly elastic spring is given by Hooke’s law

o = Ek, (2.18)
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Figure 2.13: Distributions of £ and v generated with simulated data. (A) Simulated indentation
depth for a film with £ = 15kPa and v = 0.3. Error bars denote the standard devia-
tion used to simulate experimental noise. Solid lines were obtained by numerically solving
equation 2.11 for §. (B) Distribution functions of the reconstructed Poisson ratios and the
reconstructed elastic moduli. Figure adapted from Gross and Kress, Soft Matter, 2017.157.

where the stress 0 = F/A is given by the force F per cross-sectional area A and the relative
elongation € = AL/Ly is defined as the elongation AL divided by the spring’s undeformed length
Ly (fig. 2.14 A). Ly was measured with an error of 1cm with a metal ruler with the spring lying
horizontally on the workbench. The uncertainty of Ly was mainly given by the suspension point,
which was difficult to define. As the suspended springs were deformed by their own weight mg by
a length ALy and by the brass weights m at the bottom by a length AL, the stress in the spring
depended on the vertical position z with the highest stress located at the top and the lowest stress
located at the bottom of the spring. In this case, the total elongation AL of the spring can be
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Figure 2.14: Bulk tensile experiments. (A) Sketch of the setup used to measure the elastic modulus

of a macroscopic PAA spring. The spring was suspended in front of millimeter paper and
loaded with brass weights. Images of the deformed spring were captured with a digital
camera, which was placed on a tripod located 3m away from the spring. (B) Detailed
image of the suspension. The PAA spring was wrapped with tissue and fixed to a bar with
a fold back clip. The spring is difficult to see as PAA is almost completely transparent. (C)
6 exemplary images of a suspended PAA spring polymerized with 10 % AA and 0.03 % BIS.
The spring was loaded with different brass weights with mass m. The uppermost position
of the wire used to suspend the weights at m = 0 was used as a reference to measure AL
(white line). This wire position is marked with white arrows in all images with attached
weights. The contrast in panels B and C was increased nonlinearly to enhance the visibility
of the almost fully transparent springs.

derived from equation 2.18:

ALy = AL+ ALy = /LO d(AL) (2.19)
1
= _E/o F(z)dz (2.20)
-7 /LO dz [m +mo (1 - i)] (2.21)
AE J, Lo
= % (? +m). (2.22)

The first term in equation 2.22 describes the deformation ALy due to the spring’s own weight,
while the deformation due to the brass weight AL is given by the second term. Since equation
2.18 is linear, the elastic modulus can be calculated independently from the spring’s own weight
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and the mass of the brass weights at the bottom

_ Logm

E= AAL’

(2.24)

For all springs used in this work, the determination of the elastic modulus with equation 2.24 was
more exact than with 2.23 and was thus used in this work. In equation 2.24, the stress applied
due to the gravitational force of m can be identified as:

gm
The cross-section area A = (28 +4) mm was estimated from the radius of the syringe used during
polymerization and the mass of the brass weights m was measured with was measured with a
laboratory balance (ATL-124-I; Acculab). The spring’s relative elongation due to the brass weight
can also be identified in equation 2.24:

AL

= 2.26
€ To (2.26)

In the experiment, AL was defined as the z-position change of the bottom wire as the weight was
attached (fig. 2.14 A, C). AL was measured with a precision of about 1.5 mm. The errors of oy,
and €, were calculated with gaussian error propagation considering the errors of A, Ly and AL.
The corresponding version of Hooke’s law can be derived by combining equations 2.24, 2.25 and
2.26:

Om = F €. (2.27)

In order to determine the springs’ elastic modulus, the measured values o (e) were fitted with
equation 2.27 (fig. 2.15). The error of E was estimated with a Monte-Carlo approach similar to
the methods described in section 2.2.4 considering the errors of € and o.

Softer springs polymerized with 3% AA and 0.1% BIS, which had an elastic modulus of
(1.3 £0.3) kPa??5, were only capable of supporting their own weight up to a length of about
Ly ~ 15 to 20cm. Thus, to avoid irreversible, nonlinear deformations of such softer springs, it is
advisable to consider using shorter springs and to use the deformation due to the spring’s own
weight to measure E. Such an approach was described by Alexander Ochs?25.

2.2.6 Elastic Properties of Polyacrylamide and Poly-N-Isopropylacrylamide

The results of the steel sphere experiments and the results of the macroscopic tensile tests are
summarized in table 2.1 and in figure 2.16. Comparing the results of PAA films with different con-
centrations of AA and BIS, it was found that the elastic modulus increased both with increasing
concentrations of AA and BIS. In detail, at a BIS concentration of 0.10 %, the elastic modulus
increased from (1.50 £ 0.06) kPa to (23.3 + 2.8) kPa as the AA concentration was increased from 3
to 10 % w/v. Similarly, the elastic modulus also increased as a function of the BIS concentration
at a constant AA concentration of 10% w/v. At a BIS concentration of 0.03% w/v, the elastic
modulus was measured to be (8.8 +0.7) kPa and it increased to (23.3 + 2.8) kPa at a BIS con-
centration of 0.10% w/v. These results were cross-checked with the macroscopic spring method
which yielded similar results. Within the margin of error, the results from both experiments were
similar, even though the geometry of both experiments was completely different and the length
scale at which the stresses were applied differed by two orders of magnitude. Porous PAA films
polymerized with CaCOg particles were softer the higher the concentration of CaCOgs used during
polymerization. All porous PAA films were polymerized at an AA concentration of 10 % w/v and a
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Figure 2.15: Stress-strain curves for different PAA springs. The stress om (em) of macroscopic

springs polymerized with 10% AA and different BIS concentrations. In order to determine
the elastic modulus given by the slope of the curves, Hooke’s law (equ. 2.27) was fitted to
the data (solid lines). Figure adapted from Gross and Kress, Soft Matter, 2017'%7. The
data of the spring polymerized with 10% AA and 0.06 % BIS were measured during the
author’s master’s project'®® and reevaluated in this work. In this work, the elastic modulus
was determined by fitting Hooke’s law to the raw data.

AA /% | NIPA /% | BIS / % | CaCO3 / % E/kPa v E/kPa
w/v w/v w/v v/v (steel sphere) | (steel sphere) (spring)

3 0 0.10 0 1.50+£0.06 | 045+001 | 1.3+0.3%
10 0 0.03 0 8.8+0.7 0.53 = 0.02 8.4+ 0.6
10 0 0.06 0 1174 0.7%% | 0.48 4 0.02%* | 14.5 + 1.2%*
10 0 0.10 0 23.3 4 2.8%% | 0424 0.04%% | 20.1+1.6
10 0 0.10 3 18.9+3.3 0.48109%
10 0 0.10 10 11.5+1.8 0.467003
10 0 0.10 20 6.34 0.7 0.471063
0 10 0.10 0 15.1772 0.3370%7

Table 2.1: Elastic moduli £ and Poisson ratios of different kinds of PAA and PNIPA
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gels. Elastic moduli and Poisson ratios of thin PAA films were determined with the
steel sphere method. The elastic moduli of macroscopic springs were measured with
bulk tensile tests. The PNIPA film was measured at 30 °C, which was slightly below the
LCST. All other experiments were conducted at room temperature. The errors were
calculated as described in sections 2.2.4 and 2.2.5. The value marked with one asterisk
was determined by Alexander Ochs??°. Results marked with two asterisks are based on
raw data, which were acquired during the author’s master’s project!'56.
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Figure 2.16: Elastic modulus E of different hydrophilic films and springs. (A) Elastic modulus of
PAA and PNIPA films as a function of the BIS concentration measured with the steel sphere
method and bulk tensile tests. The PNIPA film was measured at 30°C, which was slightly
below the LCST. All other experiments were conducted at room temperature. (B) Elastic
modulus as a function of the CaCOgs concentration measured with the steel sphere method.
The error bars were calculated as described in sections 2.2.4 and 2.2.5. The numerical values
are given in table 2.1. Panel A adapted from Gross and Kress, Soft Matter, 2017157,

BIS concentration of 0.10 % w/v. The films’ elastic moduli decreased from (23.3 £ 2.8) kPa without
CaCOj3 to (18.9 & 3.3) kPa at a CaCO3 concentration of 3% v/v. At 10 and 20 % v/v, the elastic
modulus decreased further to (11.5 + 1.8) kPa and (6.3 & 0.7) kPa respectively.

The PAA films’ Poisson ratios varied slightly from 0.53 £+ 0.02 at 10% w/v AA and 0.03% w/v
BIS t0 0.42 £ 0.04 at 10 % w/v AA and 0.10 % w/v BIS at room temperature. The film polymerized
with 3% w/v AA and 0.1 percent w/v BIS had a Poisson ratio of 0.45 £ 0.10 at room temperature.
Interestingly, the Poisson ratios of the porous films polymerized with 10% w/v AA, 0.1 % w/v BIS
and CaCOg3 were similar to those of the PAA samples polymerized without CaCOg3. The Poisson
ratio varied around 0.47 at 3, 10 and 20 % v/v CaCOj3 and was thus independent of the CaCOs3
concentration.

In contrast to the AA films, the steel sphere measurements of the film polymerized with 10 % w/v
NIPA and 0.10 % BIS were done at 30 °C, which was slightly below the LCST. In these conditions,
the film’s elastic modulus was measured to be (15.1ﬂ:§) kPa which was comparable to that of the
film polymerized with 10 % w/v AA and 0.06 % BIS. The PNIPA film’s Poisson ratio was measured
to be 0.33709%, which was significantly lower than the Poisson ratio of all other films.

2.2.7 Discussion

In the steel sphere experiments conducted on PAA and PNIPA films, an excellent agreement
between the measured 6 (h) and the model from Dimitriadis et al. (eq. 2.11) was achieved in all
cases (fig. 2.11). Barely any deviations from the model predictions were observed, indicating that
the films behaved like homogeneous, linear elastic layers. The strains in the steel sphere method can
roughly be approximated by §/h. However, this approximation overestimates the strain near the
coverslip and underestimates the strain directly below the sphere. In the experiments presented
in this work, §/h ranged from about 1% to about 20 %, depending on the sphere radius, the
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film thickness and the monomer concentrations (fig. 2.11). In the macroscopic tension tests, the
imposed strains were even higher and ranged from a few percent up to 44 %, depending on the
film type (fig. 2.15). even for such large deformations, the films behaved like linearly elastic solids
(fig. 2.15). The fact that PAA films behave like linearly elastic solids is commonly known. For
example, Engler et al. did not even find nonlinear effects in PAA gels for deformations of up to
80 %196,

The elastic moduli obtained by the steel sphere method with non-porous films were validated with
the macroscopic tensile tests. The results of F from both techniques, and in particular the results
for very soft gels (steel sphere: E = (1.50 & 0.06) kPa, macroscopic: Emacrocopic = (1.3 £ 0.3) kPA)
but also for stiff gels (steel sphere: E = (23.3 £ 2.8) kPa, macroscopic: F = (20.1 + 1.6) kPa)
agreed well with each other, covering the full range of tested stiffnesses. This also held true for
all stiffnesses tested in between. Theoretically, the spring’s diameter d is expected to contract

laterally by Ad according to®! ’
Ad/d

v= AL/Lo’ (2.28)
At a relative elongation of AL/Ly = 40 %, which was about the highest value of €, in the experi-
ments, the diameter of an incompressible spring with v = 0.5 is therefore expected to contract by
20 % or about 1 mm, which was not resolvable. However, the Poisson ratio and the elastic modulus
are not independent in the steel sphere reconstruction. Individual reconstructions, which yielded
a low Poisson ratio also yielded a high elastic modulus and vice versa (fig. 2.12). Therefore, the
validation of F with the bulk tensile tests also verified the results of v.

The length scales at which the forces were applied and thus also the size of the deformation
fields inside the material differed by more than two orders of magnitude between both techniques.
The diameters of the indentation caps in the steel sphere measurements were typically in the range
of a few tens of micrometers and ranged up to about 200 pm, which amounts to contact areas of
roughly up to 30 x 10% pm? (fig. 2.9). In contrast, the macroscopic cylinders were larger and they
had diameters of 3mm, with a cross sectional area of 28 mm?. In the steel sphere experiments,
the forces exerted by the spheres ranged from about 2N to 35 ulN and the macroscopic springs
were loaded with forces ranging from 1 to 10 mN. The strains in both techniques were, however,
comparable as discussed above.

By now, it is well established that the elastic modulus of PAA hydrogels is higher the higher the
BIS concentration?0:65:74:196,207.226 " Thjig was also observed in this work. At an AA concentration
of 10 % w/v, the elastic modulus increased nearly linearly from (8.8 +0.7) kPa at 3% w/v BIS to
(23.3 £2.8) kPa at 0.1 % BIS, which is to be expected when the probability of any BIS molecule
forming an effective cross link in the polymer network does not change®?. In experiments per-
formed at 10% w/v AA, the ratios of the concentrations of AA to BIS molecules used during
polymerization ranged from 220 (0.1% w/v BIS) to 720 (0.03% BIS). Since AA molecules far
outnumbered BIS molecules during the reaction in all cases, it is plausible that the probability of
a BIS molecule forming an independent effective cross link in the network does not depend on the
BIS concentration in this regime. At an AA concentration of 12 % w/v, this linear scaling has been
observed for far higher BIS concentrations of up to 0.6 % w/v BIS by macroscopic measurements
with a shear theometer?2®. Similarly, it was observed down to cross linker concentrations of 0.01 %
w/v of BIS at a concentration of 7.5 %?2. Engler et al. found nearly linear scaling with the cross
linker concentration for AA concentrations of 3, 5, and 10 % w/v, ranging from 0.03 to to 0.3 %
w/v of BIS'9. The measured elastic modulus was also lower the lower the concentration of AA.
This has been observed previously, e.g. by Yeung et al.??6, Engler et al.'®®, Kraning-Rush et al.?,
and also in recent work by Vorselen et al., who investigated soft PAA microparticles”.

Interestingly, the PNIPA film polymerized with 10 % NIPA and 0.1 % BIS had a considerably
lower elastic modulus of 15.17]2 kPa than the film polymerized with 10 % AA at the same BIS con-
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centration, which had an elastic modulus of (23.3 &+ 2.8) kPa. This is in line with the macroscopic
observation that the PNIPA films polymerized slower at identical AA concentrations under other-
wise similar polymerization conditions. Even though the PNIPA monomer solution was degassed
for 45min and the APS and TEMED concentrations were doubled to speed up the polymeriza-
tion process, it appears as if the polymerization reaction had possibly not completely finished.
A decreased polymerization efficiency of NIPA under these conditions or a lower fraction of BIS
molecules forming an effective cross link inside the PNIPA network compared to the PAA film are,
among others, further possible explanations.

However, comparing results of the elastic modulii to results obtained in previous studies is not
easily possible as the stiffnesses of polymerized PAA and PNIPA depend on various details of the
polymerization process. For example, differences in the polymerization time, the polymerization
temperature, the concentrations of APS and TEMED and the amount of dissolved oxygen in
the monomer solution can affect the polymerization efficiency and thus also the stiffness of the
polymerized films®®164180  Tn this work, these critical parameters were not changed between
experiments. Care was taken not to introduce bubbles inside the monomer solutions, both in the
prepared samples and in the stock solutions. Furthermore, the polymerization temperatures were
kept at room temperature between 20 °C and 22 °C and the polymerization was done in a custom
built humidifying chamber to prevent evaporation. For instance, reasonably good agreement was
observed with the results obtained by Dembo and Wang, who measured 6.2kPa at 10% w/v AA
and 0.03 % BIS ((8.8 £0.7)kPA in this work)!®® and also with the work by Boudou et al., who
measured about (25 =+ 5)kPa at 10% w/v AA and 0.1% w/v BIS with micropipette aspiration
((23.3 4 2.8) kPa)207.

The measured Poisson ratios all indicate that the PAA films were almost incompressible, with
values ranging from 0.42 £+ 0.04 to 0.53 £ 0.02, increasing slightly with increasing cross linker con-
centration. As the Poisson ratio of linearly elastic materials must be below 0.50223:227 and as the
measured Poisson ratios of all other films was below 0.5, it is likely that statistical measurement
errors caused this deviation. The films’ Poisson ratio is a measure of the material’s volume change
under stress or strain. The fact that all other measured Poisson ratios of PAA films were close to
0.5 and often indistinguishable from 0.5 indicates that, if at all, very little water was squeezed out
of those films in the indentation experiments'®®. The results are in good agreement with recent
literature. For example, Boudou et al. reported values of about 0.47 for PAA films with differ-
ent AA and BIS concentrations?’”. Engler et al. determined Poisson ratios of 0.4 to 0.45 with
macroscopic tension tests'?® and Maskarinec et al. reported a value of 0.48 to 0.50 measured with
macroscopic compression tests'®. Recently, a technique in which bulk modulus measurements
based on osmotic pressure was combined with atomic force microscopy measurements to determine
the Poisson ratio of small PAA particles with a diameter of a few micrometers by Vorselen et al.”™
and values between 0.42 +0.02 and 0.44 + 0.01 were determined, depending on the crosslinker
concentrations used during polymerization. Interestingly, the PNIPA film polymerized with 10 %
w/v NIPA and 0.1 % w/v BIS, which was measured at a temperature of 30°C slightly below the
LCST, had a Poisson ratio of 0.3370:9% and was thus far away from incompressibility, indicating
that water was squeezed out of the film during the indentation experiments. This result is also in
good agreement with literature!66:170,171,223

The results obtained for the porous PAA films with 10% w/v AA and 0.1 % BIS are quite
interesting. Firstly, no considerable deviations from linearly elastic, homogeneous solids could be
detected. This is in line with the fact that the CaCOjs particles had a diameter between 1 and
3pm. For example, the smallest Hertzian contact radii were observed on the film polymerized
with 3% v/v CaCOs. Those were approximately v RS ~ /200 * 3pm ~ 24 pm large (see also fig.
2.11E), which is supposedly about one order of magnitude larger than the pores. Thus, in the
lateral direction, the samples appeared to be homogeneous as multiple pores and parts of PAA are
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Figure 2.17: Length scales during the steel sphere experiments of porous polyacrylamide
films. The pores with a size of presumeably 1 to 3 pm were most likely evenly distributed
inside the films. The deformation field was larger than the pore size and consequently, the
films appeared to be homogeneous when probed with spherical indenters larger than the
pore size.

probed at the same time in one measurement. An illustration of the length scales involved is shown
in fig. 2.17. Only for a few data points and thus in only a few regions of the film, the spheres sank
deeper into the film than expected (fig. 2.11 E, F). It is likely that aggregates of CaCOj3 caused
these localized inhomogeneities.

What is more surprising is the fact that the data of the porous films were self-consistent, in-
dicating that the material was homogenous (fig. 2.11E, F, G). CaCOs has a density of about
2.7g/cmm?2'3. From equation 2.6, it follows that even small CaCOj3 particles with a radius of
1pm sediment with a velocity of about 1 pms™—! in a solution, which has same viscosity as water.
Thus, they should fall through such a liquid layer with a height of 100 pm in about 100s, which
is a lot shorter than the PAA polymerization time. Although the solution’s viscosity certainly
increased with time after the addition of APS, the macroscopic viscosity only appeared to increase
after tens of minutes (tested by stirring the polymerizing solution with a pipette tip and by aspi-
ration of the polymerizing solution into a pipette tip). Typically, the formation of an elastic gel
seemed to happen very late during the polymerization process (laboratory observation). As the
films were inverted during polymerization, the density of pores at the top should consequently be
higher than at the bottom of the film and the film should also be stiffer at the bottom and softer
at the top. However, this was not observed in the experiments. For example, the steel sphere with
a radius of 400 pm indented the film polymerized with 3% v/v CaCOg3 by & 7pum in a location
where the film thickness was ~ 150 pm. This amounts to a Hertzian contact radius of ~ 50 pm.
In contrast, the sphere with R = 200 pm sank =~ 4 pm into the film, which amounts to a Hertzian
contact radius of 28 pm. Considering the fact that the dimensions of the deformation field in the
axial and lateral directions are approximately equal'®®'%4 the fact the the data of both spheres
agreed very well with the prediction for d (R, h) given by equation 2.11 indicates that the samples
were also homogeneous in the axial direction (fig. 2.11 E, F, G). One possible explanation for this
seemingly contradictory result is based on the reaction kinetics of the PAA polymerization. It has
been suggested that polymerization is not necessarily a homogeneous process but rather a process
in which microgelation can happen and only in the final gel, these microgels are interconnected by
rather loose crosslinks??®. In case these microgels adhered to the CaCOs particles, it is possible
that the effective hydrodynamic radius of the particles increased without any macroscopically visi-
ble gelation. Furthermore, it is also possible that the formation of an early, loose network structure
was already strong enough to support the weight of the CaCOg particles and thus, prevented the
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sedimentation. A more detailed analysis of the gelation process and the final particle distribution
inside such films may bring clarification and has the potential to elucidate interesting details about
the reaction kinetics leading up to the formation of the hydrogels, which are not necessarily visible
via macroscopic viscosity measurements during polymerization.

The elastic modulus of porous PAA films decreased from (23.3 & 2.8) kPa for the film without
any pores to (6.3 4+0.7)kPa for a film with 20% v/v CaCOg, which indicates that the internal
structure of the films was considerably weakened by the pores. At the same concentrations, the
Poisson ratio did not change within the margin of error. Consequently, it appears that even for
20% v/v of CaCOg, the pores inside the film were not sufficiently interconnected to allow water
to be squeezed out of the films. However, when the films were immersed in 1% HCI to dissolve
the CaCOg, emerging CO, outgassed fully as no holes were visible inside the film and thus, the
medium was optically homogeneous and the holes’ refractive index was very close to or identical to
that of the gels. Otherwise CO5 bubbles inside the film would lead to diffraction at the interface
between air and gel and the films would have had a turbid appearance.

2.3 Characterization of Hydrophobic Polydimethylsiloxane Films

2.3.1 Film Geometry and Labelling with Tracer Particles

In this section, the steel sphere method is applied to PDMS. PDMS films were not custom made
but a commerically available product was bought (ibidi p-Dish 35mm, high ESS, ibidi, Gréfelding,
Germany). The slides consisted of a glass supports, which were coated with a thin PDMS films.
The films typically had a thickness of about 100 pm. In contrast to the self-made PAA and
PNTPA films, these films were not coated with tracer particles out-of-the-box. In order to label the
surface for the steel sphere method, the tracer particle stock dispersion (FluoSpheres, carboxylate-
modified polystyrene microspheres, Thermo Fisher Scientific #F8811, diameter 0.2 pm, Ex/Em:
505/515nm, stock concentration 4.5 x 10'2 particles/ml, density pps = 1.055g/cm”) was diluted
in 1xPBS or deionized water at a concentration of approximately 1/1000 and the PDMS films were
immersed in the dispersion for 10min. The tracer particles adhered to the films’ surfaces. The
bottom layer of the films could not be labeled with tracer particles. In order to measure the film
height, DIC microscopy was used after the sphere was removed, which enabled the visualization of
small dust particles at the interface between the PDMS and the glass bottom. The tracer particles
at the top surface were also clearly visible with DIC microscopy and thus, the method shown in
fig. 2.7B was adapted to DIC microscopy.

2.3.2 Correction of the Refractive Index Mismatch

The refractive index of PDMS nppys = 1.42 (manufacturer’s data, Style et al. report a value
of ~ 1.4 for silicone®) is considerably higher than the refractive index of water n,, = 1.332!7.
Since there was a mismatch between the refractive index of the immersion medium n;, and the
refractive index of the sample ng, the film thickness h is different than the difference of the z-
positions Azyetor 0f the motor driving the objective. This had to be accounted for when the film
thickness was measured by focussing on the top and bottom film surfaces. The relation between A

and AzZmotor can be derived from ray optics and it is given by®!22°
Ne
h = AZmotor ——. (2.29)
Nim

This relation was validated by coating two coverslips with fluorescent tracer particles as described
above. One coverslip was glued to an aluminium holder and the second coverslip was tilted using
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Figure 2.18: Z-axis calibration experiment. Two coverslips coated with fluorescent tracer particles
were aligned in a wedge-like geometry on an aluminium holder. The difference of the motor
positions Azmotor driving the objective was measured as a function of the lateral stage
position x. As a sample, the wedge was filled with air and 1xPBS and the slope m was
measured by focusing on the particles with the 20x objective (no water immersion) and
with the 40x water immersion objective.

an aluminium holder as a spacer on one side (fig. 2.18 inset). The slope m of the tilted coverslip
was filled with either air or 1xPBS and imaged with the 20x objective (no water immersion)
and the 40x objective (water immersion). In case of ng = niy, the slope m = mg was identical
independent of the sample (fig. 2.18, green curves). In this case, the angle between the coverslips
was arctan (mg) = 5.3°, which was in good agreement with the value of 5.0° determined with
a micrometer gauge. When 1xPBS was used as a sample and the 20x objective was used, the
measured slope was lower than mg by a factor of 1/1.38, which was close to the theoretical value
of 1/1.34%'7 (fig. 2.18, black curve). Thus, the sample thickness was underestimated when the
sample’s refractive index was higher than that of the immersion medium. When the coverslip
wedge was filled with air and the 40x water immersion objective was used, the measured slope was
higher than mg by a factor of 1.37 (fig. 2.18, orange curve). Consequently, the sample thickness
was overestimated when the refractive index of the sample was lower than that of the immersion
medium. The difference of about 4 % presumably arose since equation 2.29 is derived from ray
optics, assuming small incidence angels. Equation 2.29 was used to calculate the thickness h of
PDMS films, which amounts to a correction of about 7 %.

2.3.3 Hydrophobicity and Adhesion

When a steel sphere was placed on the PDMS films as shown in figure 2.7A, the interaction between
the films and the steel spheres was widely different compared to PAA and PNIPA films. It was
observed that the steel spheres adhered to the film surfaces when the films were immersed in 1xPBS,
i.e. they were not rolling freely and in some cases, it was even difficult to detach the spheres from
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Figure 2.19: Side views of the indentation region of PDMS films. (A) A sphere with a radius
of 350 pm immersed in 1xPBS indented a PDMS film with a thickness of 104 pm with a
nominal elastic modulus of 15kPa. The white line indicates the surface level of the film.
The contact geometry was asymmetric, since the PDMS film was visibly pulled upwards on
the right side towards the sphere surface, which did not happen at the left side (red circles).
(B) The contact geometry of spheres immersed in oil (red) and 10 % TritonX (blue) indenting
PDMS films with a nominal elastic modulus of 1.5 kPa formed a contact layer similar to the
geometry observed with PAA (fig. 2.8, 2.9) and PNIPA films. Both films were (122 £+ 1) pm
thick below the sphere. The measurement in oil was carried out by Rebecca Benelli.

the film with a permanent magnet. In many cases, the PDMS film was visibly pulled upwards even
above levels higher than the film surface far away from the indentation region (fig. 2.19A). This
did not happen symmetrically around the edge of the indentation cap. In the example shown in
fig. 2.19A, the film was only pulled upwards on the right side and no such adhesion effects could
be resolved on the left side (red circles). Most likely, these asymmetric adhesion effects occurred
as the spheres were dropped on the surface of the films in an uncontrolled manner. Furthermore,
the indentation depth § measured in 1xPBS varied drastically at a given sphere radius and at a
given film thickness and thus, the reconstruction of E and v described for PAA and PNIPA films
was not possible.

Previously, it was observed that the wetting angle between water and PDMS can be altered upon
the addition of a nonionic surfactant such as Triton X-10023°. For this reason, oil (O1P3, Pfeiffer
Vacuum GmbH, Asslar, density poii = (768 + 8) kg/m3 ; measured by Rebecca Benelli) or a 10 %
solution of Triton X-100 (VWR, Radnor, PA, USA, density p1o%Tyitonx—100 = (980 & 10) kg/m?
; measured by Rebecca Benelli), which is a nonionic surfactant, was used instead of 1xPBS to
immerse the steel spheres. When immersed in oil or 10 % Triton X-100, the spheres rolled freely
on the film surface and they were easy to remove with a permanent magnet. In both immersion
media, the contact geometry between the sphere and the PDMS (fig. 2.19B) was comparable to
the contact geometry of PAA in 1xPBS (fig. 2.8, 2.9). It is therefore reasonable to assume that the
adhesion between the sphere and the film was significantly reduced in oil and 10 % Triton X-100
compared to 1xPBS.

2.3.4 Elastic Properties of PDMS Films

Even though the adhesion effects could be mitigated and the obtained data appeared to be self
consistent, the stiffness of different PDMS film batches shipped by Ibidi with nominally the same
elastic modulus still varied drastically. An example of a sphere with a radius of R = 200 um
indenting two films from different batches is shown in fig. 2.19B. Both films had a nominal elastic
modulus of 1.5 kPa and a steel sphere with a radius of R = 200 pm was positioned in locations where
the films were h = (122 & 1) pm thick. On one film, the sphere sank § = (6.8 = 0.2) pm into the
film (fig. 2.19B, red) and on the other film, the sphere sank § = (36.6 £ 0.5) pm into the film (fig.
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2.19B, blue), which, assuming incompressibility, amounts to elastic moduli of (3.60 £ 0.83) kPa
and (150 & 30) Pa according to equation 2.11.

In order to exclude that the film had a heterogeneous stiffness, a total of 20 measurements
at different positions on the first film yielded indentation depths between 6.5 and 7.6 ym and 5
independent measurements on the second film yielded indentation depths between 34 and 38 pm
while both films had a thickness between 98 and 122 pm. Therefore, the measurements on both
films were repeatable and the differences can neither be explained by heterogeneities in one of the
films nor by differences in their thickness.

A second hypothesis for these observed batch-to-batch differences was that the PDMS films
swell in oil and thus become softer. However, this could be excluded by measurements of Rebecca
Benelli. She incubated PDMS films with and without oil for 5 hours respectively and found that
the films’ thickness changed by less than 3 %, indicating that the films swell, if at all, only slightly
over an extended period of time. Secondly, the films were immersed in oil for the first time directly
before the acquisition of the first data point § (h). In case continuous swelling had influenced
the indentation experiments, the films elasticity could have changed with time. Typically, the
imaging of about 10 data points took 60 min and the films were immersed in oil and Triton X-100
for multiple hours. During this time, no significant softening or stiffening was observed. Thirdly,
one would expect that swollen films are either all softer or all stiffer than unswollen films. As
it was the case in the examples described above, some films had elastic moduli larger than their
nominal values and some had elastic moduli lower than their nominal values. Similar differences
were observed for other batches and different nominal stiffnesses. Consequently, the discrepancies
between the calculated and the nominal elastic moduli can most likely be attributed to the films’
elastic properties themselves and they were most likely related to an irreproducible manufacturing
process. For this reason, only the data of three PDMS films are presented below to illustrate that
the method is generally also applicable to hydrophobic materials with the adaptations described
above. All three films were immersed in 10 % Triton X-100.

The measured indentation depths are shown in figure 2.20 as a function of the film thickness.
On those films with a rather homogeneous thickness (fig. 2.20 A,B), the indentation depth ¢ (h, R)
was in good agreement with the model of Dimitriadis et al.1% (eq. 2.11), indicating that the films
behaved like homogeneous, linear elastic solids. The elastic modulus E and the Poisson ratio v
could be reconstructed as described in section 2.2.4. However, the elastic moduli deviated from the
nominal elastic moduli. While the film with a nominal elastic modulus of 6.5 kPa was slightly softer
(E = (5.5+£0.5)kPa) than its nominal value the film with a nominal elastic modulus of 15kPa
was considerably softer than its nominal value and had an elastic modulus of (6.3 £ 0.5)kPa,
highlighting the need for in situ methods to calibrate thin films. Both films had a Poisson ratio of
0.46 £ 0.03. In contrast, on the film, which had an inhomogeneous thickness, the indentation depth
increased in regions where the film was thinner (fig. 2.20C). This was also reflected by the fact
that the elastic modulus calculated from equation 2.11 decreased as a function of h (fig. 2.20D).
To calculate E, the assumption that the film was incompressible (v = 0.50°!) was made. However,
the data was, self-consistent, i.e. the measured elastic modulus F(h) was identical for all tested
sphere radii at a given film thickness. The results for F and v are summarized in table 2.2.

2.3.5 Discussion

The method was adapted to PDMS films in this section. In contrast to hydrophilic PAA and
PNTPA films, hydrophobic PDMS showed pronounced adhesion effects when imaged in 1xPBS and
the film-sphere contact region was not even radially symmetrical. Parts of the film were pulled
upwards near the edge of the contact region (fig. 2.19), indicating that there was strong adhesion
between sphere and film. Presumeably, the asymmetric contact geometry was, at least in part,
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Figure 2.20: Results of the steel sphere method on PDMS films immersed in 10 % Triton X-100. (A),
(B), (C) Indentation depth as a function of the film thickness for PDMS films from different
batches. The films had nominal elastic moduli of of 6.5kPa (A) and 15kPa (B,C). Error
bars were estimated by comparing the deviations of § between both lateral directions (fig.
2.7 D). Solid lines in panels A) and B) were calculated by solving eq. 2.11 for § with the re-
constructed values given in table 2.2. (D) Elastic modulus as a function of the film thickness
calculated from every data point in panel C using equation 2.11 with the assumption that
the film was incompressible (v = 0.50°"). The error bars were calculated from the errors of
R, §, and h by Gaussian error propagation. The elastic modulus did depend on the layer
thickness, indicating that the film was inhomogeneously stiff. The data in panels A and B
were acquired by Rebecca Benelli.

also determined by the uncontrolled falling motion of the sphere as it was positioned with the
magnet. After the spheres falling motion was stopped by the film, the sphere most likely indented
the film deeper than the equilibrium position and subsequently, the film stuck to the sphere surface,
leading to hysteresis effects. In conjunction with that, the spheres did not roll on the film, further
bolstering the fact that adhesion effects were not negligible. A likely explanation of this behavior
is that in contrast to PAA and PNIPA films, PDMS is hydrophobic and thus, an increased contact
area between the spheres and PDMS was energetically more favorable. Theoretical work has been
done to account for such adhesion effects during indentation experiments. In 1971, Johnson et al.
published a theory extending the Hertzian contact problem to account for attractive forces in the
contact region, describing the experimentally observed hysteresis effects associated with adhesion.
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The theory was, at the time, applied to the contact between a rubber sphere and a rubber flat
as well as a gelatine sphere pushed onto a perspex flat?3!. Recently, the theory was extended to
account for solid surface tension, which can be dominant on length scales of a few micrometers and
below, e.g. when silica spheres are pushed into a PDMS film?32:233, However, in the experiments
discussed here, the spheres dropped in a non-reproducible and asymmetric manner. Consequently,
due to the hysteresis, the contact geometries were also asymmetrical. Thus, the data of PDMS
films immersed in 1xPBS was not evaluated and the experimental system had to be adapted to
mitigate these adhesion effects. No adhesion effects were observed when the spheres were immersed
in oil or Triton X-100.

Even though the PDMS films issued by ibidi were most likely not cured in a reproducible
manner, the steel sphere method yielded consistent results on films which had homogeneous elastic
properties, when immersed in Triton X-100 (fig. 2.20 A,B). As it was the case with the PAA and
PNIPA samples, the measured indentation depth d (h, R) was in good agreement with equation
2.11 and thus, those films behaved like linear elastic solids. In particular, the reconstructed Poisson
ratios were close to 0.5 and they were in very good agreement with the literature®!»176:234 However,
the absolute values were not in agreement with the nominal values provided by the manufacturer.
This can be seen from the raw data as well as from the reconstructed values of E and v. As it can
be seen from figures 2.20 A and B, the measured values of § (R, h) of both films with nominally
different elastic moduli were rather similar. For example, both on the film with a nominal elastic
modulus of E = 6.5kPa and on the film with a nominal elastic modulus of 15 kPa, the sphere with
a radius of 500 pm indented the film with a thickness of 90 to 120 pm by about 15pm. Solving
equation 2.11 for 6 (R =500 pum, h = 110 um; F = 15kPa, v = 0.5) yields § =~ 9um, which is far
lower than the experimentally determined values of § ~ (15.0 £ 0.4) pm. Thus, the elastic modulus
of the film was indeed far lower than its nominal value.

Possible reasons for those discrepancies can only be speculated about. The calibration carried
out by the company was not performed on thin films and instead, thick macroscopic samples with
a thickness of a few millimeters were prepared and indented with a flat punch with a diameter
of 4mm as described by Ulbricht et al.!”® (information by the manufacturer). According to the
manufacturer, this did yield consistent results even when different batches were probed. A possible
hint for the discrepancies is provided by the data of the film with the inhomogeneous thickness

E/kPa | &(h R) E / kPa v

(nominal) (steel sphere) | (steel sphere)
6.5 fig. 2.20 A 5.5+ 0.5% 0.46 4+ 0.03*
15 fig. 220 B 6.3 +0.5% 0.46 4+ 0.03*
15 fig. 220 C | fig. 2.20 D 0.50%*

Table 2.2: Elastic moduli £ and Poisson ratios v of different PDMS films. The elastic
moduli and the Poisson ratios of thin PDMS films were determined with the steel sphere
method from the indentation data § (h, R) presented in figure 2.20. All experiments
were conducted at room temperature and in 10 % Triton X-100. All films were ordered
from ibidi and shipped in separate batches. The errors were calculated as described
in section 2.2.4. The values marked with an asterisk are based on measurements by
Rebecca Benelli. The third film presumably had a heterogeneous elastic modulus (fig.
2.20D) and thus, the Poisson ratio could not be determined. The assumption was made
that the film was incompressible (two asterisks)®!. None of the nominal elastic moduli
matched the measured elastic moduli within the margin of error.
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shown in figure 2.20 C and D. As adhesion effects should be independent of the film thickness (and
were generally not noticed when measuring in Triton X-100), they can not explain the observed
increased indentation depth at lower film thicknesses. However, the elastic modulus measured with
four different sphere radii appeared to be consistent at any given film thickness. The measured
elastic modulus of the film was considerably lower in thinner regions and high in thicker regions
of the film. Given the fact that the spheres even sank deeper into the film in thinner regions,
it is unlikely that adhesion effects caused this effect, as those should be independent of the film
thickness. The fact that the measured elastic modulus was consistent for multiple spheres with
different radii which all had different indentation depths excludes that optical distortions could
have caused the effect. It is however possible that these inhomogeneities were not noticed in the
macroscopic characterization experiments carried out by the manufacturer, as those experiments
probed larger samples on a length scale of a few millimeters and not the thin films themselves
(information by the manufacturer).

2.4 Optimization of the Reconstruction Precision

The uncertainties of the elastic parameters obtained by the steel sphere method in sections 2.2 and
2.3 varied from one measurement to the next (tab. 2.1), depending on the experimental conditions.
The errors of the elastic modulus varied from 4% (3% AA, 0.1% BIS) to 17% (10% AA, 0.1%
BIS, 3% CaCOs3) and the errors of the Poisson ratio varied from 0.01 (3% AA, 0.1% BIS) to 0.1
(10% AA, 0.1% BIS, 3% CaCOs). Consider for example the film with 10% w/v AA and 0.03%
BIS, which had an elastic modulus of (8.8 + 0.7) kPa and was incompressible (v = 0.53+£0.02). The
elastic modulus was reconstruced based on 47 data points distributed over 4 sphere radii ranging
from 200 to 400 pm (fig. 2.11). The error of the elastic modulus was about 8 % and the error of the
Poisson ratio was 0.02. Interestingly, on the PDMS film, which had very similar elastic properties
(E = (6.3+0.5)kPa, v = 0.46 + 0.03), data was measured using only two spheres with radii of
200 and 500 pm and a total of only N = 17 data points. However, the reconstruction accuracy
was very similar. With this observation in mind, the question arises how different measurement
parameters can be optimized to minimize measurement errors.

In this section, the conditions in which the reconstruction is most accurate will be investigated
to provide guidelines for future experiments to tune the parameters such that the accuracy is
maximized. In particular, the size, density, and number of the spheres, the film thickness, as well
as the number of data points can be altered to optimize the accuracy of the method. For this, a
bootstrapping approach was used. Indentation experiments were simulated using equation 2.11,
noise was added to the critical parameters of the experiment, i.e. sphere radius, indentation depth,
and film thickness and the elastic properties were reconstructed with the algorithm described in
section 2.2.4.

2.4.1 Simulation of Indentation Data and Reconstruction Data

The details of the algorithm are summarized in figure 2.21. Below, the term ’condition’ summarizes
the critical parameters used to simulate the indentation data, namely the true elastic modulus
Ey and the true Poisson ratio vy of the film, the thickness range hgin and hpax, the number
of data points N per measurement, the sphere radii R, and their density ps. 50 independent
measurements were simulated for every condition. Every measurement consists of N independent
data points. If not stated otherwise, the sphere density was set to the density of steel (AIST 420C,
ps = (7.76 & 0.15) g/cm?, sec. 2.2.2). For stiff films with an elastic modulus of 50 kPa, it is however
useful to use spheres with a higher density. In this case, the density of gold ps = 19.3g/cm® was
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2 Elastic Properties of Thin Biomimetic Films

also used in the simulations?!3. Thus, the indentation forces of the gold spheres were roughly three
times higher than those of the steel spheres. The total number of data points N was distributed
evenly over all sphere radii used in the measurement. The film properties were chosen as follows.
For the ground truth elastic modulus, values of Fy = 1, 3, 5, 15 and 50 kPa were used. For the
ground truth Poisson ratio, values of vy = 0.3 and 0.5 were used. The film thickness h of every data
point was chosen randomly between Ay, and hyax. In order to account for measurement errors, R,
6, and h were randomized by adding normally distributed noise with a standard deviation similar
to the experimental errors (unless stated otherwise): sg = 1.5 pm, s5 = 0.2 pm, and s, = 1.5 pm.
A total of 50 data sets 6, hi, R; was simulated for every condition.

The algorithm described in section 2.2.4 was then used to reconstruct the elastic modulus EX3E
and the Poisson ratio uf: together with their respective errors in all of the 50 simulated data sets
with 1000 generated, randomized data sets per simulated data set to determine the reconstruction
uncertainties (sec. 2.2.4). If the reconstruction of any of the 50 simulated data sets failed (i.e. the
algorithm described in section 2.2.4 did not converge), the whole condition was considered to be not
reconstructable. If all 50 reconstructions succeeded, the averaged errors < sgp >=< 5;5 + s > /2
and < s, >=< s, + 5, > /2 were used as a measure of the precision of the steel sphere method
in this particular condition. Unless stated otherwise, the method yielded the ground truth values
FEy and vy within the margin of error in all conditions.

2.4.2 Validation of the Bootstrapping Approach

At first, it was validated that the experimental uncertainties could be reproduced by the simula-
tions described above. In order to do this, the reconstruction uncertainties of two experimentally
measured data sets were compared to the reconstruction uncertainties determined by the simulation
of indentation data sets in a similar condition.

First, a condition similar to the PAA film data set with 10 % AA and 0.06 % BIS (fig. 2.11C and
tab. 2.1) was simulated. For the simulation, a film with a thickness of h = 55 to 120 um, an elastic
modulus of Fy = 11.7kPa, and a Poisson ratio of vy = 0.48 were used. Of all the experimentally
acquired data points, 60 data points  (h) were randomly selected. The used spheres in this data
set had radii of 200, 250, 350, 400, and 500 pm.

The second condition was chosen to be similar to the experimental PNIPA film data set (10 %
NIPA, 0.1 % BIS, fig. 2.11H and tab. 2.1), which consisted of 50 data points. The simulation was
carried out at a thickness of h = 90 pm, an elastic modulus of Ey = 15.1kPa and a Poisson ratio
of vy = 0.33, and the film was indented with steel spheres with nominal radii of 200 and 400 pm.
The experimental uncertainties of the indentation depth were s; = 0.3 pm for spheres with radii
R < 350pum and ss = 0.4 pm for spheres with radii of 400 and 500 pm.

The conditions were chosen firstly because the Poisson ratio of both films in the the experiment
was widely different (PAA: v = 0.48 & 0.02, PNIPA: v = 0.33%3% ). Secondly, the PAA film was
a film with an inhomogeneous thickness, while the PNIPA film had a homogeneous thickness of
about 90 pm. Lastly, the PAA data set was acquired with 5 spheres while the PNIPA data set was
acquired with only two spheres. Both experimental data sets were split into data sets with fewer,
yet independent data points with an equal number of data points per sphere. For example, the
PAA data set which contained N = 60 data points distributed over 5 spheres could be split into 6
independent data sets, each containing N = 2 data points per sphere.

The average reconstruction uncertainties are plotted as a function of NV in figure 2.22. In both
conditions, the reconstruction uncertainties derived from experimental and simulated data sets
were in excellent agreement with each other, independent of the number of data points N used
per reconstruction. Therefore, it can be concluded that the simulations conducted as described in
section 2.4.1 are a suitable tool to predict the reconstruction uncertainties of experimental data
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Figure 2.21: Algorithm used to predict the reconstruction uncertainty. Figure adapted from
Gross and Kress, Journal of Physics Communications, 20198,

sets.

2.4.3 Choice of Data Point Count

As indicated by the results in section 2.4.2, the reconstruction accuracy does improve with larger
N, i.e. higher workload. However, from the experimental results, it can be seen that good accuracy
can be achieved with relatively low workload and especially the use of more than two sphere radii
does not appear to be necessary. It is therefore interesting to investigate how many data points
should reasonably be acquired to balance workload and accuracy and whether a desired accuracy
can be achieved at all with a given set of sphere radii and a certain film parameter set defined by
h, Ey, and vy. Therefore, the indentation of two spheres with radii of 200 and 500 pm into films
with an elastic modulus Ey = 15 kPa and Poisson ratios of 0.3, 0.4, and 0.5 was simulated for two
different film types.

The first type consisted of films with a homogenous thickness h. The film thickness was chosen
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Figure 2.22: Validation of the reconstruction accuracy. Comparison of the average experimental
(filled symbols) and simulated simulated (open symbols) reconstruction uncertainties of (A)
E and (B) v and as a function of N. The experimental PAA film data set containing 10 %
AA and 0.06 % BIS (blue curves) with a high Poisson ratio of 0.48 and the PNIPA film data
set containing 50 data points (10 % NIPA, 0.1 % BIS) with a low Poisson ratio of 0.33 (red
curves) were used (fig. 2.11 C, H and tab. 2.1). The values of N denoted by the labels
of the abscissa is equal to the number of data points used for every reconstruction. The
data points were slightly offset to the side along the abscissa for better visibility. The error
bars denote the standard deviation of the reconstruction uncertainty for every condition,
calculated with all repetitions. Solid lines are a guide to the eye. Figure adapted from Gross
and Kress, Journal of Physics Communications, 2019%8.

such that a maximally wide range of contact geometries was tested, i.e. the range of x values
was maximal. In this case, the contrast of the finite thickness correction factor was largest (fig.
2.10) and therefore, the reconstruction of E and v was as accurate as possible. Furthermore, the
film thickness h was chosen such that the indentation of the largest sphere in the thinnest film
region corresponded to x (R = 500 pm, b = hAmin, 0 (R, h)) = 1. For example, in case of a film with
h =54pm, vy = 0.5 and Ey = 15kPa, a sphere with R = 200 pm is expected to indent the film by
0 =2.5pm (eq. 2.11), in which case x =~ 0.4 (eq. 2.14). In contrast, a sphere with a larger radius
of 500 pm indents the surface of the film by é = 5.8 pm, which corresponds to x & 1. Thicknesses
lower than h correspond to x > 1, for which the series in equation 2.12 does not converge'®® and
thus, equation 2.11 can not be used. It is important to note that in the simulations, the film
thickness was matched to the sphere radii. If this is not an option in practice, the sphere radius
can analogously be matched to the film thickness.

As a second type, films with an inhomgenous thickness between A, and hya = 500 pm were
chosen. On these films, x is different for any given sphere radius. At the lower end at h = Ay,
the finite thickness correction is almost negligible and y < 0.2 for both spheres in all conditions. At
X < 0.2, the finite thickness correction only slightly depended on the Poisson ratio (fig. 2.10). Such
a contact geometry is similar to the Herzian case of an infinitely thick film and in this case, only E
or v can be resolved. Therefore, the small differences in contrast between the different conditions
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Figure 2.23: Simulated normalized distribution functions p(x) on films with Fy = 15kPa and
v = 0.5. The films in panel A had a homogeneous thickness of h = 54 pm while the films
in panel B had an inhomogeneous thickness of Amin = 54pum < A < 500 pm = hmax. The
distributions were calculated according to the conditions described in section 2.4.3. Noise
was added to d, h and R. Figure originally published in Gross and Kress, Journal of Physics
Communications, 201958,

induced by the choice of an identical hy.x were considered to be negligible for the sake of this
analysis. hpyi, was chosen such that x (R = 500 pm, h = Apin, 0 (R, h)) = 1 as described above
for the films with a homogenous thickness. In all conditions with films with an inhomogeneous
thickness, all N data points were distributed evenly in the range hpin — hmax- The resulting
normalized probability distribution functions p (x) of the values of x on both film types at vy = 0.5
are shown in figure 2.23.

Simulations with the conditions described above were carried out with N = 4, 6, 10, 30, 60,
100, and 300 data points. The reconstruction uncertanties in these conditions were determined
as described in section 2.4.1 and they are shown in figure 2.24. Interestingly, the reconstruction
accuracy of the elastic modulus was better on films with an inhomogeneous thickness and did not
depend on the Poisson ratio (fig. 2.24 A, blue curves). On films with a homogeneous thickness, the
reconstruction of E was far less accurate than on inhomogeneously thick films and depended on the
Poisson ratio (fig. 2.24 A, red curves). The reconstruction uncertainties of the elastic modulus were
lower on films with a lower Poisson ratio. The reconstruction of v was generally more accurate the
higher the Poisson ratio of the films. This was the case on films with a homogeneous (fig. 2.24B,
red curves) and on films with an inhomogeneous thickness (fig. 2.24B, blue curves). However, in
contrast to the elastic modulus, the reconstruction accuracy of v improved only slightly on films
with an inhomogeneous thickness.

In general, the reconstruction uncertainty of both E and v was lower when more data points were
used per reconstruction. Practically, a choice between N = 20 and N = 60 data points appears to
be a good compromise between workload and accuracy in all conditions. In case of N = 60, the
uncertainties had dropped considerably and the reconstruction uncertainties did not decrease by
a big margin as N was increased above 60. If only the elastic modulus is to be determined with
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Figure 2.24: Simulated reconstruction uncertainties of (A) the elastic modulus and (B) the
Poisson ratio as a function of the number of data points N. Films with an elastic
modulus of Ey = 15kPa and Poisson ratios of v = 0.5, 0.4, and 0.3 and a homogeneous (red
symbols) as well as an inhomogeneous thickness (blue symbols). The data belong to the
labels at the abscissa and were offset slightly for better visibility. Solid lines are a guide to
the eye. The error bars represent the standard deviation of the reconstruction uncertainties,
calculated with all 50 repetitions. Figure adapted from Gross and Kress, Journal of Physics

Communications, 201958,

a high precision, the choice of a film with an inhomogeneous thickness is optimal. In this case, a
small number of data points NV < 10 is enough to achieve a reconstruction uncertainty of about
0.7kPa/15kPa ~ 5 %, which may be sufficient depending on the application.

2.4.4 Choice of Sphere Radius, Count and Density

The sphere choice also impacts the reconstruction accuracy. While the indentation depth § of a
very small sphere will be below the resolution limit, a sphere, which is too large, will sink in too
deep to satisfy the theoretical limit y < 1, which is equivalent to § < h?/R.

With these limitations in mind, the use of up to 5 sphere radii of R = 200, 250, 350, 400, and
500 um is discussed below. According to the results shown in section 2.4.3, 60 data points were
distributed evenly over all spheres used in the simulation. The film properties were chosen as
follows. The elastic modulus was varied in the range between Ey = 1 and 50 kPa and two Poisson
ratios of ¥ = 0.3 and 0.5 were tested. For inhomogeneously thick films, the upper boundary was
chosen to be hApax = 500 um and the lower boundary Ay, was chosen such that x ~ 1 for the
largest sphere. Homogeneously thick films had a thickness of hyi, (sec. 2.4.3).

The reconstruction uncertainty was quite different on films with a homogeneous thickness and
on films with an inhomogeneous thickness. On homogeneously thick films, the reconstruction of
the film’s elastic properties was only possible, when more than one sphere was used. Otherwise,
the contact geometry is not varied within the experiment (i.e. x is identical for all data points and
thus, C' is also identical). As a consequence, two spheres must be used to be able to reconstruct
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both E and v. Even then, the choice of sphere radii used per experiment had a major impact on the
reconstruction accuracy (fig. 2.25). In all tested conditions, the use of all 5 sphere radii was among
the most accurate ones, independent of Fy. Both on compressible and on incompressible films, the
reconstruction accuracy degraded when only larger spheres were used and was least precise, when
two spheres with radii of 400 and 500 pm were used. In all cases, the reconstruction uncertainties
of both E and v nearly doubled when the disadvantageous set of sphere radii of 400 and 500 pm
was used compared to the set of 250 and 500 pm. This can presumably be attributed to the fact
that the range of y which was covered was far smaller in the first case. From figure 2.26 A, it can
be seen that in case of Ey = 1kPa and vy = 0.5, the range of x covered by the experiment was
different in both cases (0.75 < x < 1 for R = 400 and 500 pm and 0.35 < x < 1 for R = 200 and
500 pm). The optimal sphere radius set to determine E was also nearly optimal to reconstruct v
and vice versa.

The situation is different when a film with an inhomogeneous thickness is available. In this case
a single sphere radius can cover a range of different contact geometries and the reconstruction
is generally possible when only one sphere is used. The simulations results are shown in figure
2.27. The reconstruction uncertainties of £ and v were generally lowest when only one large
sphere with a radius of 500 pm was used and highest, when only a relatively small sphere radius
of 200 pm was used. This was the case both on incompressible films (fig. 2.27 A, B) and on films
with vy = 0.3 (fig. 2.27 C, D). The reconstruction uncertainty varied drastically depending on
the precise condition. For example, at Fy = 15kPa and 1y = 0.5, the reconstruction accuracy
of E was about 2% when a single sphere radius of 500 pm was used and increased to 11% at
a sphere radius of 200 pm, which is a 5.5-fold increase. Likewise, the reconstruction uncertainty
of v increased from 0.008 to 0.06, which amounts to a 7.5-fold increase. Reconstruction was not
even possible in some cases on very stiff films with 15 and 50 kPa, when only a single, small steel
sphere was used (fig. 2.27). The utilization of multiple sphere radii yielded similar results for all
radii combinations. The errors were approximately double as high as in the best case of a single,
large sphere with R = 500 pm. Thus, the utilization of multiple sphere radii on films with an
inhomogeneous thickness even degrades accuracy. Firstly, this can be attributed to the fact that
here, one sphere can cover a wide range of contact geometries, described by the parameter x (fig.
2.26 B). For example, in case of Fy = 1kPa and vy = 0.5, the range of x covered by a sphere with
R =200pm is 0.1 < x < 0.4 and at R = 500 pm the range is a lot larger (0.32 < x < 1). Secondly,
the values of x covered by small spheres is also lower compared to larger spheres and thus, smaller
spheres offer less resolution since the correction factor C' does only slightly depend on the Poisson
ratio in this range of y-values (fig. 2.10 A, B). Therefore, it is not beneficial to use small spheres,
since the indentation error ss is relatively large and resolution degrades.

In general, the reconstruction uncertainty of both E and v was smaller the lower Ey and the
reconstruction of v was less precise on compressible films than on incompressible films (fig. 2.25
and 2.27). Comparing the results in detail, at o = 0.5 and 0.3, the reconstruction uncertainties
of E were similar on soft films with Fy = 1, 3, and 5kPa and vy = 0.3 and 0.5 with a given
set of sphere radii (fig. 2.25 and 2.27 A, C) with values roughly between 1 and 10% for F and
between 0.002 and 0.08 for v, depending on the condition. The stiffer the films, the more the
reconstruction uncertainty of E increased. In the extreme, reconstruction was not even possible on
films with Ey = 50kPa, vy = 0.5 and a homogeneous thickness with any of the used steel sphere
radius combinations. The reconstruction even failed when only a single, small sphere was used
on films with an inhomogeneous thickness. Likewise, The reconstruction was also not possible at
Ey = 50kPa and vy = 0.5 when only a single steel sphere with a radius of 200 and 250 pm was used.
Similarly, reconstruction was also not possible on compressible films with Fy = 15 and 50 kPa and
vy = 0.3 with steel spheres with radii of 200 and 250 pm, and in case of Ey = 50 kPa with a single
sphere with a radius of 350 pm. Yet, reconstruction was possible in all of these cases, when spheres
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from Gross and Kress, Journal of Physics Communications, 201958,

Simulated reconstruction uncertainties on films with a homogeneous thickness
as a function of the used sphere radii. Reconstruction uncertainties of (A, C) E and
of (B, D) v were calculated for (A, B) 1o = 0.5 and (C, D) v = 0.3 and various elastic
moduli Ey. The reconstruction of F and v of films with EFy = 50kPa and vy = 0.5 was
not possible with any of the tested steel sphere combinations. However, reconstruction was
possible when spheres with the density of gold were used (open symbols in panels A and B)
or on films with v9 = 0.3 (open symbols in panels C and D). N = 60 data points were used
for every independent simulated data set. Error bars represent the standard deviation of
the reconstruction uncertainties calculated with all 50 simulated data sets. Figure adapted
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Figure 2.26: Simulated normalized distribution functions p (x) of the contact geometry y. The
simulations were carried out on films with Ey = 1kPa, vy = 0.5 and (A) a homogeneous
thickness of h = 140 pm as well as (B) and inhomogeneous thickness of 140pm < h <
500 pm. The underlying data is identical to the data from (A) figure 2.25 and (B) figure
2.27. Figure adapted from Gross and Kress, Journal of Physics Communications, 2019'°%.

with the density of gold were used instead (fig. 2.25 and 2.27).

This dependence of the reconstruction accuracy on Fy can most likely be attributed to the fact
that the indentations on soft films are generally deeper. For example, in case of an incompressible
film with E = 50kPa and a homogeneous thickness of 55nm (fig. 2.25 A, B), a steel sphere
with a radius of 200 pnm is expected to indent the film by § &~ 1.2pm. Thus, the relative error
of the indentation is about 0.2pm/1.2pm = 17%. In contrast, when gold spheres with a higher
indentation force are used, the indentation depth increases to 2.5 pm and the reconstruction became
possible with uncertainties of approximately the same size as in the case in which a film with
Ey = 15kPa is probed with a steel sphere of the same radius. This appears to be plausible since
the fraction E/ (psphere — prBs) is similar in both cases (eq. 2.11 and 2.13).

Even with the optimal set of spheres, reconstruction uncertainties of both £ and v were also con-
siderably lower on films with an inhomogeneous thickness compared to films with a homogeneous
thickness. For example, the elastic modulus of an incompressible film with an elastic modulus of
Ey = 1kPa and a homogeneous thickness could be determined with an uncertainty of 2.3 %, when
all five spheres were used (fig. 2.25 A). On a film with an inhomogeneous thickness, the uncer-
tainty was only 1.0 % (fig. 2.27) which was less than half of the value of a film with a homogeneous
thickness. Likewise, the error of the Poisson ratio drops from 0.005 to 0.001, which is a five-fold
decrease. A similar behavior was found in many of the other conditions and the reconstruction
on a film with an homogeneous thickness was never better than on a film with a homogeneous
thickness.
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Figure 2.27: Simulated reconstruction uncertainties of films with an inhomogeneous thick-
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ness as a function of the used sphere radii. The reconstruction uncertainties of (A,
C) E and of (B, D) v were calculated with (A, B) vy = 0.5 and (C, D) 19 = 0.3 and various
elastic moduli Fy as a function of the used sphere radii. The reconstruction of £ and v of
films with Ey = 50kPa and vy = 0.5 was not possible when only a single steel sphere with
a radius of 200 and 250 pm was used. Similarly, the reconstruction was also not possible on
compressible films with Fy = 15 and 50 kPa and vy = 0.3 with steel spheres with radii of 200
and 250 pm, and in case of Fy = 50 kPa with a single sphere with a radius of 350 pm. How-
ever, the reconstruction was possible in those cases, when spheres with the density of gold
were used (open symbols). N = 60 data points were used for every independent simulated
data set. The error bars represent the standard deviation of the reconstruction uncertainties
calculated with all 50 simulated data sets. Figure adapted from Gross and Kress, Journal
of Physics Communications, 201958,



2.4 Optimization of the Reconstruction Precision

2.4.5 Discussion

As demonstrated in section 2.4.3, reconstruction uncertainties of E and v in the experiments could
be reproduced with simulated indentation data, considering the errors of R, ¢ and h (fig. 2.22).
This demonstrates that the experimental errors are well understood and that the bootstrapping
approach is suitable to predict the precision of the real experiments. The simulation results show
that there are some general boundary conditions, which have to be considered to optimize the
method’s precision, namely the number of data points, the choice of the spheres and the interplay
between the spheres and the finite layer thickness effects. With the experimental errors of the
methods and the setup used in this work, it was demonstrated that the acquisition of more than
60 data points only marginally improved the precision of the reconstruction in all tested conditions
(fig. 2.24). Instead of increasing the number of data points N beyond 60, the method greatly
profited from a smart data point distribution, which covers a wide range of x values and therefore
also a wide range of contact geometries. In particular, the method is most sensitive in the range
0.4 < x < 1, which is the range in which finite thickness effects greatly influence the indentation
(fig. 2.10) and therefore, it is most important to cover this range in the experiments to resolve
both F and v accurately. The sphere radius and their density as well as the layer thickness should
be kept in a range such that the indentation depth can be well resolved by the setup.

A summary of the suggested workflow that can be deduced from the simulation results is given in
figure 2.28. Firstly, with the experimental methods described in this work and with the precisions
achieved to measure 4, h and R, the reconstruction of £ and v was possible when the fraction of
E/ (ps — ppps) was smaller than 2.7m?/s? and the reconstruction was more accurate, the smaller
E/ (psphere — ppBs). The material choice for the sphere is therefore crucial to achieve good accuracy
and a bad choice can even make the reconstruction impossible if the ensuing indentation depths
can not be resolved accurately enough. This could for example be observed when the indentation
of small spheres was simulated on stiff films with a relatively high elastic modulus of Ey = 50 kPa.
Since it is the aim of the experiments to measure the elastic modulus, the elastic modulus is not
known beforehand. In order to mitigate this, it is beneficial to estimate the elastic modulus and
the Poisson ratio with preliminary experiments or literature search, and to make a final choice
for the sphere density ps based on those estimates. Another option is to adapt the methods to a
different setup, in which the indentation force and consequently also the indentation geometry can
be varied at a given sphere radius and a given film height in a controlled manner. For instance,
this is possible with an atomic force microscope?3® or with macroscopic setups as described e.g.
by Ulbricht et al.'7® or Jacot et al.24.

The simulations also suggest that the use of a film with an inhomogenous thickness can be
beneficial. On the one hand, the reconstruction on such films was possible with only a single
sphere radius and on the other hand, the simulations suggested that the reconstruction accuracy
was even enhanced compared to the use of a film with a homogeneous thickness, which has to
be probed with at least two spheres. Yet, in all simulated conditions, the use of a film with an
inhomogeneous thickness in conjunction with a large sphere was never worse at a given Ey and
a given vy. The reconstruction of the elastic parameters from simulated indentations was most
accurate, when a single sphere was used and when the radius of the sphere was matched to the
thickness profile of the film. Consequently, a film with an inhomogeneous thickness should be
probed with a single sphere if feasible as it can provide considerably better accuracy without
significant experimental downsides.

However, the feasible thickness range might be limited by experimental constraints. Firstly,
the working distance of the objective has to be large enough to image the top surface of the
film to measure § and h. This is especially the case for high NA objectives, which enable good
resolution. The working distance of these objectives is typically on the order of at most a few
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Optimization of the reconstruction precision
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Figure 2.28: Guidelines for the choice of measurement parameters to optimize reconstruction
accuracy of the elastic parameters. The parameters, i.e. sphere density and their radii
as well as the thickness profile of the film should be chosen such that the indentation depth
can be well resolved. Furthermore, the parameters should be chosen such that the contact
geometry is varied in a wide range covering 0.4 < x < 1. A detailed discussion of the
parameter choice is given in section 2.4.5. Figure adapted from Gross and Kress, Journal
of Physics Communications, 201958,

hundred micrometers. Secondly, films with an inhomogeneous thickness have a surface, which is
inevitably tilted relative to the horizon. In the experiments presented in this work, the PAA and
PNIPA films were about 15mm in diameter and their thickness varied by at most 70 pm. Even
though the fact that the indentation force was not oriented perfectly perpendicular to the film
surface was negligible as the surface angle was only about 0.3° relative to the horizon, it was still
observed that the spheres sometimes rolled slightly on the surface of PAA films due to gravity.
Therefore, measurements on films with an even more titled surface may be impractical. In this
case, as a possible workaround two films with different thicknesses but with otherwise identical
elastic properties can be used. As a balanced choice, the maximum film thickness should be chosen
such that x (R, hmax) = 0.4 since below x = 0.4, the finite thickness contrast between different
Poisson ratios only slightly increases (fig. 2.10 B) and consequently, the use of thicker films is less
beneficial. On the other hand, the sphere radius and the minimal film thickness should be chosen
such that x (Rmax, Amin) =~ 1, which is roughly the theoretical limit for which the sum in equation
2.12 converges'??. In the experiments in this work, different sphere radii were tested on every film
and the radius was increased until x (Rmax, Amin) & 1 was observed.
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In case only a film with an almost homogeneous thickness distribution is available as it was
the case for the PDMS films in this work (fig. 2.20 A and B), the use of multiple sphere radii is
the only option to resolve both E and v. In this case, a large sphere should be chosen such that
X (Rmax, h) = 1. The smallest sphere should be chosen small enough to yield x (Rmin, h) =~ 0.4
for best results. In this y-range, the correction factor C' depends significanly on the Poisson ratio
and thus, both E and v can be resolved (eq. 2.12, fig. 2.10). However, as smaller spheres also
sink less deep into the film, the radius should be chosen large enough such that the indentation
depth can still be resolved accurately. Yet, multiple sphere radii can still be used in all conditions.
When multiple radii are used, the number of different indentation geometries, which are tested is
increased. As the indentation depth does depend on the sphere radius and the layer thickness, a
comparison of the measured indentation depth § (R, h) to the prediction from equation 2.11 is a
good consistency check as it can be seen in figures 2.11 and 2.20. This was also the reason why
multiple sphere radii were used in this work, even though the use of a single sphere with the same
amount of data points would have possibly yielded more accurate results. For example, deviations
from the model can occur when the film is not tested within the linear elastic regime, when the
film’s elastic properties are heterogeneous or when adhesion effects between the indenter and the
film occur. Those effects have to be dealt with differently. Possible options are e.g. the use of a
different model which accounts for nonlinear effects'! or adhesion?3!:23%. The approach taken in
this work to mitigate adhesion effects by immersing the indentation region in a suitable liquid is
also possible (sec. 2.3.3).

2.5 Summary of the Steel Sphere Technique

In this chapter, the steel sphere method, which is commonly used to characterize thin films with
a stiffness in the range of cells and tissue®?:202:236 was advanced to allow the simultaneous re-
construction of the elastic modulus and the Poisson ratio. In this section, the main findings are
revisited to summarize the technique presented in this chapter. An graphical overview of this sec-
tion is provided in figure 2.29. In this work, the method was applied to four different film systems,
namely PAA, porous PAA, PNIPA and PDMS. All tested films had stiffnesses in the same range
as that of mammalian tissue. In general, when an infinitely thick film is indented by a spherical,
hard punch, the fraction E/ (1 — 1/2) is constant, no matter which experimental parameters are
varied (eq. 2.11, x = 0). The technique presented here is based on the fact that this is not the
case when the film thickness is finite and comparable to the size of the contact region between the
film and the indenter. When a film with a finite thickness is probed, the interplay between the
film’s compressibility and the contact geometry allows the simultaneous determination of both E
and v (sec. 2.2.4)190,193,194

The methods presented in this work rely on a theory which is an ab initio extension of the
Hertzian solution for the indentation problem of a sphere indenting an elastic half space'®® and
which takes finite thickness effects into account'®®. The model is valid when five major conditions
are met. Firstly, the model is valid for thin films which are bound to a rigid substrate. This was
the case for all films investigated in this work (sec 2.2.1.1 and 2.2.2). In case the film is not bound
to the substrate, Dimitriadis et al. also provide an alternative solution!”?. Secondly, the model
also assumes that the film is linearly elastic and homogeneous (sec. 2.2.3). It is important to
note that the material must only be homogeneous on the length scale of the contact radius. If
the samples are probed on longer length scales, i.e. on length scales larger than the dimension
of the inhomogeneities, the elastic response of the whole film may still be in line with that of a
homogeneous elastic material. As an example of such a material, porous PAA films were investi-
gated (sec. 2.2.6). On the contrary, if the length scale of the inhomogeneities is larger than the

65



2 Elastic Properties of Thin Biomimetic Films

R, 5,51%

eccentricity < 0.10; 5
medium to miti- E/(PgPpgs) < 2.7 m’s
gate adhesion and no adhesion no adhesion flat surface,
moisten the sample angle<0.3

optically transparent linear elastic,
and homogeneous isotropic and
e.g. with refractive index ° ° homc%_ﬁeneous
n=n m, E, v,
: 0 o L no viscous effects
[ ] ° ® ° Y ()
® 0.4 h<VRE<h
@ tracers & Y 5, =1-4%
@ inhomogeneities << RS o PY °® B
o
ill“‘ll“‘il“I‘llII“‘II“‘l“‘ll““l“Iill“‘ll“‘il““ll\'

film bound to rigid coverslip

inverted, motorized microscope
40x, 60x high NA water immersion objectives

Figure 2.29: Methods and requirements to apply the steel sphere method. The figure summa-
rizes the main findings of sections 2.2, 2.3, and 2.4. A detailed discussion of this figure is
provided in section 2.5.

dimension of the deformation field, the material response can still be locally in line with the model
as it was observed for inhomogeneous PDMS films (sec. 2.3.4). Thirdly, viscous contributions in
the elastic response of the probed material must be negligible. While viscous contributions were
not observed in any of the four model systems studied in this chapter, this is not necessarily the
case for biological samples. In contrast, the rheological response of cells and tissue contains both
elastic and viscous contributions when probed on the time scale of a few seconds?®237. For such
viscoelastic samples, the steel sphere method is not suitable. The time required to acquire an image
stack capturing the indentation cap was typically on the order of 1 to 2minutes, depending on
the number of images required and, as a consequence, the indentation depth would change during
data acquisition. A technique to characterize the rheology of such viscoelastic samples is presented
in chapter 3 of this work. Fourthly, the model by Dimitriadis et al.'®® also does not account for
adhesion. In case the indenter sticks to the film, care should be taken and the model is most likely
not applicable. This is in particular the case if hysteresis effects are observed. While PAA and
PNIPA did not adhere to the spheres when immersed in 1xPBS, PDMS films immersed in 1xPBS
were very sticky and the adhesion effects were even visible at the edge of the indentation region.
The edge of the indentation cap was asymmetric and the film was locally pulled upwards above
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2.5 Summary of the Steel Sphere Technique

the film surface level next to the contact region. However, the experimental conditions can be
adapted to mitigate those effects, e.g. by immersing the indendation region in a different medium.
If PDMS is probed, oil or an aqueous solution containing tensides such as Triton X-100 can be
used instead of 1xPBS. This way, adhesion effects could be mitigated in the PDMS system as
demonstrated in section 2.3.3. Fifthly, the model is only valid in the range 0 < x < 1, which is
mathematically identical to the fact that the Herzian contact radius v/ RS must not be larger than
the layer thickness.

In general, it must be noted that the reconstruction requires a precise measurement of §, which,
in this work, was measured with an error of about 3 to 10% depending on the condition. The
layer thicknesses were measured with relative errors below 4 % and the errors of the sphere radii
were below 1%. The eccentricity of the spheres must not be too high to accurately determine
the indentation force. Although the ensuing inconsistencies of the weight of the spheres could be
mitigated by dedicated measurements, knowledge of the local sphere radius in the contact region
is crucial to accurately determine the finite thickness correction factor C' (x) and is consequently
crucial for the reconstruction of E and v. Therefore, spheres with a high eccentricity and locally
different curvature radii should not be used. Although a detailed analysis of this requirement was
not done in this work, spheres with an eccentricity of typically below 0.14 were demonstrated to
be suitable.

In this work, the resolution to measure those critical parameters was accomplished with high NA
water immersion objectives. Different layers in the sample were identified by changing the focal
plane. Importantly, if the refractive index of the film does not match the refractive index of the
immersion medium between the objective and the sample, this mismatch has to be corrected when
measuring axial distances (sec. 2.3.2). In order to measure the indentation depth, the film surfaces
can be labeled with fluorescent markers to avoid any ambiguity (sec. 2.2.2 and 2.3.1). However,
when the sphere is placed on top of the film, the indentation cap can only be imaged from the
bottom and transmission microscopy is therefore not applicable. Thus, an inverted microscope is
required, which is the only equipment necessary to employ the technique. It is highly beneficial
if the microscope is motorized to automate the acquisition of the z-stack. The film thickness
can, however, also be measured after the sphere is removed and after the film has relaxed to its
undeformed state. In this work, images of the relaxed film surface were captured to verify that
the films were reversibly deformed, i.e. they were only deformed within the elastic regime (sec.
2.2.2). In order to measure the film thickness, techniques such as DIC or brightfield microscopy can
also be a viable option if the bottom of the film can not be labeled with fluorescent markers (sec.
2.3.1). However, both techniques to measure the thickness and the indentation depth presented in
this work require the film to be optically transparent and homogeneous, as inhomogeneities would
introduce aberrations when imaging through such thick samples. This would effectively render the
imaging of the upper film surfaces impossible.

In summary, sufficiently small errors for 4, h, and R are required to resolve both E and v.
With the precision achieved in this work, the errors of E and v were about about sg ~ 10%
and s, ~ 0.01 to 0.1 respectively, depending on the condition. Further accuracy improvements
may be possible if three dimensional particle detection is used to detect the indentation cap. This
approach would allow the analysis of the full indentation region2°?232, while the procedures used
in this work only used the information from two cross sections (sec. 2.2.2). Similarly, the whole
film could be labeled with a fluorescent dye and imaged with confocal microscopy to implement
an automatic analysis routine?38.

Reconstruction accuracy was discussed in detail with measured and simulated indentation data
in section 2.4 and it was demonstrated that, aside from the experimental limitations given by the
setup, a careful choice of sphere radii and their density as well as the film thickness profile can be
highly beneficial to increase the reconstruction precision. In particular, simulations indicated that
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it is important to cover a wide range of indentation geometries in the range between 0.4 < y <1,
which can either be achieved by an inhomogeneous film thickness or by placing differently-sized
spheres on the film. As the indentation depth is generally given by the film’s elastic properties and
its thickness as well as the sphere radius and density, the choice of the spheres is limited by the film’s
elastic properties and the availability of high quality spheres with a particular radius or density can
be an issue. In this case, an adaptation of the technique to a different setup can be a viable option.
In particular, a setup in which a spherical indenter is attached to a translation stage and to a force
sensor, either in the form of an atomic force microscope or in the form of a macroscopic device is
promising. This way the contact geometry x (d, R, h) could be varied at a fixed indentation radius
and at a fixed film thickness and, theoretically, also allow the reconstruction of E and v from a
single, continuous indentation curve. Consequently, this would also speed up the data acquisition
and the analysis.
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3 Cell Rheology and Cell-Particle Contact
Dynamics during Phagocytic Binding

In this chapter, a novel technique based on blinking holographic optical tweezers to investigate
the rheology of macrophages during phagocytosis is presented. The first experimental part of the
project described in section 3.8 was done in cooperation with Konrad Berghoff. In this part of
the project, the rheology of the cells as well as the early binding kinetics between a phagocytic
target particles and macrophages were measured. The experiments were carried out by Konrad
Berghoff?16. The experimental part is briefly summarized in this work for clarity. Further details
of the experimental methods, especially about the holographic optical tweezers setup, were published
by Konrad Berghoff?'®. This work focuses on the data analysis and the modeling of the cellular
rheology as well as the resolution of the early contact dynamics between the particle and the cell.
In contrast to the elastic systems, which were characterized in chapter 2, the rheology of cells is of
a viscoelastic nature. Therefore, the theory was adapted to account for viscoelastic effects. Many
of the methods and results presented in this section were published in the following research article:

"Using Blinking Optical Tweezers to Study Cell Rheology During Initial Cell-Particle Contact’ (K.
Berghoff, W. Gross, M. Fisentraut, and H. Kress, Biophysical Journal, 2021)%%°

In the second experimental part of this chapter, improved experiments are described, which allow
prolonged measurements during phagocytic uptake. Those measurements allow the simultaneous
visualization of the cytoskeleton as well as the measurement of the cellular rheology. For those
measurements, a preliminary data analysis is presented.

If not stated otherwise, all mathematical symbols are redefined in this chapter.

3.1 Phagocytic Uptake Mechanics

As described in chapter 1, the uptake of extracellular objects is an inherently mechanical process.
Firstly, depolymerization of the actin cortex below the cell membrane has been hypothesized to
enable receptor diffusion in the membrane, which ultimately leads to receptor-opsonin binding and
receptor clustering, initiating the uptake. Secondly, during cup formation, the actin cytoskeleton is
also crucial as its polymerization drives the protrusion of the membrane. Finally, after cup closure,
the decoupling of the phagosome from the cortex enables the subsequent transport to the nucleus
and the transition from the phagosome to the phagolysosome, which goes along with it. Most of
what is known today about the remodeling of the cytoskeleton during phagocytosis is qualitative
and mechanical information is lacking. In this section, the current state of knowledge, i.e. current
mechanical models of phagocytic cup formation are reviewed. Furthermore, multiple techniques
to acquire mechanical data suitable to feed those models are presented.
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3.1.1 Mechanical Modeling of the Phagocytic Cup

Until today, a unified model of cup formation is lacking and modeling is still in its infancy?*°. The
phase which is probably best understood from a mechanical point of view is the formation of the
phagocytic cup around a spherical target. The theoretical model which is most commonly applied
is the zipper model?*"244  in which a thin protrusion zippers around the target. Mechanical
contact is made via distinct adhesion sites. In 2016, Richards and Endres were able to extend
the model for non-spherical targets®®. They reproduced experimental results, demonstrating that
slightly oblate sphereoids are internalized faster than spheres and that the internalization of highly
elongated objects such as rods is far slower?46-248_ Additionally, an easier model system, in which
cells are seeded on an opsonized substrate, has been used to simplify the geometry. Using such
an approach, Francis et al. were recently able to theoretically verify that active protrusion occurs
at the leading edge while purely adhesive, passive spreading was incompatible with the spreading
dynamics observed in the experiments?4*. Comprehensive summaries about the current theoretical
understanding of the cup formation were published by Richards and Endres?4? and Richards?°.

Although it is well established that for example target stiffness?®71:74:250  ghape?46,247,251,252
size106:249,.253 " and opsonization'46254:255 influence phagocytosis efficiency, it has not been possible
to predict the uptake probability, dynamics and shape of the phagocytic cup in a unified manner,
in part, because experimental data about the mechanical properties of the cells during phagocy-
tosis is currently very limited and only very few techniques to measure the elastic properties are
available?42:256:257 - Instead, most of the knowledge of the mechanics of phagosome formation is
based on imaging techniques, localizing fluorescently labeled proteins to visualize the binding of
IgG to FeyR'2, the signaling cascades?®:258-260  and the subsequent reorganization of actin?61-263,
which ultimately drives the formation of the phagocytic cup.

3.1.2 Techniques to Measure the Mechanics of the Phagocytic Cup

In general, the number of suitable techniques to measure the elastic properties of the cortex during
phagocytosis is limited and the techniques, which are available, have certain downsides. For ex-
ample, Nelsen et al.26 showed that the combination of an atomic force microscope together with
a volumetric light sheet system can be used to measure cellular forces exerted on the target. An
IgG-coated particle was glued to a cantilever and the particle was attached to the membrane of
a macrophage. The forces exerted on the particle during uptake were measured by detecting the
deformation of the cantilever. Those forces were then correlated with the polymerization of cor-
tical actin, which was visualized in the fluorescence channel?*. This technique could be adapted
to also yield the elastic properties of the cortex during phagocytosis by deliberately pushing the
particle into the cell. The approach is however rather tedious as all particles have to be laboriously
glued to a cantilever. Furthermore, due to the cantilever, the cup closure, the decoupling from the
membrane, and the subsequent transport to the nucleus can not be captured with an atomic force
microscope.

A micropipette approach was used by Herant et al. to resolve the cellular mechanical properties
during phagocytosis2®®. Neutropils were aspirated during phagocytosis to show that cortical ten-
sion did not rise during the early phase of cup formation and only during the later stages, cortical
tension rose. Furthermore, they inferred that cortical tension rose more during neutrophil aspira-
tion than during phagocytosis at similar surface area increases, suggesting that excess membrane
is provided in response to phagocytic signaling?42:256:265 The mechanical data provided by this
micropipette approach, however, reflects the properties of the whole cell and is therefore only of
limited use for modeling as actin polymerization occurs locally inside the cup.

The most direct approach taken so far to measure the cellular elastic properties during phago-
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cytosis was presented by Irmscher et al., who measured cortical stiffness during phagocytic cup
formation with magnetic twisting cytometry2°7:2%6. Tiny fluorescent tracer particles were attached
to the surface of opsonized ferromagnetic target particles. A rotating magnetic field was generated
to exert a torque on the particle and the rotations were detected by tracking the tracer particles
on the surface of the opsonized target particle. The rotational stiffness increased during cup for-
mation, dropped off steeply and stabilized at a lower level after cup formation®>”. However, the
technique does not provide any control over the attachment process and is thus also rather tedious
from an experimental point of view.

An indirect approach to quantify the role of cortical actin can be taken by adding the mycotoxin
cytochalasin D (CytoD) before initiation of phagocytosis. CytoD is known to bind to the barbed
or fast-growing end of actin filaments and thus, it inhibits the elongation of existing actin fila-
ments?67:258 As a consequence, the cortex of treated cells is softer?®°. An ensemble of opsonized
particles is typically sedimented on ice to reduce phagocytic activity. After sedimentation, the sam-
ples are heated up to 37°C and the cells are allowed to engulf the particles for a defined amount
of time. The sample is then fixed and the number of internalized particles can, for example, be
quantified with confocal or electron microscopy. In studies using this technique, it is commonly
found that the inhibition of actin polymerization with CytoD impedes uptake efficiency?'6-270:271,
However, because the uptake process itself is typically not visualized, the specific uptake pathways
may also be unclear. Furthermore, even with the assumption that only phagocytosis occurs and
that all other endocytic uptake pathways are inactive, the precise mechanism why phagocytosis is
impeded is difficult or even impossible to identify with fixed samples. Even though it is likely that
cup formation is impeded under the influence of CytoD, counteracting effects such as an increased
receptor mobility due to the depolymerized cortical actin structure may also be at play.

3.1.3 Using Holographic Optical Tweezers to Study the Mechanics of
Phagocytosis

The lack of data is thus also reflected by a lack of techniques suitable to resolve the cellular
rheology during phagocytosis. In this chapter, a new technique is presented which is designed
to overcome these limitations. The technique is based on optical tweezers. In general, optical
tweezers consist of a focused infrared laser beam, which acts as trap for dielectric particles. Optical
tweezers were originally invented by Arthur Ashkin?"? and revolutionized the field of biophysics
as forces of a few pN can be exerted on micrometer-sized particles. The particle position can be
simultaneously measured with nanometer accuracy?’>. To steer the trap or even generate multiple
traps, a diffractive optical element can be introduced into the beam path2747276, Those traps are
called holographic optical traps?’”.

In the experiments described in this chapter, holographic optical tweezers were used to resolve
the viscoelastic properties of the cells by exerting variable optical forces on the target. Holographic
optical traps can be used to precisely position the target in the sample, and thus precise control
over the attachment process is possible. As optical forces can be exerted on the particle without
any mechanical contact to the particle, the whole phagocytic process from the initial binding
phase to the transport to the nucleus can be captured. The technique does not rely on any
fluorescent markers glued to the target particle, which greatly simplifies data analysis and image
processing. Instead, fluorescence microscopy can be used to visualize proteins and in particular
actin to visualize the formation of the phagocytic cup. This is crucial as the visualization of
the phagocytic cup is difficult with transmission microscopy alone. Typical phagocytic model
systems rely on polystyrene particles as targets, which have a refractive index of n = 1.6278.
In such a system, thin phagocytic cups are even difficult to visualize with contrast-enhancing
microscopy techniques such as differential interference contrast microscopy as the refractive index
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of the particles is typically a lot higher than that of the cells and than that of the medium. Thus,
the contrast generated by the cell is relatively small compared to the contrast generated by the
particles and cup formation is not resolvable.

In the next section 3.2, the concept of optical tweezers is briefly introduced. In section 3.3,
the setup and the blinking trap experiments performed by Konrad Berghoff are briefly described,
with which the early contact mechanics were accessible. These experiments were built upon to
prolong the measurements until cup formation. In section 3.4, the corresponding methods and
early mechanical data acquired during the cup formation are presented. In the final section 3.5 of
this chapter, the findings of both experimental parts are summarized to review the possibilities of
the technique.

3.2 Optical Tweezers

Optical forces can be exerted on a dielectric particle as momentum is transferred from photons
to the particle. In the following, only the case that the refractive index of the particle is higher
than that of the surrounding medium is discussed. In this case, in a highly focused laser beam,
these forces are oriented such that the particle is generally trapped slightly behind the focus?™.
Conceptually, these forces can be split into two components. The scattering force is oriented
in the direction of light propagation. When photons hit the particle, they are scattered in all
directions and, in case the imaginary part of the dielectric constant is larger than 0, some photons
are absorbed. Thus, momentum is transferred from the photons to the particle and if the particle
and the beam are collimated and symmetric, the corresponding forces cancel out in all directions
except along the optical axis. In everyday light conditions, the scattering force is dominant. The
scattering force is for example used for spacecraft propulsion by solar sails. To hold a particle in
position, a counteracting force is necessary. This so-called gradient force arises in a focused laser
beam, when light is refracted at the interface between the particle and the surrounding medium?73.

There are two edge cases, in which a simple theory to describe the optical forces exists. When
the particle radius R is a lot smaller than the laser wavelength A, i.e. R < A, Raleigh scattering
theory is applicable. In this case, the scattering force Fygn; is?73280

Ioony,
Focart = OO;n ) (31)

where I is the laser light intensity, n,, is the refractive index of the medium and c is the speed of
light. The scattering cross section o is given by?73:280

(3.2)
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Here, m = np/ny, is the relation between the refractive index of the medium n,, and that of the

particle n,. The scattering force is oriented such that it points along the propagation direction of
the incident light and it is proportional to the intensity of the incident light. The gradient force

Fiyraq arises as the dielectric particle is polarized in the inhomogeneous field and it is given by?273,280
2T«
Fgrad - %VIQ (33)
Here, the polarizability « is
o2 (] (3.4)
oo m24+2)° :
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3.2 Optical Tweezers

The gradient force is thus proportional to the intensity gradient. Therefore, in order to generate a
stiff optical force in a microscopic sample, an objective with a high numerical aperture has to be
used.

In case R > A, the optical force can be derived from ray optics. This case is illustrated in analogy
to Nieminen et al. in figure 3.128!. For illustration purposes, two isolated rays of a Gaussian beam
are illustrated. Their respective gradient forces F; and F5 are illustrated in figure 3.1. In case the
bead is positioned in front of the focus, the ray are diffracted such that the beam is less collimated
after the particle (fig. 3.1A). Thus, forward momentum was transferred to the particle and the
gradient force is oriented in the direction of propagation. In case the bead is positioned after the
focus, the beam is collimated by the particle and the photons gain forward momentum (fig. 3.1B).
Thus, the gradient force is oriented such that the particle is pushed rearwards into the focus by
the gradient force. In case the particle is positioned to the left of the beam center (fig. 3.1C),
ray number 2 is more intense. Beam number 2 is deflected to the left and thus, the particle is
pushed to the right towards the focus by the gradient force. The opposite is true when the particle
is deflected to the right (fig. 3.1D). In this case, the gradient force is oriented to the left and
the particle is again pushed towards the focus. In summary, in all four cases, the gradient force
is oriented such that it points towards the focus. Additionally, the scattering force acts on the
particle and it is oriented in the direction of beam propagation. Thus, the equilibrium position of
the trap is located slightly above the focus with the geometry illustrated in figure 3.1.

Whenever the wavelength and the particle radius are approximately equal, neither of those
approaches is valid?”. Instead, a more complicated electromagnetic examination of the problem
is needed. In this case, the linear trap stiffness k = dFpy/dx, i.e. the spatial derivative of the
optical force Fop¢, depends on the particle radius and on the refractive index of the medium and
that of the particle in a highly nonlinear manner273:281-284  The practical approach in this case is
to measure the optical forces experimentally. The most common technique to measure the force
profile, i.e. the optical force as a function of the distance from the equilibrium position. The
particle is deflected and the relaxation velocity is measured. In equilibrium, Stokes drag is equal
to the optical force. Thus, the instantaneous particle velocity can be used to quantify the optical
forces273,285,286

Since their invention by Ashkin in the 1970s272, optical tweezers have been shown to be a
versatile tool for micromanipulation and to study micromechanics. Forces on the order of pN
to nN can be generated with optical traps. Optical tweezers are a valuable tool to study single
molecule mechanics. For example, the mechanics of the unfolding of DNAZ?87:288 or proteins?®? has
been studied with optical forces by attaching the probed molecules to trapped particles. Optical
tweezers have also proven useful to unravel the step sizes and stall forces of motor proteins such as
myosin???, kinesin?®! or dynein?°?, which are typically on the order of nanometers and piconewtons,
depending on the precise motor type.

Furthermore, optical tweezers have also been used to study the mechanics and the behavior of
whole cells. For example, optical tweezers were used to measure the forces the flagellated parasite
Leishmania amazonensis can generate during chemotaxis?®®. Similarly, trapped particles can be
loaded with chemicals to stimulate chemotaxis?®* and thermal heating of the particle can be used
to stimulate thermotaxis in neutrophils?®®. Furthermore, Suresh et al. attached two particles
to red blood cells infected with the malaria parasite Plasmodium falciparum to resolve stiffness
changes upon infection??® and Balland et al. quantified the viscoelastic properties of myoblasts
and epithelial cells using optical tweezers2®”.
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Figure 3.1: The principle of optical trapping. When R > )\, ray optics can be used to derive the
optical forces on the particle. The particle is always pulled towards the focus, no matter
whether it is positioned (A) before, (B) after, (C) to the left, or (D) to the right of the focus.
A description of this figure is provided in the main text in section 3.2.

3.3 Blinking Trap Experiments During the Early Phagocytic
Binding

In this section, a technique to measure the viscoelastic properties of macrophages during early
phagocytic binding is presented. The technique is based on blinking holographic optical traps
and it is designed to resolve cortical stiffness changes and cell-target binding kinetics during early
phagocytic binding. As a model system, IgG-coated particles were trapped and attached to murine
J774 macrophages (fig. 3.2A). This model system is one of the most-studied systems for FcyR-
mediated phagocytosis'41:298-304 " Ag the cells were stronger than the trap, the particles were
pulled out of the trap center position after attachment by a distance p, exerting an optical force
Fyor on the particle when the laser was turned on (fig. 3.2B). The viscoelastic step response
of the particle was measured by continuously turning the trap on and off to generate a blinking
optical trap (fig. 3.2B, C). The particle position was imaged with a high speed camera and the
trajectory was analyzed to obtain the elastic properties of the macrophages during the process.
Typically, the particles were fully pulled out of the optical trap after 1 to 3min (fig. 3.2D). As
phagocytic cup formation itself typically started minutes after the binding process, the rheological
data obtained by this method is limited to the early binding phase. In some experiments, the
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Figure 3.2: Sketch of the blinking trap experiments to investigate the early binding dynam-
ics. (A) An optical trap was used to attach an IgG-coated polystyrene particle to the cell
membrane to initiate cell-particle contact. (B, C) Cellular forces mediated by cell-particle
adhesion pulled the particle away from the equilibrium position of the optical trap. The
distance from the trap center position is given by p (¢) (blue). The trap at the particle’s po-
sition is turned on and off, modulating the optical force Fror (red) exerted on the particle.
(D) The particles were typically pulled out of the optical trap after 1 to 3 minutes. Figure
adapted from Berghoff et al., Biophysical Journal, 202123°.

fungal toxin cytochalasin D (CytoD) was used to disturb the cytoskeleton in order to verify that
the technique is suitable to resolve the cortical mechanics. In the following sections 3.3.1.1 to
3.3.1.6, the experimental methods are briefly described. In sections 3.3.1.7 to 3.3.1.9, the data
analysis implemented in this work is presented. The results, i.e. the resolved time dependence of
the contact radius between the cell and the particle as well as the viscoelastic properties of the
macrophages are presented in section 3.3.2 and discussed in section 3.3.3.

3.3.1 Methods
3.3.1.1 Cell Culture

The blinking holographic optical tweezers experiments were carried out with the murine macrophage
cell line J774 (generous gift from Maximiliano Gutierrez, The Francis Crick Institute, London,
Great Britain and purchased from DSMZ, Braunschweig, Germany). To visualize the cortex of the
macrophages at different concentrations of cytoD, Lifeact-GFP3% transfected J774 macrophages
(generous gift from Alexander Rohrbach and Rebecca Michiels, Freiburg, Germany) were used.
The cells were cultured in Dulbecco’s modified Eagle’s Medium (Gibco, Carlsbad, California,
USA) supplemented with 4 mmol/1 Glucose (Gibco), 10 % fetal calf serum (FCS, Biochrom, Berlin,
Germany), 5% penicillin-streptomycin (10 x 103 units/ml penicillin, 10 x 103 pg/ml streptomycin;
Gibco), and 5% glutamine (Thermo Fisher Scientific, Braunschweig, Germany). The cells were
cultured under standard cell culture conditions (37 °C, 5%, CO2 atmosphere, = 93 % relative air
humidity) in T-25 cell culture flasks (Corning, Corning, New-York, USA) and passaged three times
a week. For passaging, the old medium was removed, the cells were scraped off of the bottom flask
surfaces and the cells were resuspended in fresh medium. For cell experiments, cells suspended in
fresh medium were seeded on coverslips (e.g. # 1, diameter 16 mm, Menzel Gléser, Braunschweig,
Germany) and cultured under standard cell culture conditions for 24-48 h before the experiments.
The cells were tested against mycoplasm infection regularly.

3.3.1.2 Microparticles and Microparticle Functionalization

White carboxylated polystyrene particles with a diameter of 2pm (refractive index n = 1.6%78,
micromer COOH, micromod, Rostock, Germany) were used as phagocytic targets. 200 ul of stock
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particle dispersion was coated with murine primary IgG antibodies (Merck Millipore, Darmstadt,
Germany) according to a passive adsorption protocol established by Steve Keller who published
a detailed version of the functionalization protocol'®*. Briefly, the stock particle dispersion was
washed three times in 2-(N-morpholino)ethanesulfonic acid (25 mM, pH 6, Sigma-Aldrich, Saint-
Louis, Missouri, USA) by centrifugation (2000 g, room temperature). After the last washing step,
the particles were suspended in 1 ml of MES.

IgG was thawed on ice and enough IgG was added to the particle dispersion to achieve a maxi-
mum of 200 % surface opsonization with IgG, taking the stock particle concentration into account.
For every particle batch, the precise precise amount of IgG was calculated assuming that the
molecular mass of IgG is 150 x 103 u3°6 and that the geometrical radius of IgG is equal to its
hydrodynamic radius of 6.4nm3°7. The particles were incubated in the IgG solution for 24h
under gentle agitation at room temperature and subsequently washed three times in Dulbecco’s
phosphate-buffered saline (DPBS, Gibco). The coated particles were stored in a storage buffer
(0.1mol/1 PBS, 0.1% glycine, pH 7.2, Lonza, Basel) at 4°C for up to a few months. The IgG
coating was validated with secondary antibody staining?*¢.

3.3.1.3 Live Cell Imaging

Holographic optical trapping experiments were carried out with the inverted, motorized micro-
scope Nikon Eclipse Ti-E, which was also used in the experiments described in chapter 2 (see sec.
2.2.2). The most important optical parts of the microscope used for imaging during the blinking
experiments are summarized in figure 3.3. For all experiments described in this section, the 60x
water immersion objective (CFI Plan Apo IR 60xWI, NA = 1.27, Nikon) was used. The sample
was placed on the motorized microscopy stage, which was controlled by the microscope’s internal
controller. The incubation chamber enclosing the main parts of the microscope was heated to
(37.0 £ 0.2) °C before all live cell experiments. The microscope was equipped with a bright field
illumination lamp used for transmission microscopy (gray beam path). Bright field transmission
microscopy was used to measure the position of the target particle with a high speed camera (IDT
Nx4-S2, Imaging Solutions, Eningen unter Achalm, Germany).

Differential interference contrast microscopy images were acquired simultaneously to monitor
cell morphology and behavior. Therefore, two Wollaston prisms and a DIC polarizer were inserted
into the beam path (gray beam path in fig. 3.3). DIC images were acquired with the Andor LucaR
or the Andor iXon Ultra 897 camera. To achieve the DIC effect only on the Andor cameras, the
DIC analyzer was positioned in the dual camera port directly before the Andor cameras. The
generation of the holographic optical traps is described in section 3.3.1.4. Further details about
the configuration of the hardware during the experiments are described in section 3.3.1.6, where
the precise implementation of the blinking experiments is presented.

3.3.1.4 Holographic Optical Trapping

The laser beam path to generate the holographic optical traps was described in great detail by
Adal Sabri?® Konrad Berghoff?!6 and Steve Keller'®. The main aspects of the setup are briefly
revisited in this section. Holographic optical traps were generated with an ytterbium fiber laser
(IPG YLM-5-LP-SC; continuous wave; IPG Laser, Burbach, Germany) with a central wavelength
of A = 1064nm (red beam path in fig. 3.3). This wavelength is commonly chosen for optical
tweezers as cells are nearly transparent in the near-infrared wavelength regime, and thus, only
little photodamage is induced?'6-39, The laser was operated at a constant output power of 3 W
in all experiments?'%. The polarized laser beam was run through a Faraday insulator in order
to protect the laser from back reflections, a waveplate to adjust the polarization and a beam
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Figure 3.3: Optical Setup used for the Blinking Experiments. The Nikon Eclipse Ti-E microscope
was equipped with a bright field illumination lamp used for transmission and DIC microscopy
(gray beam path). The holographic optical trap was generated with an infrared laser beam
with a wavelength of 1064 nm (red). An IR cut filter was used to block laser light reflected
in the sample from reaching the camera sensors. A detailed description of the imaging setup
is provided in the main text in section 3.3.1.3 and the laser beam path used to generate the
optical traps is described in section 3.3.1.4.

expander to adjust the beam diameter. The laser power in the sample plane was stabilized with a
feedback loop (NoiseEater, TEM Messtechnik, Hannover), in which the laser power was measured
with a photo diode and adjusted to a constant level with an acousto-optic modulator. Laser power
stability was validated by K. Berghoff?'6. The collimated beam was run through a beam expander,
which was adjusted to fully illuminate the display of the SLM. The laser power in the back focal
plane of the objective was controlled with a second wave plate and a polarizing beam splitter.
The holographic optical traps were generated with an SLM (NS XY Phase Series, P512-1064;
512px x 512 px, display size 7.68 mm x 7.68 mm Meadowlark Optics, Colorado, USA). The SLM
was used to spatially modulate the phase of the incident, collimated laser beam in the range
0 < A¢p < 2m. An SLM is essentially a spatially resolved wave plate, in which the index of
refraction of the slow extraordinary axis can be electronically controlled for every pixel. This is
achieved with nematic liquid crystals inside the display, which are reoriented as voltage is applied
to the pixels by the SLM controller?'6. As only the extraordinary optical axis of the SLM can be
controlled, the polarized beam splitter in front of the SLM was oriented such that the beam was
polarized along the extraordinary axis of the SLM. On the driver level, the voltage to orient the
nematic liquid crystals was adjusted upon the transfer of a 16 bit 512x512px image, the so-called
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phase mask, to the SLM controller containing the phase information for every pixel.

The SLM plane was then projected into the back focal plane of the objective with a telescope
consisting of two lenses L1 and L2 in 4-f configuration. In this configuration, a phase modulation
in the SLM plane results in an amplitude modulation in the corresponding Fourier plane, which
was the sample plane in this lens configuration?!6. This relationship can be used to generate and
steer multiple optical traps in the sample plane by changing the phase pattern on the SLM. The
beam path was aligned such that a single trap was generated in the center of the sample plane (0*}
order) after a homogeneous gray image (i.e. no spatial phase modulation) had been transferred to
the SLM. The amplitude in the sample plane can be modulated by transferring an inhomogeneous
phase mask to the SLM. In this work, this method was used to modulate the power directed to an
optical trap offset from the 0" order. In general, a single trap can be generated at a distance d

from the 0" order when a blazed grating is displayed on the SLM. An example of such a grating
is shown in section 3.3.1.6. With the setup shown in figure 3.3, d is given by?2!6:308
A
d= fuo % - tan (arcsin (2[\)) . (3.5)

Here, fyo is the focal length of the microscope objective, fi and fo are the focal lengths of the
lenses L1 and L2, X\ is the wavelength of the laser beam, and A is the periodicity of the blazed
grating displayed on the SLM. In the following, this trap is referred to as the 15¢ order. The cor-
responding phase mask was generated with the Gratings and Lenses algorithm?16:310311 = Ag £\,
is not provided by Nikon, the effective focal length fypo f1/f2 was calibrated to be (4506 £ 8) nm.
Details on the calibration and the derivation of equation 3.5 were provided by A. Sabri?® and K.
Berghoff?16.

3.3.1.5 Trap Calibration in Glycerol

In the cell experiments, the 15¢ order trap was used for micromanipulation. In general, the stiffness
of this trap for a given particle was fully defined by the total laser power reflected from the SLM
(which was proportional to the laser power in the sample plane), the trap geometry, i.e. the phase
image displayed on the SLM, the objective, and the refractive index of the medium. Therefore,
to reproduce a certain trap stiffness, the laser power reflected from the SLM was measured with
a power meter (PM100D; Thorlabs, Newton, New Jersey, United States) equipped with a thermal
power sensor head (S310C; Thorlabs) at the start of each measurement session. The trap geometry
was reproduced by setting the same phase mask on the SLM display in all experiments and the
same particle type was used in all experiments (2 pm; refractive index n = 1.6; Micromer COOH,
Micromod). This combination of parameters is subsequently referred to as a trap configuration.
Not all of the laser power reflected by the SLM was directed to a single optical trap in the sample
plane for several reasons. Firstly, the transmission of the 60x objective was about 70 % in the
infrared regime?!%. Secondly, the resolution and size of the SLM display were finite and thus, not
the full intensity of the beam can be directed to the 15t-order. Thirdly, the lenses and gratings
algorithm used to generate the optical traps assumed a homogeneous illumination of the SLM
display. However, the illumination in the experiment was slightly inhomogeneous due to the
Gaussian profile of the incident beam?!®. Finally, the beam diameter was adjusted by the telescope
(lenses F1 and F2 in fig. 3.3) such that the beam was slightly wider than the objective’s entrance
pupil to optimize the trapping efficiency?”3:312:313 Therefore, the stiffness of any optical trap
generated in the sample plane had to be calibrated and could not be derived from scattering
theory. As the cells pulled the particles completely out of the trap during the experiments, a
technique to calibrate the full force profile Fyy (x,y) was required.
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A suitable technique to measure the full force profile is the drag force method?73:28%:286 which was

used to calibrate the optical trap. The particles were immersed in an aqueous glycerol (Griissing,
Filsum, Germany) dispersion with a concentration of 73.6 % v/v. Glycerol was used in this project
to slow down the relaxation process into the optical trap. As the refractive index of pure glycerol is
about 1.52'3 and as such, different from the refractive index of the immersion medium, the optical
trapping forces determined here are only a coarse approximation for the trapping forces exerted
on the particles during the cell experiments. A detailed discussion about the implications of this
issue for the cell experiments is provided in section 3.3.3. A technique to calibrate the optical trap
in water is provided in section 3.4.1.4.

The force measurements were carried out at 37°C. At this temperature the viscosity of the
glycerol solution 7 is 19.3mPas?!4. A particle was trapped in the 1% order trap 3pm above the
coverslip and the trap was turned off. Then, the microscope stage was moved laterally by 2.5 pm
in the +z and —z directions. The trap was turned on again and the relaxation of the particle
towards the trap center position was recorded with the IDT NX4-S2 high speed camera at a frame
rate of 1kHz. The particle trajectory was tracked with a custom-written MATLAB (MATLAB
R2018a; The MathWorks, Natick, MA, USA) algorithm based on the fast template matching
algorithm published by Lewis in 199531°. The tracking algorithm compares a small, manually
chosen reference image of the particle in the first frame I, with all subsequent images I iq by
calculating the normalized 2D cross correlation image®'® CC of I e and I,iq (fig. 3.4). The cross
correlation image peaks at the position where I;q is most similar to I..¢. This peak was detected
with a custom peak detection routine published by Style et al.?! and fitted with a 2D Gaussian

function of the form
=\ (Y= ny)
f(z,y) = Aexp ((UX> + <0y> ) + B. (3.6)

Here, A is the local amplitude of the cross correlation function, B is the offset and o is the width
of the peak, indicating the precision of the detection. The fitted peak positions (ux, py) of the
cross correlation function were used as the new particle position. The tracking algorithm achieved
a localization accuracy of a few nanometers relative to the first frame in the video, depending on
the input datal®3:216,

In case of low Reynolds numbers, inertia can be neglected when the particle density is similar to
the density of water, which was the case during the experiments®!”318. The optical force during
the relaxation was therefore only balanced by hydrodynamic drag at any point in time?®%286, The
measurements were carried out at a small distance h = 3 pm above the coverslip relative to the
particle radius R = 1pm. In this case, the hydrodynamic force and also the optical force on the
particle is given by?73:319-321

Fopt = 6mnyRuv, (3.7)

where v is the instantaneous particle velocity and n is the viscosity of the glycerol solution. The
dimensionless parameter - corrects for the increased drag due to the influence of the nearby

coverslip319-320:
97 1r\3 45 ;e\t 1 e8]
S R ORI
7 [ 6% 8\n) “256\n) T16\n (8:8)
The trap coordinate system was chosen such that the point (z,y) = (0,0) was equal to the trap’s
equilibrium position, which was equal to the averaged particle position after relaxation. The

force profiles of three different trap configurations along the x-axis are shown in figure 3.5. The
measurements were repeated by deflecting the particle in the +y and —y direction.
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Figure 3.4: Principle of the cross correlation tracking algorithm. The reference image Icf is
compared to every subsequent image in the video I,iq by calculating the normalized 2D cross

correlation function. The cross correlation function peaks at the position where Iyiq and Iyer
are most similar.
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Figure 3.5: Results of the trap calibration with the drag force method along the x-axis. 2 pm-
sized polystyrene particles were dispersed in an aqueous glycerol solution with a concentration
of 73.5% v/v and trapped in the 1°° order optical trap. The relaxation into the trap was
recorded at a frame rate of 1000 Hz and tracked with the cross correlation tracker. Linear func-
tions were fitted to the linear regime near the trap center to determine the trap stiffnesses in
three different trap configurations: kyx = dFopt,x/dx = (300 & 10) pN/pm, (120 £ 10) pN/pm,
and (100 £ 10) pN/um. Error bars denote the standard deviation of the measured forces in
intervals of Az = 50nm. Figure adapted from Berghoff et al., Biophysical Journal, 2021239,
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3.3.1.6 Blinking Trap Experiments

Directly before the blinking trap experiments, the coverslips together with the adherent cells were
washed in DPBS, glued to aluminium holders with vacuum grease (Karasilon paste; Kurt Ober-
meier, Bad Berleburg, Germany) and immersed in minimal essential medium (Gibco) supplemented
with 5 % HEPES (Gibco) as a pH buffer3?? together with 1 % penicillin-streptomycin (Gibco). Fur-
thermore, IgG-coated particles with a diameter of 2 um (sec. 3.3.1.2) were added at a concentration
of typically 5 x 107 /ml. The aluminium holder was sealed with a second coverslip to prevent evapo-
ration during the experiments and to avoid optical distortions, which would arise due to the surface
curvature of the medium. The sample was placed on the stage of the Eclipse Ti-E microscope (sec.
3.3.1.3 and fig. 3.3). In some experiments, CytoD (Sigma Aldrich Chemie, Miinchen, Germany)
was added to the imaging medium to inhibit the polymerization of filamentous actin. The cells
were incubated at concentrations of ccytop = 11M and coytop = 5pM for at least 15 minutes
before the experiments.

The blinking experiments were carried out as illustrated in figure 3.2. An IgG-coated polystyrene
particle was trapped in one of the 1% order traps calibrated in section 3.3.1.5, which was located
a few micrometers away from the 0" order. The phase mask displayed on the SLM in the Fourier
plane used to generate to such a 1% order trap is shown in figure 3.6A. Then, the camera fans and
the incubation chamber fan were turned off to minimize vibrations.

Two time series of the binding process were captured simultaneously. The particle position was
recorded with bright field microscopy with the Nx4-S2 camera capturing images at a high frame
rate of 500 Hz or 1000 Hz. The high speed data was used to measure the viscoelastic properties of
the cells. A frame rate of 500 Hz was found to be sufficient to resolve the particle dynamics upon
force modulation. In order to monitor the cell shape and viability, DIC images were acquired with
the Andor LucaR or Andor iXon Ultra 897 cameras with a far lower frame rate of 1 to 10 Hz,
which was fast enough to capture the dynamics of the cell.

Then, the particle was carefully attached to the cell (fig. 3.6B). The step response of the cell was
measured after the inital binding as follows. The supply voltage of the SLM display was turned
off to disable the phase modulation in the Fourier plane (fig. 3.6C). In this configuration, the 15
order trap was turned off and the laser intensity was directed to the 0" order (fig. 3.6D). As the
15¢ order trap was switched off, the particle relaxed away the trap center. This relaxation was,
however, not necessarily directed towards the nucleus as the particles fluctuated randomly inside
the trap (fig. 3.7). 2s later, the 15 order trap was turned on again by reenabling the supply
voltage of the SLM display (fig. 3.6A,B). The particle was subsequently pulled towards the trap
center again. This blinking process was repeated until the cell had ultimately pulled the particle
out of the trap. Thus, the blinking frequency was 0.25Hz and the optical force Fyor exerted on
the particle was also modulated with a frequency of 0.25 Hz.

A montage of DIC images captured during a blinking experiment is shown in figure 3.7. Eventu-
ally, the particles were pulled out of the optical trap by the cell. There was, however, a big variance
between measurements. While some particles left the optical trap after 1 min, other particles were
far slower and stayed inside the trap for multiple minutes. The typical time scale was about 3 min
for untreated cells.

The particle positions were tracked in the high speed images as described in section 3.3.1.5.
When the particles were not bound to the membrane and diffusing in the optical trap, the particles
appeared in all four quadrants defined by the z and y axes of the coordinate system within short
time intervals. After particle binding, these fluctuations quickly reduced and the particles were
dragged away from the trap center position. Hence, the attachment time was defined as the time
at which the particle had not appeared in all four quadrants for eight consecutive seconds for the
first time. The precision of the attachment time point can therefore be roughly estimated to be
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Figure 3.6: Implementation of the blinking experiments. (A) The phase mask displayed on the
SLM in the Fourier plane used to generate the 15 order optical trap. Black regions indicate
areas with no phase modulation and white regions indicate areas with a phase modulation
of almost 2. Gray values indicate phases in between 0 and 27 (linear scaling)®*®. (B) The
corresponding trap was used to exert optical forces Fuor on the particle attached to the
macrophage. (C) To apply the blinking, the 1°* order trap was switched off by disabling the
supply voltage of the SLM display. (D) In the sample plane, the laser intensity was directed
to the 0" order trap and no optical force was exerted on the particle. The particle relaxed
away from the trap center position. 2s after the trap had been switched off, the 15* order trap
was switched on again (A,B) and the particle relaxed towards the trap center position. Again,
2s later, the trap was switched off (panels C and D). This blinking process was repeated to
modulate the optical forces with a frequency of 0.25Hz. The optical force exerted by the
holographic optical trap as a function of time during this process is given by equation 3.19.
Panels B and D adapted from Berghoff et al., Biophysical Journal, 2021%3°.

8s. Without exception, the time ¢ is given relative to this attachment time in the rest of this
chapter. The average particle position before attachment was defined as the equilibrium position
of the optical trap (z,y) = (0,0). The radial distance p from the trap center is given by

p(t) =z () +y (1) (3.9)

A typical particle trajectory p(t) is shown in figure 3.8. Generally, p(t) increased during the
measurement on a time scale of about a minute, as the particle was gradually pulled out of the
optical trap (fig. 3.7). In the trajectory, the modulation due to the blinking trap is clearly visible.
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Figure 3.7: DIC images acquired during a blinking experiment with a J774 macrophage with-
out CytoD. Time is given relative to the attachment time. The cell was very active and
the membrane ruffled, especially on the lamellipodium at the top. The nucleus is visible at
the bottom. The position of the 15 order trap is highlighted with a red circle. The particle
moved apparently randomly inside the optical trap and was eventually pulled out of the trap
after about 4.5 min. The time is given relative to the attachment time (sec. 3.3.1.6).
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Figure 3.8: Typical particle trajectory during a blinking experiment. The time is given relative
to the attachment time point (black arrow). The modulation of the optical force lead to
periodic increases and decreases of p (t) with a frequency of 0.25Hz. After the attachment
and during the blinking phase, the particle was subsequently pulled away from the trap center.
p did however not always increase monotonically. Transport back to the trap center and also
pause phases were observed (fig. 3.7). Figure adapted from Berghoff et al., Biophysical
Journal, 2021239,

p (t) decreased after the trap was turned on and it increased after the trap was turned off. However,
there was no experimental time synchronization between the switching time of the trap and the
high speed data available. Therefore, the switching times of the trap had to be detected in the
post analysis in order to obtain the cellular rheology from p (¢). The corresponding methods are
described in the next section.

3.3.1.7 Blinking Event Detection

A custom written routine was developed in MATLAB to detect the individual blinking events in
the particle trajectories (fig. 3.9A). The radial component of the particle velocity dp/dt (fig. 3.9B,
black curve) was filtered with a sharp, normalized band pass filter with a frequency of 0.25Hz
to isolate the blinking modulation (fig. 3.9B, yellow curve). The filter was designed such that it
retained the sign of dp/dt, which allowed the distinction of those time points, at which the laser
was turned on, from those, when the laser was turned off. Next, a custom-written peak finder was
applied to detect the time points, at which the absolute value of the velocity was highest. These
time points were located in the middle of the rising and falling edges of p (¢) (fig 3.9 A and B, closed
symbols). Starting from these time points of highest velocity, the unfiltered radial velocity was
backtracked until the sign of the unfiltered velocity had changed last. These time points ¢ty were
defined as the start of the blinking events (fig. 3.9 A and B, open symbols). The corresponding
radial distance py = p (t9) is subsequently referred to as the offset of a blinking event.
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Figure 3.9: Automated detection of individual blinking events. (A) The particle trajectory p (t)
was (B) derived with respect to time to calculate the instantaneous velocity dp/dt. The
blinking signal was isolated by filtering the velocity with a sharp band pass filter with a
frequency of 0.25Hz (B, yellow curve). The time points with the highest filtered velocity
(closed symbols) were used as starting points to backtrack to the time points at which the
laser was turned on or off (open symbols). These time points were defined as the points
at which the sign of the unfiltered velocity had changed last before a velocity peak. The
corresponding positions were defined as the blinking event offsets pg. Figure adapted from
Berghoff et al., Biophysical Journal, 2021239,

3.3.1.8 Mechanical Modeling of the Blinking Events

In this section, the theory to derive the viscoelastic properties of the cells from the experimental
data is established. In contrast to elastic systems, in which stress and strain are related by Hooke’s
law (eq. 2.18) and in which the stress is fully defined by the current strain at all times, viscoelastic
systems such as cells have an inherent memory. This implies that all stresses o applied to a
viscoelastic system in the past generally have an influence on the current strain e. Mathematically,
this memory effect can be described by the tensile creep response J (t)3237325:

€(t) = /_t AT (£ — 1) diéf!). (3.10)

In the early 2000s, it was established that the viscoelastic response of cells can not be modeled
with a finite number of spring-dashpod elements. In other words, the viscoelastic response of cells
can not be characterized by distinct time scales?*”. Instead, Fabry et al.3?6 were the first to show
that J (t) of cells can be described by a scale free power law of the form?237:326:327

T(8) = jo (T’;)B (3.11)

Here, jj is the tensile creep compliance. § is the material’s power law exponent, which describes the
relation between elastic and viscous contributions. 7y is an arbitrary time normalization constant,
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Figure 3.10: Step response of viscoelastic materials with different power law exponents /.
€ (t) was calculated with equation 3.13. Figure drawn according to Kollmannsberger and
Fabry??”.

which is typically set to 1s327. The model described by equations 3.10 and 3.11 extends Hookes
law (eq. 2.18) such that it can describe purely viscous materials, purely elastic materials, and
viscoelastic materials. This can be illustrated as follows. Assume that the stress exerted on such a
system jumps to a finite value oy instantly at ¢ = 0. Such a jump can be described by the Heaviside
function O ():

o (t) = 00O(1). (3.12)
Inserting equation 3.12 into equation 3.10 yields the step response of the system:
0 t<0
e(t) = B (3.13)

B 00 jo (%) t> 0.

In figure 3.10, the normalized step response is plotted for different values of 8. In case of =1,
the material is purely viscous and the strain increases with a constant velocity. In case of § = 0,
the material is purely elastic and equation 3.10 simplifies to Hooke’s law (eq. 2.18). In this case,
the strain jumps to a constant value and the compliance jj is the inverse of the elastic modulus
E (eq. 3.13 and 2.18). For 0 < 8 < 1, the system’s response contains both elastic and viscous
contributions. Near ¢t = 0, the initial curve slope is infinitely high for 5 < 1 (eq. 3.13 and fig.
3.10). This reflects the fact that the initial system response is purely elastic and viscous effects
only slow down the response when the velocity is already larger than 0.

In the blinking experiments, two forces, i.e. the optical force Fyor exerted by the holographic
optical trap and the cellular force F.q acted on the particle. The total stress o on the particle is

therefore given by
F Fee
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Here, A is the contact area between the cell and the particle. Inserting equations 3.11 and 3.14
into equation 3.10, the strain ¢ becomes

b (=) d (Fuor () + Fen(t)
e(t):/ dt'jo~—3 dt/< = At - ) )

— 00 0

Equation 3.15 can be simplified with a few assumptions. Firstly, the background drift of p (t) was
likely caused by the cellular forces Fi o, exerted on the particle. As these forces were unknown,
the background drift could not be used to gain information about the viscoelastic properties of
the cell. Secondly, the direction of the background motion appeared to change on a time scale of
10 or more seconds, which was slower than the time scale of the blinking modulation (fig. 3.8).
Thus, the assumption was made that during a short time period after trap switching, Feen did not
change. Furthermore, it was assumed that the viscoelastic properties of the cells and the contact
radius did not change on the time scale of a blinking event:

ddo _ o 48 _, dAd_ 0 dFean
a7 4y 7 dy 7 dy
To keep the errors induced by these assumptions low, only the first 500 ms of every blinking event

were used for data evaluation. Furthermore, assuming that the influence of all previously applied
forces was negligible, the change of the strain during one blinking event simplifies to:

=0, (3.16)

jo T ,(T*T’)ﬁ dFHOT (T’)
Ae (7') 7 0 dr 7_05 d+ : (3'17)
Here 7 =t — ¢y is the time since the blinking event started.

The force exerted by the holographic optical trap during a blinking event was modeled with the
following two considerations. Firstly, since the particle positions were not necessarily located on
the axes of the coordinate system, the calibration profiles along the x and y axes were combined
to estimate the optical force F,p; at a random position (z,y). To account for slight asymmetries
in the trap geometry of typically a few percent, Fop (2, y) was estimated with

Fopt (.73, y) = F02pt,x

+ ngt,y, (3.18)
accounting for the quasi-Gaussian profile of the beam. The z displacement was not considered in the
data evaluation, although the particles sometimes moved considerably along the axial direction.
This can for example be seen as the particle images in figure 3.7 at ¢ = 26s and ¢t = 57s are
considerably different. In this regard, the actual optical forces were lower than estimated by
equation 3.18. The consequences of this omission are discussed in section 3.3.3. The optical force
Fopt (z,y) was assumed to always be directed towards the equilibrium position. Secondly, the time
required for the particles to relax towards the trap center position was on the order of a few tens
of milliseconds, depending on the condition. This relaxation time was similar to the characteristic
switching time of the SLM 7g1,M, i.e. the time required until a new phase pattern was established
on the display. Therefore, the rise and fall times of the intensity of the 15¢ order trap had to be
accounted for in the data evaluation. K. Berghoff validated that the rise and fall of the intensity
of the 1%¢ order was well described by an exponential relationship with a characteristic switching
time 7sp\ of 17 ms, which was in line with the manufacturers specification?'®. Consequently, the
optical force exerted on the particle during blinking was given by

e~ 7/TsLM laser switched off at 7 =0

. (3.19)
1 — e T/™IM  |ager switched on at T = 0.

Fror (1) = Fopt (p (7)) {

87



3 Cell Rheology and Cell-Particle Contact Dynamics during Phagocytic Binding

Inserting equation 3.19 into equation 3.17 yields:

Ae (1) = U VAN (3.20)

(r—1)° d (') o /Tt laser switched off at 7/ =0
= - /
4 Jo T(? dr' " 1 —e 7/t aser switched on at 7/ = 0.

The contact area A = 7r? was modeled to be roughly circular with a contact radius r. To estimate

the strain, a coarse approximation of the depth of the deformation field was used. An analogy
is found in the steel sphere experiments presented in chapter 2, where the finite layer thickness
h influenced the indentation depth d(h) of the spheres, when the contact radius and the layer
thickness were approximately equal. Therefore, the depth and the lateral size of the deformation
field, which was roughly equal to the contact radius, were approximately equal in those experiments.
In analogy to those observations, the depth of the deformation field in the blinking experiments
presented here was also modeled to be roughly equal to the contact radius r. Consequently, the
change of the strain Ae = Ap/r was estimated by the change of p since the start of the blinking
event Ap = p — pg, divided by the depth of the deformation field, which was approximated by 7.
The same assumption was, for example, suggested by Kollmannsberger et al.327. Thus, the spatial
resolution of the experiment is approximately given by the contact radius and the volume of the
probed region is roughly equal to 73. With these assumptions, Ap () can be derived:

T — 78 d e~ T /TsLu laser switched off at 7/ =0
Ap(T) =« dT’u—F ! , 3.21
p(7) /0 Toﬁ dr’ "o (™) 1—e 7/™uM  Jager switched on at 7/ = 0. ( )
« is the blinking amplitude _
Jo
= —. 3.22
@ r ( )

Thus, the blinking amplitude was a function of the cellular compliance jo and the contact radius
r between the particle and the cell. As the contact radius could not be determined from the DIC
images, both contributions could not be separated in a single experiment. Instead, the experiments
described above were repeated with different trap stiffnesses and different concentrations of CytoD
to isolate both effects. The corresponding model is presented in the results section 3.3.2.1.

In the derivation above, the cellular forces were neglected. However, the background drift pos-
sibly caused by such forces was clearly visible in the particle trajectories. In the derivation given
above, the cellular response should, in general be symmetric, i.e. the absolute values of Ap induced
by force jumps of £AF,,¢ should be symmetrical. The background drift, possibly caused by the
cellular forces, however, reduced this symmetry as p (t) gradually increased during the experiments.
Therefore, the background drift was subtracted to isolate the displacement Apco,, caused by the
optical force alone. The background drift was quantified by fitting a shape preserving cubic spline
(fig. 3.11, red curve) to the blinking event offsets po(r = 0) of those blinking events, when the
laser was turned off (fig. 3.9, red open squares). The spline was then subtracted from the raw data
to yield peorr (fig. 3.11, blue curve). Changes of peorr were thus considered to be solely caused by
changes of the optical force:

T S
Apcorr (T) = O4/0 dT/(iﬁ@Fopt (T/) (323)

S 1 — e 7'/mstM  aser switched on at 7/ = 0.

)P d {eT//TSLM laser switched off at 7/ =0
Equation 3.23 was fitted numerically to Apeoyr (t) (fig. 3.11, blue curve) of every blinking event
to obtain the blinking amplitude o and the power law exponent 3. The optical force F,p; was
derived from the unprocessed particle position using equation 3.18 and the trap calibration curves
discussed in section 3.3.1.5.
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Figure 3.11: Background drift correction during the blinking experiments. The time is given
relative to the attachment time point (black arrow). After the attachment and during
the blinking phase, the particle was subsequently pulled away from the trap center. p did
however not always increase monotonically. Transport back to the trap center and also pause
phases were observed (fig. 3.7), which can likely be attributed to cellular forces acting on
the particle. The background was quantified by fitting a cubic shape-preserving spline to
the blinking event offsets po, at which the laser was turned off (red curve, see main text and
fig. 3.9, red open squares). The corrected curve peorr is shown in blue. Figure adapted from
Berghoff et al., Biophysical Journal, 2021239,

In some of the blinking events, the drift could not be fully corrected and the fit results were
not plausible. Fits which did not yield a positive amplitude and fits, which yielded a power law
exponent outside the range 0 < 8 < 1 were discarded. Furthermore, fitted functions Apgs, which
deviated strongly from the measured data, i.e.

<(Apﬁt,i - Apcorr,i)2>
1- <08 (3.24)

<(Apcorr,i - <Apcorr,i>)2>

were also discarded. Here, (...) denotes the mean value of all data points indexed by i. In most of
those discarded cases, the drift changed drastically during one event and could not be corrected
for with the fitted spline.

Examples of fitted functions are shown in figure 3.12. The fits of equation 3.23 were generally in
very good agreement with the experimental data. The ideal step response of a viscoelastic system
with J (¢) given by equation 3.11 has an infinitely high slope near 7 = 0 for § < 1 (eq. 3.13 and fig.
3.10). This was not observed in the experiment. The initial slope of Apco,r Was instead dominated
by the switching time of the SLM 7g1,m, which was corrected for by the numerical fit of equation
3.23. The results for pg, a, and B obtained from multiple cells were pooled and averaged over
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Figure 3.12: Fits of the creep response function to the blinking data. Equation 3.23 (red) was
fitted to Apcorr (7) (black). Apcorr changed suddenly upon changes of the optical force
Fuor. When the trap was turned on, Apcorr decreased (left column) and when the trap
was turned off, Apcorr increased (right column). Equation 3.23 was in very good agreement

with the experimental data, especially near 7 = 0, where the influence of the switching time

of the SLM 7sr,m was high.

intervals of 20s to reduce noise and to eliminate cell-to-cell variations. The results are presented

in section 3.3.2.1.
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po(t)=A+ Bt B(t)=C+Dt
k/ CCytoD/ Al B/ ¢ D/ Jo/
pNpum~1! M nm pm min~! 1x 1073 min! kPa~!
300 £+ 10 0 0.46 £0.02 | 0.28+0.02 | 0.25£0.01 —25+10 2.8 +0.5
120 + 10 0 0.444+0.02 | 0.18 £0.01 | 0.28 +0.01 —29+5 7.9+0.8
100 £ 10 0 0.28 £0.01 | 0.25+0.01 | 0.28£0.01 —27+6 9.5+1.0
100 £ 10 1 0.40+0.02 | 0.14£0.01 | 0.29+0.01 -3+£5 8.7+0.8
100 £ 10 5 0.26 £ 0.02 | 0.06 £0.01 | 0.44 £0.02 —10£5 20.0£0.6

Table 3.1: Results of the blinking experiments. Blinking event offset pg (t), power law expo-
nent [ (t) and cellular compliance jo of macrophages measured after the binding of an
IgG-coated particle with a diameter of 2 pm. The measurement was carried out for three
optical trap stiffnesses & and for various concentrations of CytoD ccyiop. The errors
were determined with Monte-Carlo simulations, considering the errors of the averaged
data points in figure 3.13.

3.3.1.9 Fixed Cytochalasin D Treated Cells

CytoD was used to disrupt the actin cytoskeleton of the cells. In order to visualize the influence of
CytoD on the cortical actin, Lifeact-GFP transfected J774 macrophages were treated with CytoD
at concentrations of ccytop = 1pM and ccytoap = 5pM for 30min and fixed in 4% paraform-
aldehyde for 15 min. Fluoromount-G (Thermo Fisher Scientific) was used to mount the coverslips
to object slides. The cells were imaged with an electron multiplying charge-coupled device camera
(Evolve 512; Photometrics, Tucson, Arizona, USA) mounted on a DMI 6000 microscope (Leica SD
AF; Leica, Wetzlar, Germany), which was equipped with a confocal spinning disc unit (CSU-X1;
Yokogawa, Musashino, Japan). Analogous control experiments were conducted without CytoD
(coytonp = 01M). Confocal images of the corex are shown in section 3.3.2.2.

3.3.2 Results
3.3.2.1 Cell and Contact Mechanics During the Early Binding Phase

Blinking experiments without CytoD were carried out with three different trap stiffnesses (k =
300pNum~!, k = 120pNpm~!, &k = 100pNpm~1!). At a trap stiffness of 100 pNpm~—!, cells
treated with a low concentration of CytoD (ccytop = 1 M) and cells treated with a high concen-
tration of CytoD (ceytop = 5 uM) were also probed with the blinking holographic optical tweezers
setup.

As already stated in section 3.3.1.6, the blinking event offsets pg (t) varied from experiment
to experiment. When averaged over multiple trajectories, the blinking event offsets py increased
monotonically with time for all three trap stiffnesses (fig. 3.13A). A linear function was fitted
to po (t) to quantify the average radial velocity, with which the particles left the optical trap
(tab. 3.1). For the three trap stiffnesses, these radial velocities were very similar for untreated
cells and ranged between (0.18 £ 0.01) pmmin~! (k = 120pNpum~!) and (0.28 & 0.02) pm min~!
(k = 300pNum~1!). The fact that the highest velocity was found for the stiffest trap indicates
that the cellular forces pulling the particle out of the trap were not influenced by the trapping
laser. Even at a low CytoD concentration of ceytop = 1uM, po increased with a velocity of
dpo/dt = 0.14pms™!, which was slightly slower than in all untreated conditions. Cells treated
with ceytop = 5 1M pulled the particles considerably slower out of the trap center position. The
radial velocity was dpg/dt = (0.06 & 0.01) pms—*.
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Figure 3.13: Results of the blinking experiments. (A) Blinking event offset po, (B) power law
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exponent 3 , and (C) the blinking amplitude « as a function of the time after attachment
for different conditions. The data was acquired from N trajectories (ceytop = OuM: k =
300pN/pm: N =18, k = 120pN/um: N = 47, k = 100pN/pum: N = 16; ceytop = 1 uM:
N = 17; ceytop = 5uM: N = 5). The data were pooled in intervals of 20s and every data
point represents at least 15 individual blinking events. Error bars represent the standard
error of mean. Linear functions were fitted to (A) po (t) and (B) S () to quantify the
temporal evolution. The fit parameters are shown in table 3.1. (C) The amplitudes of all
conditions were fitted simultaneously with equations 3.22 and 3.25 with ¢o,c, 7, and the five
compliances jo as the only free parameters. R was assumed to be 1um and djo/dt was
assumed to be 0. The fitted values of jo are given in table 3.1 and the fitted contact radius
r (t) is shown in panel D. The relative errors of r were determined from the experimental
errors of a with Monte-Carlo simulations and they were on the order of 4 %. The error bars
in panels A, B, and C represent the standard error of mean. Figure adapted from Berghoff
et al., Biophysical Journal, 2021239,
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The power law exponents 8 of untreated cells were on the order of 0.2-0.3 and decreased slightly
with time at rates between (—0.027 £ 0.001) min~—! (£ = 100 pN pm~!) and (—0.029 £ 0.005) min~*
(k = 100pN pm~1!), indicating that the cellular response was slightly more elastic at the end of
the experiments. Cells treated with a low CytoD concentration of 1 pM were slightly more viscous
and their response did not become more elastic with time. g stayed relatively constant with values
slightly below 0.3. However, at a high concentration of 5 pM of CytoD, the macrophages were far
more viscous and the power law exponent was about 0.4 to 0.45.

The blinking amplitudes a dropped considerably as a function of time in all conditions and at
the end of the experiments 3 to 4 min after the attachment, the amplitude had typically dropped
to about 1/5 of its original value, seemingly converging to a constant value (fig. 3.13C). This effect
was also observed in the majority of the individual trajectories p (¢) where the particle displacement
was generally largest at the beginning of the experiment (fig. 3.11), even though the forces were
low as the blinking event offsets py were small compared to the trap size (fig. 3.5 and 3.13A).

As « is a function of the compliance jy and of the contact radius r (eq. 3.22), both parameters
could theoretically cause the observed decrease of the cellular compliance. Firstly, it is possible
that the cells’ compliance j, decreased with time. Such a decrease of the compliance could have
been caused by the polymerization of cortical actin, possibly initiated by the binding of IgG to
FcyR. However, a similarly strong time dependence was not observed in the power law exponent
B, which is also mediated by the cortical structure. Furthermore, the time scale, at which the
amplitude decreased was identical in all tested conditions, especially at ccytop = 5pM. At this
CytoD concentration, actin polymerization should be considerably slowed down compared to the
untreated conditions. Thus, it appears unlikely that a significant and reproducible remodeling
of cortical actin happened during the early binding phase. This hypothesis is also supported
by experiments conducted with Lifeact-GFP transfected macrophages. The data presented in
section 3.4.2.1 demonstrates that the actin density below the target does not increase systematically
directly after cell-particle contact. Instead, actin polymerized in a quasi-periodic manner with
an unstable frequency of roughly 40s. As the blinking amplitudes presented here represent an
average of multiple cells, it it highly unlikely that the decrease of the amplitude was caused by a
reproducible, structural change of the cortex.

As the time scale of the process was independent of the CytoD concentration, it is far more
likely that the process which caused the decrease of the amplitude is solely related to membrane
proteins or the membrane itself. In this regard, the second possible explanation that the cell-
particle contact radius r increased appears to be highly likely. As ¢ = 0 was the attachment time
point, time dependent changes of the amplitude in the early phase of the experiments certainly
reflected an increase of r (¢). Such an increase could for example be mediated by the binding of
IgG to FcyR32®. As the amplitudes seemingly converged to a constant value at the end of the
experiments, 7 (t) was modeled with a sigmoidal function.

r(t) = R

= 1+ exp (7%&) (3.25)

b

The binding process was thus characterized with one characteristic length scale and two character-
istic time scales. First, the assumption was made that the contact radius converged to the particle
radius R = 1um for ¢ — oo in all conditions. The first time scale #y . is the duration until the
contact radius had reached 50 % of its final value and the second time scale 7, is the duration of
the binding dynamics. For example a high 7y, describes a slow binding process and vice versa.

To determine the creep compliances jo, to and 7, the amplitude a (r (t)) (eq. 3.23 and 3.25)
was fitted to the experimental results for all five conditions simultaneously. The fits are shown
in figure 3.13C and the creep compliances jy are summarized in table 3.1. The cells’ compli-

93



3 Cell Rheology and Cell-Particle Contact Dynamics during Phagocytic Binding

ances decreased with increasing trap stiffness, i.e. with higher forces. Cells probed with the
trap with (100 £ 10) pN/pm had a compliance of jo = (9.5 4 1.0)kPa~!. j, decreased slightly
to (7.9+£0.8)kPa~! at k = (120 £ 10) pN/pum and decreased considerably to (2.8 & 0.5) kPa~!
at k = (3004 10)pN/um. At a low CytoD concentration of 1uM, the measured compliance
was (8.7 £0.8)kPa~—!, which is, considering the margin of errors, an insignificant change com-
pared to the untreated condition. However, at a high CytoD concentration of 5uM, the cells’
compliance had increased considerably compared to the untreated case and was measured to be
Jo = (200 + 06) kPa~1l.

The fitted contact radius B

r(t) = _t—(39:t5)s} ’

_ (3.26)
1+exp [ 28%3

is shown in figure 3.13D. The relative error of r (t) was determined from the standard errors of
mean of « with Monte-Carlo simulations and it was on the order of 4%. Note that this error
does not account for the uncertainty of the convergence point R, which could theoretically also
be smaller than 1pm. The time scale of the initial binding process was 7, = (28 & 3) s and about
2min after the attachment, the initial binding process came to a halt. tp. = (39 £ 5)s after the
initial contact, the contact radius had reached 50 % of its final value, which was assumed to the
particle radius R. As the contact area scales with 72, the contact area reached 50 % of its final
extent about 1 min after the initial contact was made. Interestingly, the model predicts that the
contact radius had already reached = 20 % of its final value at t = 0. This was most likely caused
by the definition of the attachment time point, which had an accuracy of about 8s (sec. 3.3.1.7).

3.3.2.2 Influence of CytoD on the Cortical Structure

In order to probe whether the measured fluidification and the increased compliance of the cells at
CeytoD = DM is reflected by changes in the cortical structure, Lifeact-GFP transfected cells were
treated with 1 pM and 5 pM and fixed with PFA (sec. 3.3.1.9). Confocal imaging revealed that
the cortical texture of cells treated with a high concentration of CytoD was significantly different
from untreated cells. While untreated cells had discernible F-actin filaments with a length of a
few micrometers, the filaments were a lot shorter in cells treated with 1M of CytoD. No such
structures were visible in cells treated with 5uM of CytoD (fig. 3.14). This was also reflected by
the observation of K. Berghoff that the cells treated with 1 pM of CytoD showed far less membrane
ruffling than untreated cells and cells treated with 5 pM did not show membrane ruffling at all?3.
Blebbing, which happens when the link between the cortex and the membrane is cleaved®??, was
not observed even at ccytop = 5 m, indicating that parts of the cortex were still intact.

3.3.3 Discussion

In this section, a technique to measure the viscoelastic parameters of cells with blinking holo-
graphic optical tweezers was developed. The viscoelasticity of the cells was described with soft
glassy rheology?37297:330 and good agreement between the model and the experimental results
was observed. The technique was demonstrated to be capable of resolving the temporal evolution
of the contact radius r (t), the creep compliance jg, and the power law exponent 8 with a temporal
resolution of about 20s. 7 (¢) and j, were determined by analyzing the blinking amplitude .

As CytoD decreases the polymerization rate of actin?67:268 | the experiments with CytoD-treated
cells established that the cellular viscoelastic response measured with blinking experiments was,
at least in part, mediated by filamentous actin. While the effects of a low CytoD concentration
of ceytop = 1uM on jo and S were relatively minor, both on the cortical structure and on the
viscoelastic parameters, a high concentration of c.ytop = 5 1M had a considerable effect. Firstly,
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Figure 3.14: Influence of CytoD on the cortical structure. DIC images of Lifeact-GFP transfected
macrophages (top row) and the corresponding confocal fluorescence images showing the
cortical F-actin structure (middle and bottom row) at CytoD concentrations of (A) ceytop =
0uM, (B) ceytop = 1pM, and (C) ccytop = 5pM. While filamentous structures forming
the cell cortex are clearly visible directly below the membrane at ccytop = 0pM, the size
of and density of cortical actin filaments was slightly decreased at ccytop = 1uM. At a
concentration of 5 uM, the distribution of F-actin below the cell membrane was without any
discernible structure. The macrophages did not form any stress fibers. Figure adapted from
Berghoff et al., Biophysical Journal, 2021239,

the cortical structure was significantly different from that of untreated cells and no actin filaments
with a length of a few micrometers were visible at the cortex as it was the case for untreated cells
(fig. 3.14). Furthermore, the compliance jj increased approximately twofold from (9.5 + 1.0) kPa~!
to 20.0kPa~!. § increased from about 0.2-0.3 to 0.4, indicating that the probed parts of the cell
became considerably more viscous upon the addition of CytoD. Such an increase of the compliance
and fluidization upon the addition of CytoD has been observed previously. For example, Cai et
al. used an atomic force microscope and showed that the power law exponent of mouse fibroblasts
increased from 0.32 to 0.37 upon treatment with ceytop = 2puM?330. This can most likely be
attributed to the fact that the structure of the cortex was considerably less dense under the
influence of CytoD. In particular, the length of the actin filaments in the cortex was observed to
be smaller than the size of the sphere at ccytop = 5 1M with the confocal images. The rheological
situation in this case is very similar to the hard tracer particles embedded in the films probed with
the steel spheres in section 2. Those tracer particles do not influence the stress strain relationship
when the probing length scale is considerably larger than the size of the particles. Thus, such short
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actin filaments are not deformed but rather displaced when a force acts on the probe.

In all tested conditions and in particular for cells treated with a high concentration of CytoD,
the characteristic timescale at which the blinking amplitude « decreased was about 30s, which
was reflected by the fact that the same sigmoidal function r (¢) explained the full time dependence
of a(t) (fig. 3.13C). As this timescale, in contrast to the altered viscoelastic parameters, was
also not affected by the high CytoD concentration, is appears unlikely that remodeling of cortical
actin caused the decrease of the amplitudes, especially considering the fact that cortical actin
was highly depolymerized at ccyiop = 5pM. Furthermore, no indication was found that the
cellular compliance jj changed systematically after particle binding. Consequently, it also appears
unlikely that the binding of IgG to FcyR initiated a reproducible depolymerization of cortical actin
during the first minutes after particle attachment. Such a localized remodeling in the early phase
after particle binding was also not observed in the experiments conducted with the Lifeact-GFP
transfected macrophages (sec. 3.4.2.1). It is, however, likely that the contact radius increased
in a monotonic manner due to the adhesion between the particle and the cell, which could have
been mediated by either unspecific binding, specific binding of membrane receptors to proteins
in the medium, which adhered to the particle surface, or specific binding of IgG to FcyR. It is
also possible that dedicated adhesion sites such as podosomes or focal adhesions formed on the
particle surface. However, as these adhesion sites mechanically couple the ECM to the cortex (sec.
1.1), and as the adhesion dynamics were not affected by CytoD, it is questionable whether those
structures were the main drivers of the mechanical bonds between the cell and the particles.

Instead, in the experiments discussed in chapter 4, it was established that the (-potential, a
measure of the surface charge of the particles, can have a significant influence on the cell-particle
adhesion strength. In particular, plain and carboxylated polystyrene particles acquired from Mi-
cromod were shown to adhere very differently to cells and coverslips and the binding rates of both
particle types differed by multiple orders of magnitude (sec. 4.4.2). Uncoated carboxylated parti-
cles had high negative surface charges (compared to particles from other manufacturers and plain
particles from micromod) and adhered very strongly to cells. In the blinking experiments discussed
here, carboxylated polystyrene particles functionalized with IgG were used. An interesting ques-
tion to be addressed in the future is the degree to which surface charges on IgG-coated particles are
shielded by the IgG layer on the surface. Futhermore, the degree to which cell-particle adhesion is
mediated by unspecific binding and binding of IgG to FcyR is unknown. An approach to address
these questions is given in chapter 5.

In general, no indications that the cellular responses were affected by the laser beam in any
resolvable manner were observed. The cells pulled the particles out of the optical trap with a
similar velocity for stiff and soft traps. Furthermore, the binding kinetics apparently did not
depend on the trap stiffness, which could be the case as the particles were pulled away from the
cell membrane, especially at the beginning of the experiments.

There are three main uncertainties associated with the determined creep compliances jj reported
in section 3.3.2.1. Firstly, the creep compliances were calculated assuming that the contact radius
converged to the particle radius R. In case the final contact radius was actually smaller, the true
creep compliances of the macrophages were also correspondingly lower (eq. 3.22). In future exper-
iments, this assumption could be checked with electron microscopy as described by A. Sabri3%8,
which offers the necessary resolution to resolve the contact region. Secondly, the calibration of
the holographic optical trap was carried out in 75 % v/v aqueous glycerol solution, which has a
higher refractive index than the imaging medium used during the cell experiments. As the optical
trapping forces generally depend on both the refractive index of the medium and the refractive
index of the particles in a highly nonlinear and even non-monotonic manner when R ~ A?8! the
true absolute values of the compliance can differ by roughly a single digit factor from the values
reported in table 3.1. However, the correction is a constant factor affecting all of the measured
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amplitudes, which suggests that the relations between the compliances, the temporal evolution of
the contact radius r (t), and the power law exponent 8 are most likely not affected by the refractive
index mismatch between the glycerol solution and the imaging medium. Thirdly, the particles did
not only move laterally, but also axially during the experiment. This z displacement was not con-
sidered in the data evaluation, although the axial displacement was sometimes considerable. This
can for example be seen as the particle images in figure 3.7 at t = 26 s and ¢ = 57s are considerably
different. Therefore, it is likely that the optical forces were lower on average than predicted by the
calibration force fields shown in section 3.3.1.5, suggesting that the compliances of the cells were
actually a bit higher than indicated by the measurements. Keeping the particles in focus requires
a 3D feedback system, which positions the particles during the experiment at a dedicated position
in the trap. Such a system is introduced in section 3.4.

Nevertheless, the compliances measured in this work were of the same magnitude as those
reported in the literature. Neglecting viscous effects, jo can be interpreted as the inverse of
the elastic modulus and consequently, the range of measured compliances of 2.8kPa™! < jy <
20kPa~! roughly corresponds to 50Pa < E < 360Pa. For example, Bausch et al. reported a
shear modulus of about 350 Pa for J774 mouse macrophages®3! and Rotsch et al. measured elastic
moduli in the range of a few hundred Pa to a few kPa for rat liver macrophages®3?. Leporatti et
al. determined elastic moduli of 290 Pa for lipopolysaccharide-stimulated human macrophages and
830 Pa for resting macrophages333.

The decrease of the compliance with increasing trap stiffness can most likely be attributed to
nonlinear stress stiffening, as the optical forces were higher at higher trap stiffnesses. Stress stiff-
ening is an inherent property of cross-linked actin networks and it arises due to entropic effects334.
For example, stress stiffening has been observed in in-vitro experiments in actin networks cross-
linked with the actin-binding proteins filamin and gelsolin®3®. On the cell level, stress stiffening
has been observed for macrophages®33, fibroblasts and epithelial cells?27336 but strain stiffening is
also observed in tissue337.

The measured power law exponents of untreated macrophages of about 0.2 < 8 < 0.3 were also
in the range which is typically reported for mammalian cells. For example, Fabry et al. measured
values of about 0.2 < 3 < 0.3 for fibroblasts®®. Balland et al. report values between 0.15 < 3 < 0.26
for various mammalian cell types and in particular 0.2 < 8 < 0.25 for macrophages®*". A very
thorough study examining the influence of various drugs was recently conducted by Flormann et
al., who reported 8 ~ 0.1 for untreated epithelial cells3?°.

While no time dependence of jg could be resolved in any of the tested conditions, it is possible
and even likely that the effective viscoelastic parameters of the probed cell region changed with
time as the contact radius increased during the experiments. In general, the depth of the defor-
mation field is approximately equal to the contact radius (chapter 2). Therefore, the depth of the
deformation field increased as well, probing deeper regions at later stages of the experiment. By
now, it is well established that the actin cortex of mammalian cells is approximately a few hundred
nanometers thick338 341 which is considerably thinner than the particle radius of 1pum. This is
in line with the confocal images acquired with Lifeact-GFP transfected macrophages in this work,
where filamentous actin forming the cortex was only observed directly below the membrane (fig.
3.14). It is therefore likely that cytoskeletal structures beneath the cortex, e.g. microtubules and
intermediary filaments were probed as well during the later stages of the blinking experiments.
Those regions are typically softer than the cortex3*!. Therefore, the model used here, which as-
sumed homogeneous viscoelastic properties, did not fully reflect the rheological geometry of the
probed cell regions, especially during the later stages of the experiment.

For example, consider the idealized sketches illustrated in figure 3.15. The cell is idealized as
a thin layer resembling the membrane and the actin cortex with viscoelastic properties jo1 and
B1, which is firmly bound to a viscoelastic half space with properties jo 2 and (2. In the following
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Figure 3.15: Sketch of the changes of the contact geometry during the blinking experiments.
Contact geometry of force-strain-experiments, in which an adherent sphere with radius R is
stuck on a system of two layers with different thicknesses and different viscoelastic properties.
The system consists of a thin layer (thickness di) with jo,1 and Bi1, which is affixed to a
thicker layer underneath with parameters jo » and 2 assuming a no slip boundary condition.
The viscoelastic parameters of both layers are assumed to be different and in particular, jo1
is assumed to be slightly lower than jo 2, reflecting the fact that the cortex of mammalian
cells is slightly stiffer than the structures below. (A) When the contact radius r is small
compared to di and the sphere is pulled to the left, only the thin layer at the top is deformed
and probed (red region). (B) In case of r > di, the deformation field extends to the thick
layer below and the measured viscoelastic parameters reflect a combination of both layers’
properties.

argument, the assumption that the viscoelastic parameters of both materials are different, yet of
roughly the same order of magnitude is implied. This was certainly the case in the experiments as
the blinking amplitudes « changed by less than an order of magnitude. In the early phase after the
initial binding, when the contact radius r is still small, the deformation field is too small to reach
the lower layer (fig. 3.15A) and the measured cellular stiffness mainly reflects the stiffness of the
upper layer, i.e. the actin cortex. As the contact radius increases, the depth of the deformation
field increases as well and reaches down into deeper regions of the cell. In case the true contact
radius increased to roughly the particle radius, it appears likely that the observed decrease of the
blinking amplitude resulted from a combination of an increased deformed volume, decreasing the
amplitude with time, as well as a gradually increasing influence of regions below the cortex.

It is, however, important to note that both effects, i.e. the increase of the contact area and
the deeper sampling depth, which goes along with it, can not be isolated with the present data
as both effects inherently happen on the same timescale. In order to resolve the properties of the
cortex alone, an approach similar to the experiments presented in chapter 2 could be followed. A
combination of differently sized spheres and in particular, smaller spheres with diameter roughly
equal to the thickness of the cortex could be used to isolate the properties of the cortex from
those of the underlying structures. Difficulties might however arise as such particles are difficult to
keep in focus and track automatically. For such an approach and in particular for the mechnical
investigation of the phagocytic cup formation, which is driven by the polymerization of cortical
actin, the extension of any of the bilayer models described by Mencik et al. and Liichtefeld et al.
to viscoelastic layers could be helpful34!-342,
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3.4 Blinking Trap Experiments During Phagocytic Uptake

In this section, the technique described in section 3.3 is advanced with the aim to acquire data
of the mechanics of the full phagocytic process, starting with the binding phase and ending with
the subsequent transport to the nucleus. As phagocytosis can occur tens of minutes after particle
attachment?3?, a 3D realtime particle autofocus system was implemented to prevent the particles
from leaving the optical trap, enabling prolonged blinking experiments with controlled forces.
The optical trap had a lateral size of about 4 pm and trapping forces changed noticeably on a
length scale of a few hundred nanometers (fig. 3.5). Thus, the positioning accuracy requirement
for such a system is on the order of about 100nm. Furthermore, phagocytic cup formation is
difficult to see with bright field or DIC microscopy. Therefore, Lifeact-GFP transfected cells were
used in the experiments to visualize the remodeling of the cortex and to identify cup formation.
To simultaneously enable optical trapping, bright field transmission microscopy and fluorescence
microscopy, the setup was extended with a set of filters to separate the channels. Due to the high
particle localization accuracy requirement and the need for a temporal resolution shorter than 5s
in the fluorescence channel to resolve cup formation, approaches based on moving parts such as
shutters or the switching of filters were not an option.

The implemented adaptions to the optical setup are described in section 3.4.1.1. In section
3.4.1.2, a 3D particle tracking algorithm is described, which was used to detect the particle position
in real time. The advanced experimental procedure to acquire blinking data during phagocytosis
together with the implementation of the 3D feedback loop, which keeps the particle inside the
optical trap is described in section 3.4.1.3. The results are presented in section 3.4.2.

3.4.1 Methods
3.4.1.1 Adaptations to the Setup

The setup used for prolonged blinking trap experiments is illustrated in figure 3.16. This configu-
ration enables simultaneous holographic optical trapping to exert modulated forces on the targets
(red beam path in fig. 3.16), bright field transmission microscopy for particle localization (grey
beam path), and fluorescence microscopy to visualize the cortex of the macrophages (blue and
green beam paths). The laser beam path itself was not changed and was used as described in
section 3.3.1.4.

For bright field transmission microscopy, the red wavelength regime was used and a long pass
filter (RG645; A > 645 nm; Schott, Mainz, Germany) was introduced into the bright field illumi-
nation path. Bright field transmission microscopy images were acquired with the PCO Pixelfly
camera (pco.pixelfly usb, Excelitas PCO GmbH, Kelheim, Germany), which were used to localize
the particles during the experiments for the live feedback system. The implementation of the
3D tracking algorithm used to keep the particle in focus during the blinking experiments is de-
scribed in detail in section 3.4.1.2. Simultaneous high speed data acquisition was done with the
IDT NX4-S2 camera. A 20/80% beamsplitter was introduced into the beam path to direct 80 %
of the light to the high speed camera, which required a high intensity for image acquisition. In
contrast to the blinking experiments described in section 3.3, DIC microscopy was not used in the
measurements performed in this project and in particular, the Wollaston prism inside the objective
was removed. The Wollaston prism is built of birefringent crystals and it is designed such that it
spatially separates beams of light with perpendicular polarization by a few hundred nanometers
inside the sample plane to enable DIC microscopy. The Wollaston prism inside the objective was
oriented such that the angle between its ordinary axis and the polarization of the laser beam was
roughly 45°. Thus, the laser focus was widened in the sample plane when the Wollaston prism was
in the beam path.
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Figure 3.16: Improved optical setup used for prolonged blinking experiments. The config-
uration enables simultaneous holographic optical trapping (red beam path), transmission
microscopy for particle localization (gray beam path), and fluorescence microscopy (excita-
tion: blue beam path, emission: green beam path) to visualize cortical actin. The setup is
based on the Nikon Eclipse Ti-E microscope. A detailed description of the imaging setup is
provided in the main text in section 3.4.1.1 and a description of the laser beam path used
to generate the optical traps is provided in section 3.3.1.4.

Instead, to validate cell morphology and to image the cortex of the macrophages, fluorescence
microscopy was used. Fluorescence light from a mercury lamp (Nikon Intensilight C-HGFI; Nikon)
was coupled into the beam path via a fluorescence filter cube (GFP-LP; excitation wavelength:
460 - 500 nm, blue beam path in fig. 3.16; dichroic mirror wavelength: 505 nm; emission: long pass
filter wavelength: 510 nm, green beam path in fig. 3.16; Nikon). The emission signal was captured
with a highly sensitive EMCCD camera (Andor iXon Ultra 897; Andor). To split the bright field
and the fluorescence signal for data acquisition, a dichroic mirror (CHROMA zt 605 DCSPXT;
A = 605nm; Chroma, Bellows Falls, VT, USA) and a band pass filter (Semrock FF01-505/119-
25; 445nm < A < 564 nm; SemGroup, Tulsa, Oklahoma, USA) were introduced into the beam
path. In the experiments, the intensity of the fluorescence emission signal from the Lifeact-GFP
transfected macrophges was far lower than the intensity of the bright field illumination. Therefore,
no dedicated filters to block the fluorescence light had to be used in front of the PCO Pixelfly and
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the IDT NX4-S2 camera.

To keep the particles inside the optical trap, a piezo stage (PInano PI P-545; Physik Instrumente,
Karlsruhe, Germany) was placed on the Nikon microscopy stage to enable precise 3D sample posi-
tioning. The piezo stage was addressed by its respective controller (PI nano Piezo Stage Controller
PI E-545, Physik Instrumente), which was programmed with the corresponding MATLAB driver.
Details about the configuration of the hardware are given in section 3.4.1.3.

3.4.1.2 Implementation of a 3D-Particle Tracking Algorithm

3D realtime particle tracking was implemented with the combination of the 2D particle tracking
algorithm introduced in section 3.3.1.5 and a separate z tracking component, which was realized
with a convolutional neural network (CNN). The network was trained such that the current z
position of a particle is inferred from a tightly cropped image of the particle. To acquire training
data, 2 pm-sized particles were sedimented on a coverslip. The sample was placed in the sample
mount of the piezo stage and a z-stack was acquired with the PCO pixelfly camera. Training
images were acquired with the same conditions used in the cell experiments, i.e. the same filters
were inserted into the beam path and image acquisition was done with the PCO pixelfly camera.
The camera was used in 2x2 binning mode which, in the blinking experiments, was used to improve
the frame rate. Between images, the sample was moved by 100 nm along the axial direction with
the piezo stage (fig. 3.17A). A total of 61 images were acquired to achieve a total stack depth of
6 um. The imaging conditions were varied (e.g. the condensor knob was turned slightly, the voltage
of the illumination lamp was changed) to account for slightly variable imaging conditions during
the cell experiments. Training data acquisition was done by Johanna Lix. Images of the particles
are shown in figure 3.17B. As cells were not present when the training images were acquired, the
training images were tightly cropped around the particle (15 pxx15 px, see fig. 3.17B) to minimize
the influence of the cells in the blinking experiments on inference accuracy.

The absolute z-position of the particles relative to the focal plane in the bright field channel is not
required to achieve high positioning accuracy in the optical trap. Instead, only the displacement
relative to the stable trap position is required and thus, an arbitrary reference plane can be chosen.
The reference plane z = 0 was chosen such that the intensity in the center of the particles (fig.
3.17B, red squares) was highest (fig. 3.17C). This was done on a per-particle basis to account for
possibly tilted coverslips during data acquisition (fig. 3.17A).

To simplify the network setup and to speed up the training, the pretrained CNN GoogLeNe
was used. The used version of the network had been pretrained with the ImageNet database
which consists of images of 1000 categories. The network was adapted to infer the z-position of
the particles based on a tightly cropped image of the particle. Therefore, the final fully connected
layer of GooglLeNet was replaced with a custom, fully connected layer with an output size equal
to the number of planes present in the training data. In figure 3.17D, an abstract sketch of the
network is shown. Note that this abstract representation of the network is not representative for
the real network. The full structure of GoogLeNet was illustrated by Szegedy et al.>*3. To avoid
any bias, the training data was chosen such that an equal number of 6600 particle images for
every plane were used for training. An additional 1650 particle images of every plane were used as
validation data. Input image data augmentation in the form of random reflection (z and y axis),
rotation (0 to 360°), and translation (+3 px) was applied to the training and to the validation data
set to regularize the training process®*®. The new network weights were determined by transfer
learning*% without locking the weights of the original network. This was found to be unnecessary
for accurate results. Adaptive moment estimation (ADAM)347 was used to train the network.
Training was done on a GPU (Nividia RTX 2070; Nvidia, Santa Clara, California, USA).

A typical output of the network for a sample image is shown in figure 3.17E. The output score
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Implementation of the axial particle tracking algorithm. (A) Calibration data was
acquired by scanning in z-direction through particles with a diameter of 2 um, sedimented
on a coverslip. Between images, the piezo stage was moved by 100nm. (B) Images of the
particles (15x15px), captured at different z-positions. Negative values z < 0 indicate that
the particle was below the reference plane. To define a reference plane for every particle, the
intensity in the center (red squares) of every particle was measured. (C) The plane in which
the intensity was highest was defined as the reference plane z = 0. (D) The convolutional
neural net was trained such that the output of the network was the z-position of the particle.
The output scores for every plane ranged from 0 to 1 and the output was normalized, such
that the sum of all scores was 1. (E) Output scores of the network for a test data set. The
output score peaked near the correct plane. (F) Comparison of the calibrated z-position
and the z-position determined by the network. For every plane, 1650 validation images were
used. Error bars represent the standard deviation, which was on the order of 100 nm.
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peaked at a distinct z-position and output neurons near the correct z plane inferred values greater
than 0. To achieve a higher resolution, the output of the network was fitted with a Gaussian
function and the mean value was chosen as the best approximation for the z-position of the particle.
A comparison of the output of the network to the calibrated z-positions for the validation data
set is shown in figure 3.17F. The inferred z-positions were slightly lower than the calibrated z-
positions, however, the slope of the calibration curve was close to unity and therefore, relative
positioning information could be interred from from particle images. The standard deviation, and
thus the localization accuracy, was on the order of 100 nm, which was sufficient for the blinking
experiments, given the fact that the particles had a diameter of 2 pm.

The full 3D-tracking algorithm was implemented such that the 2D-particle tracking algorithm
based on cross correlation described in section 3.3.1.5 was used to detect the lateral position of the
particle. The 2D tracking settings were chosen such that I.s (left image in fig. 3.4) had the same
size as the images used to train the axial tracking network described here, i.e. 15pxx15px. Iief
was then used to infer the z-position of the particle.

3.4.1.3 Prolonged Blinking Trap Experiments

For prolonged blinking experiments, Lifeact-GFP transfected J774 macrophages were cultured,
seeded on coverslips and prepared as described in section 3.3.1. The imaging medium was incubated
at 37°C over night to reduce bubble formation. IgG-coated particles (sec. 3.3.1.2) were dispersed
in imaging medium directly prior to the experiments to achieve a final concentration of about
25 x 103 mL~!, which roughly corresponded to 5 particles per field of view after sedimentation.

The optical setup described in section 3.4.1.1 was used for imaging. At least 1h before the
experiments, the incubation chamber was heated to 38.5°C. During the experiments, the heating
chamber had to be turned off to minimize vibrations and during one measurement, which lasted
for up to 22 min, the temperature in the chamber dropped to about 33 to 34°C.

The laser power reflected by the SLM was adjusted with the power meter to 300mW. A 15 order
trap was generated, located (z,y) = (—4/4) pm from the 0'" order. To maximize the acquisition
time of the high speed camera, which ultimately limited the measurement time, binning was set to
the highest setting (4x4 px) and the region of interest was chosen just large enough to capture the
whole particle (16x16 px). The frame rate was set to 500 Hz, which is just fast enough to capture
the particle dynamics during the blinking experiments and the exposure time was set to about 1 ms,
which is just slightly shorter than the frame time to minimize phototoxicity. The intensity of the
brightfield illumination lamp was adjusted accordingly such that no pixels were overilluminated.
With those settings in place, the exposure time of the PCO Pixelfly camera was also adjusted
such that no pixels were overilluminated. At the beginning of the experiment, the frame rate
of the PCO Pixelfly camera was set to the highest possible value, which was roughly 3 Hz. The
fluorescence illumination lamp was turned on and a neutral density filter of 1/512 was set in the
excitation beam path to minimize photodamage. The frame rate of the EMCCD camera (Andor
iXon Ultra 897, Andor) was set to 0.5Hz. An exposure time of 1.5s was chosen, the EM gain was
set to 3 at a pixel readout rate of 1 MHz and the multiplier was set to 700. Higher frame times
would allow a longer exposure time and thus a lower excitation intensity and less photodamage
respectively. However, at considerably longer exposure times, the cells move and thus, motion blur
occurs. Thus, cup formation took about 20s and therefore, a frame rate of about 2s was required
to resolve the dynamic processes of the actin cytoskeleton. Therefore, the chosen setting was a
compromise between photodamage and temporal resolution.

Directly before the experiments, the coverslips with the cells were glued to the aluminium holders,
immersed in the imaging medium and the holders were sealed with a second coverslip to avoid
optical distortions due to the curved water-air interface. The holders were placed on the piezo
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stage, which was situated on the microscope stage. Next, a particle was trapped in the 15* order
trap and positioned above a macrophage. The heating system of the incubation chamber was
turned off and image acquisition was started with all 3 cameras simultaneously. The 3D particle
tracking algorithm described in section 3.4.1.2 was used to track the particle in the images acquired
by the PCO pixelfly camera. The particle was kept in the optical trap above the cell until the
particle had been tracked in at least 80 frames. During this time, the particle diffused freely
inside the optical trap and therefore, this time interval was used to define the equilibrium position
(z,y,2) = (0,0,0) of the optical tap in the images acquired by the PCO Pixelfly camera, which
were used as input data for the feedback system. During data analysis, this time frame was also
used to define the equilibrium position of the trap in the images acquired with the high speed
camera.

The particle was then carefully attached to the cell from the top by moving the objective down-
wards. After attachment was detected, i.e. after the tracked z position of the particle had changed
slightly relative to the focal plane, the automated positioning feedback system and the trap blinking
were started. Both systems and the PCO pixelfly camera were controlled with the same computer
to synchronize the actions and to avoid piezo stage movement during the blinking events. At the
same time, the frame rate of the PCO pixelfly camera was set to 0.5 Hz, which also defined the
blinking and the feedback frequency.

The hardware timings are summarized in figure 3.18. In every time step, the 1% order trap was
first turned on by switching the supply voltage of the SLM display on. After 600 ms, the 15* order
trap was turned off again by switching the supply voltage of the SLM display off. After 600 ms, an
image was acquired with the PCO Pixelfly camera, the target particle was tracked and the piezo
stage was moved such that the particle was offset by 1m along the z-axis, i.e. it was positioned
at (1,0,0) nm relative to the trap center position. Near this position, the optical force is nearly
maximal and thus, the optical force is nearly constant during the blinking events. Details on the
trap calibration are given in section 3.4.1.4. Then, the image together with the tracking information
was displayed on the screen. As the above-mentioned steps required a variable computation time
to complete, a pause was added to precisely control the blinking frequency. The working thread
was set to idle and to resume when 2s had passed since the 15 order trap had been turned on. This
implementation ensures that the blinking events can be detected as described in section 3.3.1.7.
Then, those steps were repeated. Data acquisition was finally stopped after 22 min, when the
internal data storage of the high speed camera was full.

A simpler, uncalibrated implementation of a z-tracking algorithm was used in most experiments
shown in section 3.4.2.1 as this version was implemented first. In this simpler implementation, the
current intensity in the center of the particle was compared to the median intensity in the center
of the particle before attachment (in the experiments, the equlilibrium position of the trap was
aligned such that the particle was positioned at roughly z = —0.75 pm below the reference plane,
fig. 3.17C). To keep the focus, a bang-bang feedback system was implemented. In case the current
intensity was too low, the piezo stage was moved upwards by 75 nm and when the current intensity
was too high, the stage was moved downwards by 75nm. With the feedback frequency of 0.5 Hz,
this amounts to a maximum feedback speed of 75nm x 0.5Hz = 2.3 pm/min, which, in many
cases was slower than the axial particle velocity during cup formation. In those cases, particle
tracking in the high speed data typically failed during cup formation. Therefore, the calibrated
implementation based on neural nets should be used in future experiments.

3.4.1.4 Trap Calibration in Water

In this section, an improved version of the drag force method to calibrate the holographic optical
trap is presented. In contrast to the methods described in section 3.3.1.5, trap calibration was not

104



3.4 Blinking Trap Experiments During Phagocytic Uptake

c = c
- o [$) - o
ol o ° o o| o ke
% c| o @ @ % c| o @
AR £ £ AR £
als| 2 w 2 2 al el g Y =
ol =8 g o o ol £| 8 g a
= > = >
o|lall|2| © © o|lall|2| ©
o m ol U o - fr} o m ol O o frs}
i N A
<« 7 K L
2x 600 ms 300-500 ms
P A
< >

2 s (defined by pause phase)

Figure 3.18: Timing of the 3D feedback system. In every period, the 15 order trap was turned on
for 600 ms and subsequently turned off for 600 ms by turning the supply voltage of the SLM
on and off (fig. 3.6). Then, an image was was acquired with the PCO Pixelfly camera, the
particle was tracked, the piezo stage was moved such that the particle was positioned at a
defined location relative to the equilibrium position of the optical trap (see main text) and
graphics output was displayed on the computer screen. The control thread was set idle to
achieve a well-defined blinking frequency of 0.5 Hz.

done in a glycerol solution but in MilliQ water, which has a refractive index similar to 1xPBS or
imaging medium?'”. The measurement was done at room temperature at about 20°C. At this
temperature, the viscosity of water is 1 mPas?!3. Furthermore, the Wollaston prism was removed
from the objective to mimic the optical conditions of the cell experiments. Whereas the trap was
turned off in the experiments described in section 3.3.1.5, this was not done in the experiments
described here. In general, the 15° order trap could be turned off either with the shutter or the
SLM, the particle could be deflected by stage movement and the trap could be turned on again to
observe the relaxation of the particle to the trap center. The shutter was not used to avoid sample
shaking. Furthermore, the relaxation back into the trap center position took typically only about
10 ms with the protocol described below, which was shorter than the switching time 7qr,n = 17 ms
of the SLM. Thus, particle deflection had to be induced with the trap turned on all the time. This
was realized by positioning the sample holder in the piezo stage and by moving the piezo stage
rapidly in the z-direction with a commanded velocity of 9.9 mm/s.

With a laser power of 300 mW measured after the SLM, the trap was too strong to deflect the
particle with the piezo stage. In general, the stiffness of an optical trap is proportional to the
number of photons per unit of time and thus, proportional to the laser power P. Therefore, to
weaken the trap, the laser power after the SLM was adjusted to P = 10mW. As the 3D feedback
system kept the particle inside the optical trap, particle deflection in only one direction, i.e. along
the positive z axis had to be calibrated. Optical forces were exerted on the particle up to a particle
deflection of about z = 2 pm. As relaxation started during piezo stage movement, the piezo stage
had to be moved by about 2.3 to 2.4 um to deflect the particle by a little less than 2 pm.

At the edge of the trap, the axial trapping stability appeared to dwindle stronger than the
lateral trapping stability. The particles were pushed upwards by the scattering force and very
often, deflection in the axial direction was noticable during the relaxation even when the particle
stayed inside the optical trap. To minimize this, the piezo stage was simultaneously moved by
2.3um in the z-direction and 1pm upwards in the axial direction to compensate the upwards
motion introduced by the scattering force. Measurements, in which considerable deflection along
the z-axis was noticed were discarded. This was the case in the majority of all measurements.

The experiments were started with the particle positioned 7 pm above the coverslip. Adding the
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axial stage motion, relaxation into the trap center position took place 8 um above the coverslip.
The error was estimated to be 1 pm or 13%. The height above the coverslip was chosen as the
relative error of the height above the coverslip was considerably smaller than e.g. 3um above the
coverslip, as it was where an absolute error of 1 pm amounts to a relative error of 33 %. This setup
did, however, assume that the aberrations this deep in the sample were still negligible. In the
cell experiments, optical trapping was done above the cells, which were observed to induce some
aberrations and those aberrations are difficult to quantify.

Image acquisition was started with the high speed camera at a frame rate of 25 kHz and videos
with a total length of 4 s were acquired. Pixel binning was disabled to optimize the localization accu-
racy. After imaging was started, a command to deflect the particle by (Az, Ay, Az) = (2.3,0,1) pm
was issued to the piezo stage. Data analysis was done as described in section 3.3.1.5. The particle
was tracked with the cross correlation algorithm (fig. 3.19A). The relaxation into the trap center
position was detected (fig. 3.19A, red) and the instantaneous particle velocity was calculated by
deriving the particle position with respect to time. The highest particle velocities during relaxation
were on the order of v = 150 pms~—! and thus, the Reynolds number Re was on the order of

R
Re =M _ 1 10t <« 1,
7

and thus, inertia could be neglected. Here, the density of the medium py; was assumed to be
1000kg/m3. The optical force was calculated using equations 3.7 and 3.8. A total of 13 relaxation
data sets were acquired and the calculated optical forces were averaged in intervals of 50 nm for
x < 200nm and in intervals of 100 nm for x > 200 nm. The results are plotted in figure 3.19B.

Near the equilibrium position, the linear trap stiffness per laser power ky/P = dF,p; /dx along
the 2 direction was determined using the equipartition theorem?”. In thermal equilibrium, a
thermal energy of kgT'/2 is associated with each degree of freedom. T is the temperature and kp
is the Boltzmann constant. In a harmonic potential, i.e. in the trap near x = 0, the temperature
is related to the particle fluctuations by

Lo

1

where 0 = V< 22 > is squareroot of the average squared displacement. o is thus equal to the
standard deviation of the particle positions near the equilibrium position (fig. 3.19A, blue), which
was determined to be ¢ = 61 nm by fitting a Gaussian to the distribution of z (fig. 3.19C). Using
equation 3.27, the linear trap stiffness per laser power was calculated to be ky/P = 107 pN/pumW.
The heuristic fit function

Foptx T 2 z\* T 2
—= = -1 N/W [ — I9pN/W | — | —1 N/W [ — —
2 < 07pN/ (ll >+99p / (}1 ) 390 pN/ (11 ) exp 0Ty

(3.28)
was found to nicely reproduce the force response of the trap. For curve fitting, the linear term
was fixed at the value determined by the histogram method as noise appeared to be high near the
equilibrium position. The fit function 3.28 is plotted together with the experimental data in figure
3.19B. The trap stiffnesses determined by the equipartition theory method and those determined
from the step response curve correspond nicely within the range |2| < 100 nm, in which the data
for the equipartition theorem was acquired. The highest optical force Fopyx/P = 230pN/W was
measured at x = 0.85 pm, which was slightly smaller than the radius R = 1pm of the particles.
Linear force scaling was observed for roughly = < 200 nm. The trap was far less stiff in the linear
regime near the equilibrium position than further outside. This effect has been observed before
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Figure 3.19: Trap calibration in water. (A) A 2pm-sized particle was trapped inside the 15 order
optical trap (—4/4)pm from the 0'" order at a laser power of 10mW. The 60x water
immersion objective was used. The piezo stage was used to deflect the particle by about
2ypum in the z-direction (black). The particle relaxed (red) back into the equilibrium position
(blue). (B) Optical force normalized to the power after the SLM as a function of the particle
deflection z. The optical force was calculated using equations 3.7 and 3.8. The heuristic
fit function fitted to Fopy is given by equation 3.28. (C) Histogram of the particle positions
z in the equilibrium position (blue in panel A). A Gaussian was fitted to the histogram to
determine the width of the peak (see main text).

and it can be explained by Mie scattering theory?81:348:349 In the measurements conducted by K.
Berghoff in glycerol?!®, the linear range extended to about z = 500nm (sec. 3.3.1.5). There are
two possible reasons for this qualitatively different behavior. Firstly, it is possible, that the change
of the medium from glycerol to water caused the effect. Secondly, the Wollaston prism, which
was in the beam path in the experiments conducted by K. Berghoff, was observed to decrease
the beam symmetry in the sample plane and thus, a different trap profile in both experiments is
to be expected. The calibration data shown here was therefore not used for the data evaluation
presented in section 3.3.
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3.4.2 Results
3.4.2.1 Particle Uptake and Cortical Dynamics

In the data acquired by the prolonged blinking experiments, cortical dynamics were analyzed
first. The fluorescence intensity of Lifeact-GFP transfected cells was analyzed in all frames in the
vicinity of the 2 pm-sized particles to identify the uptake process. In this section, only experiments
where uptake was presumably observed are presented. Time series are shown in figures 3.20 and
3.21. For some particles, highly localized actin recruitment was observed in direct vicinity of the
particles. Instances where such localized actin recruitment occurred are shown in figure 3.20. Such
a localized actin polymerization is consistent with descriptions of FcyR-mediated phagocytic cup
formation, where the formation of a thin cup was identified with electron microscopy?®:3043%8  As
the particles were opsonized with IgG in the experiments described in this section, such a localized
actin recruitment in the direct vicinity of the target particles is referred to as FcyR-mediated
phagocytic cup formation from here on. However, it is possible that other phagocytic pathways
such as integrin-mediated phagocytosis were also triggered upon the attachment of the particles’2.

In the examples presented here, the onset of cup formation was observed at seemingly random
times after attachment. While cup formation started about 110s after particle attachment in the
example presented in figure 3.20A, cup formation was also observed as late as 240s (fig. 3.20B and
400s (fig. 3.20C) in other instances. In other examples, no cup formation was observed during the
measurement time, i.e. within the first 22 min after attachment. The duration of the local actin
recruitment during cup formation was also highly variable. While the particles shown in figures
3.20B and C were engulfed within about 10 to 12, cup formation lasted about 20s in the example
shown in figure 3.20A.

From the images, conclusions about the temporal evolution of the cup geometry seem possible.
In the example shown in figure 3.20A, actin localizes first in the bottom left region and finishes
in the top right region. In contrast, cup formation appears to have been much more symmetric in
the case in figure 3.20B, where actin polymerization occurred in a radially symmetric manner.

In other instances, actin polymerization in the vicinity of the particles also occurred, but in
contrast to the examples shown in figure 3.20, actin polymerization was not as localized. Instead,
considerable membrane ruffling occurred, which extended several micrometers around the particles.
Examples of such uptake behavior are presented in figure 3.21. Such uptake morphologies have
been associated with other endocytic pathways such as macropinocytosis. In macropinocytosis,
actin polymerizes more globally®®. As a consequence, actin-rich membrane ruffles form, which can
extend several micrometers beyond the target and ultimately encompass the target in a seemingly
random motion?®%. Therefore, when abundant actin-rich ruffling was observed in the vicinity of
the target particles, this uptake mechanism is referred to as macropinocytosis below.

In the examples presented here, ruffling in the vicinity of the particle lasted typically a few hun-
dred seconds. In the case of the particle shown in figure 3.21A, ruffling in the direct vicinity of the
particle started about 310s after particle attachment and lasted for about 200s. While abundant
ruffling was observed early, the size of the ruffles diminished and at about 490 s after attachment,
actin was located only in the direct vicinity of the target particle, suggesting that the particle was
tightly wrapped at this stage. Other examples were membrane ruffling was observed in the vicinity
of the particle were less clear. For example, actin-rich ruffles occurred in two distinct phases in
the measurement shown in figure 3.21B. Directly after particle attachment, ruffling was observed
for about 180s. Then, ruffling stopped and resumed about 250s after attachment and continued
for another 250s. In the example presented in figure 3.21C, ruffling started in the vicinity of the
particle about 200s after particle attachment and stopped about 270s after attachment. Later
on, about 530s after attachment, highly localized f-actin polymerization was observed, resembling
phagocytic uptake. Thus, the examples in figures 3.21B and C suggest that terminated membrane
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Figure 3.20: Actin dynamics during phagocytic uptake. In panels A, B, and C, three independent
measurements are shown. The fluorescence images (11 pm x 11 pum) were acquired during
prolonged blinking experiments with 2 pm-sized particles. The fluorescence time traces
were calculated by averaging the fluorescence intensity in the direct vicinity of the target
particles (white circles, left images) using equation 3.29. Blue arrows mark time points of
interim increased actin intensity. Red arrows mark times at which phagocytic cup formation
was observed. Green arrows mark times of prolonged actin polymerization. A detailed
description is provided in the main text in section 3.4.2.1. The measurement in panel C was
carried out by Johanna Lix.
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Figure 3.21: Actin dynamics during ruffling in the vicinity of the particle. In panels A, B, and
C, three independent measurements are shown. The fluorescence images (11 pm x 11 pm)
were acquired during prolonged blinking experiments with 2 pm-sized particles. Inct rel was
calculated by averaging the fluorescence intensity in the direct vicinity of the target particles
(white circles, left images) using equation 3.29. Blue arrows mark time points of interim
increased actin intensity. Red arrows mark times at which membrane ruffling in the vicinity
of the particle and an interim increased fluorescence were observed. Green arrows mark
times of prolonged actin polymerization. A detailed description is provided in the main text
in section 3.4.2.1.
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ruffling alone may not be unequivocal criterion for completed macropinocytosis.

Next, the Lifeact-GFP intensity in the direct vicinity of the phagocytic up was quantified by
averaging the fluorescence intensity I, (¢) in the direct vicinity of the target particle (fig. 3.20A,
left image, white circle). In some experiments, the intensity varied by more than an order of
magnitude within one measurement. To compress the dynamic range, a rolling temporal median
filter with a window size of £100s was applied to the data. The relative intensity l,ctrc was
defined by:

Lot — <IaCt>med,j:100s

(3.29)

I -
actrel <IaCt>med,iIOOs
where (...>med7 11005 denotes the above-mentioned rolling median filter. By definition, lctrer is
a measure for localized, interim actin polymerization in the vicinity of the target. As the target
particles adhered to the cell membrane and as the feedback system counteracted cell motion, Ioct ret
was measured in the reference frame of the membrane (in contrast to typical experiments, where
fluorescence intensity can only be quantified in the reference frame of the microscope stage). The
corresponding time traces I,qt ror are shown in figures 3.20 and 3.21.

During phagocytic cup formation, actin polymerized and therefore, Ioct rof increased temporarily
(fig. 3.20, red arrows and fig. 3.21C, right red arrow) The width of the peaks was consistent with
the duration of the cup formation identified in the fluorescence images. Generally, the temporal
evolution of I, re1 Was vastly different from one cell to the other. While some cells exhibited
phases of increased f-actin polymerization, which occurred nearly periodically and lasted for about
75 to 150s (fig. 3.20B, C and 3.21A, B, green arrows), other cells showed little actin remodeling
on this timescale (fig. 3.20A and 3.21C, green arrows). During the times, when macropinocytosis
was observed, I,e rel typically also increased temporarily for roughly 75 to 150s (fig. 3.21, red
arrows).

However, in all cells, actin remodeling occurred quasi-periodically on a much shorter timescale
of about 30 to 40s (fig. 3.20 and 3.21, red and blue arrows) and this timescale was relatively well
conserved between cells. In all cases, the period of these oscillations was far longer than the image
acquisition period of 2s and shorter than the median filter window size of 200s. Interestingly,
phagocytic cup formation took about 10 to 20s, which was roughly equal to or a bit shorter than
half of the actin remodeling timescale mentioned above. In both cases, cortical remodeling on both
timescales occurred before and after particle internalization.

3.4.2.2 Towards Resolving Uptake Mechanics

During the cell experiments, the optical force on the particles was modulated to measure the
viscoelastic properties of the cells. As the bang-bang feedback system used for z tracking was
too slow, especially during cup formation, when the instantaneous velocity of the particles often
increased, particle tracking of the high speed images was not possible in many of the measurements
shown in figures 3.20 and 3.21 (sec. 3.4.1.2). In the measurement acquired in figure 3.20C, the
z tracking algorithm based on the convolutional neural net was active. The time traces of the
actin signal Inct el (f) and that of the displacement p (¢) are plotted in figures 3.22A, B, and C.
In figure 3.22D, an overlay of both time traces during phagocytic cup formation is shown. Time
synchronization between both cameras was done manually with a precision of about 5s. Figure
3.22E shows the position of the piezo stage as a function of time.

About one minute after particle attachment, the automated 3D-feedback system was turned on
and the piezo stage compensated the particle motion in three dimensions, keeping it at roughly the
same position inside the optical trap. In contrast to the measurement shown in figure 3.8, p (t) was
thus constant and the particle was positioned roughly 1.2 pm away from the trap center position
at the beginning of each blinking event until the end of the measurement (fig. 3.22C, blue arrows).

111



3 Cell Rheology and Cell-Particle Contact Dynamics during Phagocytic Binding

Thus, the distance from the trap center position was slightly higher than the distance set in the
feedback algorithm. A particular reason for this could not be determined. It is however possible
that 80 frames at the beginning of the measurement were not enough to accurately determine the
equilibrium position of the trap. At p = 1.2 um, the optical force at a laser power of 300 mW was
roughly 40 pN according to equation 3.28.

Phagocytic cup formation reflected by an actin flash in the vicinity of the particle was observed
in the measurement about 400s after particle attachment. The actin signal was elevated during
this time for about 20s. The piezo stage displacement required to keep the particle inside the
optical trap until cup formation was roughly (Az, Ay, Az) = (—0.6,—1.6,2.3) pm, which amounts
to a deflection of 2.2 pm in the zy-plane and a total deflection of 3 pm.

Figure 3.20C shows a detailed section of p (¢) to illustrate the feedback mechanism. The colored
arrows denote the timings of the feedback and the blinking implementation. In chronological
order, the trap was switched on (red solid arrows) and 600 ms later it was switched off (red dashed
arrows). A picture was acquired, the particle was tracked and the feedback was applied, which can
be identified by fast, instantaneous particle motion (blue arrows).

A numerical analysis of the individual blinking events to determine jo and § was not done in
this work. To do so, a precise detection of the individual blinking events, e.g. similar to the
methods described in section 3.3.1.7 will be required. Although the background was corrected
between blinking events with the feedback mechanism, a correction of the background drift will be
necessary to determine jy and 8 from the particle trajectory. This is the case because the slope of
p (t) reflects cell motion relative to the coverslip and particle motion relative to the cell.

Although such a quantitative analysis was not done in this work, a qualitative analysis of the
data is possible as the optical forces at the start of each blinking event were approximately constant
during the experiment. After attachment, Ap during one blinking event was roughly on the order of
50 nm and stayed relatively constant until cup formation (fig. 3.22B). About 400 s after attachment,
the amplitude of the cell’s step response p (¢) increased from about Ap ~ 50nm to Ap ~ 150 to
200nm (fig. 3.22D). As the optical force was roughly constant during the measurement, such an
increase of Ap reflects a softening of the cell. This softening occurred after the actin intensity had
peaked.

The motion of the particle relative to the piezo stage coordinate system is encoded in the positions
of the piezo stage, which were also recorded during data acquisition. This data may enable the
analysis of intracellular transport in the future, which is orchestrated by myosin, dynein, and
kinesin motors'®*. In this case, transport relative to the coverslip occurred seemingly erratically.
In the first 200s after particle attachment, the piezo stage had to move very little to keep the
particle position stable. From 200 to 400s, the particle moved mainly in the y direction. Directly
during cup formation, no strong particle displacement was observed. Directly after cup formation
starting at ¢ = 400s however, transport occurred in the zy-plane. Interestingly, the instantaneous
velocities before and after internalization were not noticeably different. For example, from ¢ = 200
to 400 s, the particle moved by 3 pm, which amounts to an average velocity of about 1 pm min~—! and

by 5.4 pm between ¢ = 400 and 600 s, which amounts to an average velocity of about 1.5 pmmin~!.

3.4.3 Discussion

In this section, the blinking holographic optical tweezer technique was extended to keep the particle
in focus, enabling long term blinking measurements while simultaneously visualizing the formation
of the phagocytic cup. To simultaneously visualize the formation of the phagocytic cup and enable
feedback and optical trapping, filters were introduced into the setup to avoid any moving parts on
the optical table.
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Figure 3.22: Contact mechanics during phagocytosis. (A) The relative actin intensity lact rel (£)

calculated with equation 3.29 during a prolonged blinking holographic optical tweezers ex-
periment. Phagocytic cup formation occurred between 390 and 400 s after attachment. The
corresponding fluorescence images are shown in figure 3.20C. (B) Trajectory p(t) of the
particle. (C) Timing of the feedback and blinking system (see also fig. 3.18). The trap
was turned on (red solid arrows), off (red dashed arrows), and the particle was repositioned
with the piezo stage (blue arrows). (D) Overlay of Iact rel (t) and p(t) during cup forma-
tion. Time synchronization was done manually with a precision of roughly +5s. (E) The
corresponding position of the piezo stage. Data acquisition was done by Johanna Lix.
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Accurate 3D particle tracking was achieved with a combination of the 2D tracking algorithm
based on cross correlation and a convolutional neural net, which enabled axial positioning accuracy
on the order of 100nm. Thus, the particles could be kept inside the optical trap for an extended
amount of time, enabling constant optical forces. Furthermore, without the feedback system, focal
stacks would be required to reliably image phagocytic cup formation in Lifeact-GFP transfected
cells. The acquisition of such a focal stack either reduces the temporal resolution or requires a
higher fluorescence excitation intensity, which can cause phototoxicity. Using the 3D feedback
system, the acquisition of a focal stack is not necessary, which was demonstrated with uptake
experiments.

Preliminary experiments were carried out in the framework of this work to demonstrate the
applicability and stability of the setup. It was demonstrated that the visualization of cortical dy-
namics was possible and that the discrimination of endocytic pathways with different morphologies
is theoretically possible. Although a biochemical verification was not done in the framework of
this work, tight cup formation resembling FcyR-mediated phagocytosis could be observed. Fur-
thermore, a second uptake mechanism resembling macropinocytosis was observed for IgG-coated
particles. In contrast to the tight phagocytic cups, the cells showed extensive membrane ruffling
in the region of the target in those cases. However, the distinction between both processes may
not always be unequivocal. In the measurement presented in figure 3.20A, there was considerable
membrane ruffling before tight cup formation occurred. This is for example visible in the image
acquired at ¢t = 104s. Furthermore, in the measurements presented in figures 3.21A and C, mem-
brane ruffling occurred, which was followed by tight cup formation at a later stage. Therefore,
clear quantitative criteria may have to be developed in the future to distinguish between both
processes. Furthermore, no direct biochemical verification was made in this work to definitively
identify the pathways and judgment was made solely based on cortex morphology and dynamics.
In future experiments, macropinocytosis could be blocked by treating the cells with the corre-
sponding immunosuppressant drugs. For example, rapamycin®*® or amiloride®>! were previously
identified to block macropinocytosis and non-opsonized particles could be used to avoid triggering
Fcvy-mediated phagocytosis.

In the fluorescence channel, the present technique revealed quasi-periodic cortical remodeling
dynamics in the vicinity of the target. In particular, cortical remodeling was observed in all
macrophages with an average periodicity of about 30 to 40s. Such a quasi-periodic actin remodeling
is known in many cell types. For example, wave-like polymerization of actin is known to occur
in cell migration in Dictyostelium?3>?:3%3  neutrophils®>*, keratocytes®>® and fibroblasts®>6. Such
wave-like actin organization has been observed to drive membrane protrusions, in particular at the
leading edge of migrating cells3>>3%7-359  Interestingly, the forces which cells exert on the ECM
during migration are characteristic of the cell motility cycle and quasi-periodic undulations on the
timescale of roughly one minute were observed, depending on the cell type8%:83:84:93,94,

The mechanism which regulates those waves in the present experiments may be mediated by
inositol phospholipids, which are concentrated at the cytosolic surface of cell membranes. Phospho-
inositide waves have been shown to regulate cortical and membrane dynamics3®°. It is known that
subsequent activation and inactivation of three of these phospholipids can generate oscillatory cor-
tex dynamics with a frequency of a few tens of seconds?6!, similar to the faster oscillation frequency
observed in this work. Those phospholipids are phosphatidylinositol 4,5-bisphosphate, hereafter
called PtdIns(4,5)P2, phosphatidylinositol (3,4,5)-trisphosphate, hereafter called PI1(3,4,5)P3, and
phosphatidylinositol 3,4-bisphosphate, hereafter called PtdIns(3,4)P2. The reaction kinetics were
investigated in detail by Xiong et al., who proposed an activator-inhibitor model for the generation
of the observed wave pattern361:362, In the reaction, the temporally overlapping interim synthesis
of PtdIns(3,4,5)P3 and PtdIns(4,5)Ps is quickly followed by the synthesis of PtdIns(3,4)P5.

PtdIns(4,5)Ps, is known to trigger the activation of the ARP2/3 complex369:363365 " which me-

114



3.4 Blinking Trap Experiments During Phagocytic Uptake

diates branched actin polymerization in the phagocytic cup and thus drives membrane protru-
sion122:135:137 " PtdIns(4,5)P5 is also known to promote the dissociation of the actin-severing and
capping protein gelsolin®%¢ and the presence of PtdIns(4,5)Py provides additional actin monomers
by promoting the dissociation of actin-monomer-profilin-complexes36%:367. The effects of PtdIns-
(3,4,5)P3 polymerization on cortical regulation are similar to those of PtdIns(4,5)P5, although the
effector proteins are often different3¢?. PtdIns(3,4)P5, which is produced after PtdIns(4,5)Py and
PtdIns(3,4,5)P3361, is known to promote cytoskeletal rearrangements such as subsequent podosome
formation8.

These findings were mainly derived from cell migration studies, in which, similar to phagoyto-
sis, Arp2/3 mediated actin polymerization drives membrane protrusions. Furthermore, in both
mechanisms, the formation of integrin-mediated adhesion sites behind the leading edge is known,
which are believed to prevent actin retrograde flow (sec. 1.2.2.2). In fact, phosphoionosites are
known to play a crucial role regulating the cortical machinery during phagocytosis and also dur-
ing macropinocytosis®6?37. In particular, propagating phosphoionoside waves have been linked
to phagocytic cup formation of rod-shaped particles3”. Furthermore, wave-like polymerization of
actin was observed to be synchronized with PI(4,5)P2 activity during frustrated phagocytosis in
macrophages and it has been hypothesized that these waves are nucleated at Fcy-R clusters®72:373,
Recently, de Leon et al. proposed a mathematical model of the actin waves observed during
frustrated phagocytosis372373,

In the present work, the particles were tracked and kept at a constant position in the field of
view throughout the measurement and actin polymerization was only quantified locally. Therefore,
such traveling cortical actin waves would indeed show up as an oscillatory signal in the fluorescence
channel I, rel, as it was observed in the measurements. In the experiments showing tight phago-
cytic cup formation (fig. 3.20B, C), it appears as if the amplitude of actin waves propagating in
the background was amplified. In those cases, phagocytic cup formation took roughly 15s, which
is approximately half of the period of the actin oscillations in the background, suggesting that
cup formation can possibly be regarded as an amplification of the upper half wave. Currently,
two models describing the initiation of phagocytosis are under debate. Firstly, the trigger model
postulates that cup formation is driven by a burst of FcyR activation. Secondly, the zipper model
proposes that cup formation requires subsequent activation of FcyR around the phagocytic tar-
get241:373:371 - The possible wave amplification observed in this work could have been triggered
by the binding of Fcy-R to IgG on the particle surface, supporting the trigger mechanism for the
initiation of phagocytosis. A potential test to verify this hypothesis in the future is to fluorescently
label PtdIns(4,5)P2 and cortical actin simultaneously in order to verify that both colocalize in
space and time in the cortex and also inside the cup during FcyR-mediated phagocytosis.

The initial, seemingly passive particle binding phase took roughly 100s, during which the cell-
particle contact radius increased. During this time, no indications of any systematic actin poly-
merization or depolymerization were observed. The mechanism, which triggered phagocytic cup
formation appeared to be random to a certain degree. Until the particle in figure 3.20B had been
taken up, 8 actin peaks had passed and in the measurement shown in figure 3.20C, 12 actin peaks
had passed before cup formation. In other measurements, tight cup formation did not occur and
instead, membrane ruffling and possibly macropinocytosis was induced. The picket fence model for
phagocytosis appears to be nicely in line with such a random behavior!?%133, In the picket-fence
model, it has been hypothesized that high FcyR mobility is required for receptor clustering and
ultimately for signal integration. In case the oscillatory actin signal Incq ref is solely caused by
cortical actin, the measurements acquired here suggest that phases of high and low FcyR mobility
may alternate until enough receptor clusters have formed to initiate cup formation. Aside from
receptor diffusion, another factor of variance between different particles may be the extent of IgG
coating. With secondary antibody staining, K. Berghoff showed that the IgG density achieved
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with the present passive adsorption protocol varies considerably from one particle to the next?6.

Therefore, in case IgG is a limiting factor in signal integration in the present experiments, part of
the experimental particle-to-particle variance may be explained by the IgG density on the parti-
cles. To improve on this, other protocols such as the one suggested by Francis and Heinrich could
be tested in the future. The protocol is based on anti-BSA IgG, which is coupled to BSA-coated
targets2%®. In contrast to the seemingly random initiation of phagocytic uptake, cup formation
itself for such small beads was observed to be highly directed and localized, suggesting a potential
trigger mechanism with a threshold. Particle uptake of 2 pm-sized particles took roughly 10 to 20s
and actin polymerization was only observed in the direct vicinity of the targets. This time scale is
roughly equal to one half of the above-mentioned actin remodeling time scale, suggesting that the
upper half-wave of the actin polymerization cycle may be locally amplified during phagocytosis.
A possible test for this hypothesis is to compare the actin fluorescence intensity of the phagocytic
cup to the actin fluorescence intensity in the direct vicinity of the cup.

In some cells, actin remodeling appeared to occur also on a longer timescale of about 75 to
150s. The background of these actin undulations is totally unclear at the present state and can
only be speculated about. A possible hint to unravel the background of these undulations is given
by the fact that increased actin levels were observed during macropinocytosis, i.e. the times at
which the cells also showed extended membrane ruffling in the vicinity of the target particle. Such
membrane ruffling has been linked to macrophage activation states®”®376. During the experiments,
the macrophages showed more membrane ruffling, when more IgG-coated particles were added to
the samples. Membrane ruffling was however not exclusively associated with cell-particle contact
and it is therefore likely that free IgG in the medium caused such membrane ruffling. In this regard,
S. Wieland observed the formation of large vacuoles when IgG-coated particles were added to the
cells. When the particles were washed, the formation of such vacuoles was significantly reduced,
suggesting that the reduction of free IgG in the medium reduced macropinocytosis®’’. To verify
whether cortical remodeling on this longer timescale can be induced by the addition of free IgG to
the imaging medium, the experiments shown here could be repeated, adding not particles but free
IgG at different concentrations to the imaging medium.

The updated blinking technique was demonstrated to be generally capable of resolving cortex
mechanics during cup formation. In the experiment shown in figure 3.22, an increase of the blinking
amplitude was observed during the second half of cup formation, after I,ct ror had peaked. It must
be noted that the refractive index of the cytoplasm of macrophages is slightly higher than that of
water and a value of roughly 1.37 has been reported. Thus, the refractive index of the medium
surrounding the target changed during cup formation and thus, also the optical forces changed.
The observed fourfold increase in the particle amplitude during cup formation can however not be
caused by such a slight increase of the refractive index. Instead, it is likely that those amplitude
changes indeed reflect changes of the visoelastic properties of the cortex. To verify this hypothesis,
precise data analysis taking the background drift of the particle into account is required in the
future.

For such a more detailed analysis of the cellular rheology and an analysis of the cellular compli-
ance as well as the power law exponent, adaptations to the mechanical model presented in section
3.3.1.8 may be required. The model assumed that a viscoelastic half space was deformed and that
the cell-particle contact radius converged to the particle radius. However, the deformed volume
during uptake increases and eventually, the endosome is fully surrounded by the cell, roughly dou-
bling the deformed volume. Therefore, the assumption that the effective contact radius doubles
from R to 2R may be a reasonable extension to model the contact geometry during endocytic
uptake. The corresponding transition timescale can possibly by inferred from the fluorescence
images.

An interesting question is the degree to which the mechanical properties of the cup itself were
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assessed with the technique. As a thin cup formed around the target, the cup itself was probably
not deformed by the blinking trap and thus, also not probed. Considering figure 3.15 and SEM
images showing the tight formation of the cup3®®, it is more likely that the cortex below the cup
was deformed and tested instead. The fact that the blinking amplitude started to decrease while
the actin signal was still elevated suggests that cortical decoupling at the base of the cup may have
started before cup closure.

3.5 Summary of the Blinking Holographic Optical Tweezers
Technique

In this chapter, a technique to measure cellular rheology on the micron length scale was established.
The technique is based on blinking holographic optical tweezers, which allow the exertion of optical
forces on a target particle attached to a cell. In section 3.3, it was demonstrated that the technique
allows the simultaneous measurement of the temporal evolution of the cellular compliance j,
the power law exponent 3, and the contact radius r. Using macrophages treated with different
concentrations of CytoD and using traps with different stiffnesses, it was established that the
cellular rheology assessed with the technique was mediated by cortical actin. The optical forces,
which could be exerted, were on the order of 200 pN. No indications that the laser beam influenced
or damaged the cells were observed.

In section 3.4, the blinking holographic optical tweezer setup was extended to enable long term
measurements and to simultaneously visualize the endocytic uptake by keeping the particle position
relative to the objective constant. Thus, the particle could always be kept in the same focal plane.
In this manner, sharp fluorescence images during cup formation could be acquired reliably without
any error-prone manual input. Furthermore, the target particles could be kept at roughly the
same position inside the optical trap, keeping the optical force at the start of each blinking event
constant. This is especially desirable as the rheology of eukaryotic cells is generally nonlinear, as
it was observed in this work (sec. 3.3.2.1). Cells can exhibit considerable stress stiffening?®” and
strain fluidization3837?, which may otherwise render the detection of mechanical changes in the
cortex difficult.

With these extensions, from the early data presented in this work, it seems possible to discrim-
inate between different uptake pathways by judging the cortical morphology of the cells during
uptake. In this work, cortical dynamics during two separate uptake mechanisms, i.e. tight cup
formation and uptake via more global membrane ruffling, could be observed. As the simultane-
ous visualization of the cup formation and cellular rheology is possible with the enhanced setup,
the cellular rheology before, during and after internalization can be reliably discriminated, which
is not possible with bright field transmission or DIC microscopy alone. In particular, an inter-
esting question to be addressed in the future is whether viscoelastic changes go along with the
observed cortical oscillations. Furthermore, after particle internalization, the viscoelasticity in the
vicinity of the endosomes can be probed. The technique could, for example, provide data about
the mechanical coupling of the endosomes to the microtubule structure, along which endosomes
are transported to the nucleus via dynein motor proteins'®. Furthermore, the mechanics of the
transient assembly of filamentous actin around phagosomes3® could be investigated.

In contrast to magnetic tweezers, optical tweezers offer the possibility to precisely position the
target particles and thus, the phagocytic process starting with the binding of membrane receptors
to their respective ligands on the target can be initiated in a well defined manner?'6. Therefore,
the technique also offers the possibility to deliberately attach the particles to various regions
of the cell, e.g. a lamellipodium, the nucleus or regions, in which membrane ruffling occurred
even before particle attachment. Recently, Rohrbach et al. demonstrated that it is possible
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to detect the binding of individual molecules during the early phase of particle binding using
thermal fluctuations®?®. With the data analysis performed in this work, this was, however, not
possible. Instead, the binding kinetics were resolved in a more coarse-grained manner by inferring
the temporal evolution of the contact radius during particle binding from the cellular step response.
The temporal resolution of these contact radius measurements was on the order of 20s.

The temporal resolution of the individual experiments was defined by the time between two
blinking events, which was on the order of 1s. This should be sufficient to resolve cup formation
given the fact that the phagocytic uptake of particles with a diameter of 2 pm took roughly 20s.
Significant improvements to the temporal resolution could be made by modulating the trap inten-
sity with an acousto-optical modulator, which supports switching times in the kilohertz regime.
However, this would also require faster signal detection, which is currently limited by the frame rate
of the high speed camera. In the implementation described in this work, the temporal resolution for
particles detection was 500 Hz. Faster particle localization is possible with a quadrant photodiode,
which can give access to particle dynamics with a bandwith in the megahertz regime38!.

The spatial resolution of the rheology measurements was limited to the size of the probe. Thus,
the technique provides good resolution on the cell level. However, the resolution will likely not
be high enough to measure the cellular viscoelasticity inside the phagocytic cup in a spatially
resolved manner. In case cup formation occurs in a tight manner as illustrated in figure 1.2C and
as indicated by the fluorescence microscopy images shown in figures 3.20B and C, the cup itself will
not be deformed by exerting optical forces on the target particle. Thus, the rheology measured by
the current implementation of the technique is likely mediated by or representative of the cortical
structure, which mechanically undergirds the phagocytic cup.

To overcome the spatial resolution limit and to resolve the cellular viscoelasticity inside the
phagocytic cup, opsonized large polyacrylamide particles with a diameter of roughly 10 pm could
be polymerized and attached to the cells. Polyacrylamide has optical properties similar to those
of water™ and thus, such particles do not interfere with the optical trap. A secondary probe could
then be attached to certain regions of the phagocytic cup to probe the rheological properties of
the cup itself. However, as polyacrylamide particles can not be trapped and attached to the cell
membrane in a controlled manner, such experiments are certainly difficult to perform and will
require a finite amount of patience.

In general, an adapted filter set could allow the use of a second fluorescent dye to label one
additional protein, possibly in the DAPI channel. Possible label targets to investigate phagocytic
uptake include IgG264, FeyR!32, or filamentous actin-associated proteins such as Arp2/3'37, vin-
culin or integrin'#®. Other interesting label targets are the inositol phospholipids mentioned in
section 3.4.3 as well as their corresponding effector proteins. A detailed overview of possible label
targets in the inositol phospholipid signaling pathway was given by Xiong et al.?61. Such an adap-
tation would however require the switching of the filter cube inside the microscope, which may
induce mechanical shaking and thus, invalidate the mechanical blinking data.
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In this chapter, a microfluidic shear flow approach to investigate the adhesion between cells and
microplastic particles is presented. The project was done in cooperation with Anja Ramsperger,
Sitmon Wieland, Moritz Lehmann, and Thomas Witzmann. The scanning electron microscopy
experiments as well as the cell experiments were done by Simon Wieland. Thomas Witzmann
contributed the measurements of the (-potential of microparticles and Moritz Lehmann contributed
numerical simulations of the flow field around microparticles The microfluidic technique, i.e. the
setup and the data analysis was designed and verified by the author of this work. Simon Wieland
performed the microfluidic essay and Anja Ramsperger performed the uptake experiments.

Many of the methods and results presented in this section will be published in the following research
article:

‘Same but different: the choice of model microplastics strongly affects particle-cell interactions ’, W.
Gross, A. FRM Ramsperger, S. Wieland, M. Lehman, T. Witzmann, S. Gekle, G. Auernhammer,
A. Fery, C. Laforsch, H. Kress), in preparation, 2022552

If not stated otherwise, all mathematical symbols are redefined in this chapter.

4.1 Microparticle Adhesion and Internalization

4.1.1 Microparticles for Internalization Studies

In studies quantifying particle uptake, the most abundantly used particle material is certainly
polystyrene and most studies use spherical polystyrene particles with roughly the same size of a
few micrometers!06,246,271,383-385  However, the absolute uptake efficiencies differ quite drastically
between studies. One reason why this may occur is the fact that most laboratories use slightly differ-
ent opsonization protocols. However, the particles themselves can be produced with a vast variety
of different polymerization protocols. For example, different surfactants, initiators or catalyzers can
be used to polymerize polystyrene particles, leading to potentially different properties3®388. Thus,
even studies conducted with untreated particles show remarkably different results. For example,
some studies find high uptake efficiencies and even cytotoxic effects with particles purchased from
Polysciences (Warrington, PA, USA)3%? and TianJin Baseline Chromtech Research Centre(Tianjin,
China)3%, while another study by Stock et al. used microplastic particles purchased from Thermo
Fisher Scientific (Waltham, MA, USA) and Kisker Biotech (Steinfurt, Germany) and found only
a low uptake efficiency and no adverse effects®?!. Other studies used particles from other manu-
facturers such as Phosphorex (Hopkinton, MA, USA)392 Micromod?3?:393:394 " and MicroParticles
(Berlin, Germany)3%°. Recently, Ramsperger et al. showed that plain polystyrene particles from
Polysciences and Micromod differed considerably in their monomer content and their surface charge
densities®?®. The particles produced by Polysciences showed more cell-particle-interactions than
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particles purchased from Micromod3“6. The particles purchased from Polysciences were also inter-
nalized more often and the cellular metabolic activity decreased when the cells were exposed to
high concentrations of particles from Polysciences, while no such effects were observed for particles
from Micromod.

In chapter 3, it was established that internalization is a two stage process. In the first stage,
cell-particle contact was established and the contact radius increased with time (sec. 3.3). Only
minutes after cell-particle contact was established, phagocytic uptake was observed.. This seem-
ingly random temporal delay indicates that the initiation of the cup formation may generally be
largely independent of the initial binding process (sec. 3.4), although cell-particle binding is likely
a fundamental necessity for uptake. In this chapter, the role of the cell-particle adhesion strength
for particle internalization is investigated. As differences in cell-particle interactions were observed
previously for particles from different manufacturers®?®, it is likely that the adhesion between the
particles and the cells is weaker or stronger, depending on the manufacturer. As such differences
were also observed for untreated particles, unspecific adhesion appears to be a major driver of
cell-particle adhesion. Unspecific Adhesion can be mediated by electrostatic charges on the surface
of the particles. The (-potential, i.e. the electrostatic potential at the hydrodynamic slipping
plane of the particles, has been hypothesized to be a major factor determining cell-particle adhe-
sion strength396-39% A similar observation was made in the experiments described in chapter 2,
where it was observed that carboxylated polystyrene particles stuck to coverslips in 1xPBS but
not in deionized water, suggesting that electrostatic forces may indeed be one of the major con-
tributors, which mediated particle-coverslip adhesion. Similar observations were also made in the
experiments presented in chapter 3. There, it was observed that carboxylated and IgG-opsonized
particles stuck firmly to the membrane of macrophages and the contact radius between the cells
and the particles appeared to increase with time, independent of cotex mechanics, suggesting that
passive adhesion effects may be at play. Thus, the results from previous experiments, both in
literature, but also in this work, suggest that cell-particle adhesion may be mediated by particle
surface charges. A typical protocol used in internalization essays relies on fixed samples. In such
essays, particles are sedimented on cells adhering to a coverslip. The cells are then given some
time to internalize the particles and the sample is fixed. Those protocols typically include washing
steps, in which non-adherent particles may even be washed away. Thus, there is an undeniable
need for a careful calibration of the adhesion in such model systems used for internalization and
cytotoxicity studies3??.

4.1.2 Techniques to Quantify Cell-Particle Adhesion

A suitable technique to measure the adhesion strength between cells and extracellular objects both
on the single cell and on the single molecule level is atomic force microscopy. For example, one of the
major mediators of the adhesion between eukaryotic cells and baceria are bacterial adhesins. The
most common of these adhesins of Escherichia coli is FimH, which has been shown to form catch
bond complexes with mannose in the cell membrane?®®. In contrast to slip bonds, which loosen
under tensile stress, catch bonds strengthen under mechanical tension*®'. The high sensitivity
of atomic force microscopes ranging down to about 10 pN made it possible to reveal such details
about the binding and unbdining kinetics of those bonds between FimH and mannose?®?. However,
with an atomic force microscope, the probe has to be glued to a cantilever, which makes every
measurement costly and time consuming. Another approach to quantify the adhesion strength
is a shear flow essay®®. In such an approach, a large quantity of particles or bacteria can be
tested simultaneously. In the experiments, adherent objects are exposed to a shear flow in a
microfluidic chamber and the relative number of detached objects after a given amount of time
is quantified. Such experiments have been described for bacteria?®®4%% and eukaryotic cells*®®
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adhering to coverslips, but also for cell-particle adhesion studies?06-409,

4.1.3 A Microfluidic Shear Flow Essay to Quantify Cell-Particle Adhesion

In order to provide a comprehensive platform to quantify cell-particle adhesion and thus, to cal-
ibrate model systems for particle internalization studies, such a microfluidic device was designed
and verified in this work. A shear flow essay was conducted to measure the adhesion strength
between particles and cells. Inside the microfluidic chamber, a large number of particles adherent
to cells and coverslips were exposed to a shear flow and hydrodynamic forces were exerted on the
particles to quantify the adhesion strength of all particles simultaneously.

As previous results suggested that the surface properties of particles purchased from various
manufacturers can differ drastically, a wide range of nominally identical plain polystyrene particles
was purchased from eight different manufacturers. Furthermore, two carboxylated and one amine-
functionalized particle type were purchased. The adhesion strength between cells and particles
as well as between cells and coverslips was quantified with a microfluidic device. Futhermore, the
(-potential of all of those particle types was measured to investigate the role of electrostatic charges
on cell-particle and cell-coverslip adhesion in a systematic manner.

Inside the microfluidic chamber, particles were allowed to sediment on cells and coverslips. Then
a flow was turned on to exert a well-defined hydrodynamic force on the particles. The data was
analyzed with automated particle detection and tracking routines. Using artificial intelligence,
particles adhering to cell were discriminated from particles adhering to coverslips. In order to
quantify the adhesion between the particles and the cells, the binding and unbinding rates, the
fraction of irreversible binding events, and the number of particles remaining after the exertion of
a hydrodynamic force of 50 pN were quantified. Furthermore, the (-potential of the particles was
measured and its role in mediating adhesion and particle internalization was investigated. Addi-
tionally, the particles were incubated in salt and freshwater to investigate the role of environmental
exposure on the (-potential, the adhesion strength and on particle internalization into cells.

In section 4.2, the characterization of the microparticles is described. Their surface morphologies
were imaged with scanning electron microscopy and their (-potential was measured with a zetasizer.
The design and the calibration of the flow chambers is described in section 4.3. Finally, the shear
flow essays quantifying the particles’ adhesion strength as well as the internalization probabilities
are presented in section 4.4 of this chapter.

4.2 Microparticle Characterization

4.2.1 Particle Types and Surface Functionalization

In order to investigate the adhesion between different polystyrene microparticles and cells as well
was between microparticles and coverslips, particles from 8 different manufacturers were used. An
overview over all microparticle types and their respective surface functionalization is given in table
4.1. The abbreviations used in the following for every particle type are also introduced in the
table. The particles of 8 types were not surface-modified and as such, designated as ’plain’ by
the manufacturer. PY-C and MM-C particles were functionalized with carboxyl groups and PY-A
particles were functionalized with amine groups. MM particles were additionally incubated for two
and four weeks in salt and freshwater by Simon Wieland and Anja Ramsperger to investigate the
effects of an eco-corona. Freshwater was obtained from an artificial outdoor pond and salt water
was obtained from a marine aquarium facility with a defined salinity of 35 %o. The particles were
incubated in salt and freshwater on a shaker for two and four weeks. Along the way, the water
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was exchanged three times per week. Further details on the incubation process were published by
Ramsperger et al.3%4.

4.2.2 Scanning Electron Microscopy

Scanning electron microscopy was performed by Simon Wieland to characterize the particles’ sur-
face morphology and their monodispersity. The microplastic particle stock dispersions were dis-
persed in deionized water at a concentration of 1% v/v. 100pnL of these dispersions were each
pipetted on a silicon wafer placed on carbon conductive tabs (diameter 12 mm; Plano GmbH, Wet-
zlar, Germany) and fixed to aluminium stubs (diameter 12 mm; Plano GmbH). In order to fix the
eco-corona on the surface of the environmentally exposed particles, Karnovsy’s fixative (2% v/v
paraformaldehyde and 2.5 % v/v glutaraldehyde dissolved in 1xPBS) was used. The samples were
subsequently dehydrated in an ethanol series (30, 50, 70, 80, and 90 % v/v for 30 min each, fol-
lowed by 95 % and absolute ethanol for 1h each. Finally, they were dried in hexamethyldisilazane.
The stubs were transferred into a desiccator and coated with a 4nm thick layer of platinum in a
sputter coater (208HR sputter coater; Cressington, Watford, United Kingdom) and imaged using
a scanning electron microscope (SEM, FEI Apreo Volumescope; Thermo Fisher Scientific, 5kV).
The particle diameters were measured on the basis of the SEM images.

4.2.3 Measurement of the (-Potential

The particles’ {-potential was measured by Thomas Witzmann (Leibnitz-Institut fiir Polymer-
forschung Dresden e.V., Dresden, Germany) with a zetasizer (Zetasizer Nano ZS, Malvern Pana-
lytical, Worcestershire, United Kingdom). The particles were immersed in 0.1 mM KCl at pH 7 and
equilibrated at 24 °C for 120 s before the measurements. The results of 3 independent measurements
with 50 runs lasting 5s each were averaged.

4.3 Design and Calibration of the Flow Chamber

4.3.1 Experimental Setup

A sketch of the microfluidic setup to quantify the adhesion strength between the particles and
the cells is shown in figure 4.1. The piston of a plastic syringe with an inner radius Rpiston =
(6.1 £0.1) mm was driven with a high precision linear stage (L511.20DG10; Physik Instrumente,
Karlsruhe, Germany) with a defined velocity vy, to control the volume flux in the flow chamber.
The motor had a maximum velocity of vy max = 6 mm/s and a maximum drive force of 100N,
which amounted to a maximum pressure of 860kPa, which could be exerted on the fluid. The
syringe was connected to the flow chamber with a tubing system built from polyurethane tubes
(PU-S32-85-100, PU-S16-85-100; Piper Filter GmbH, Zwischenahn, Germany). The tubes had an
inner diameter of 1.6 and 2.3 mm. Check valves (RVMINI-32, Piper Filter GmbH) were used to
drive the flow inside the chamber in one direction, independent of the motors movement direction.
The check valves were therefore aligned like diodes in a electronic bridge rectifier. The motor
was controlled with a custom-written MATLAB program (MATLAB 2019b; The MathWorks Inc.,
Natick, MA, USA). A second syringe without a piston was used as a reservoir. The flow chambers
were built with a plastic lid (sticky-Slide I Luer, nominal channel height 0.1 mm, nominal width
5mm, nominal length 48 mm, ibidi GmbH, Grifelfing, Germany), which was glued to a glass
coverslip (24 mm x 60 mm,# 1, Menzel Glaser, Thermo Fisher Scientific Inc., Waltham, MA) with
a thin film of epoxy resin (Uhu Endfest Plus; UHU, Biihl, Germany). Care was taken that the resin
sealed the channel completely. All parts were connected with luer slip connectors (PP-S32 S32'Y,
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Figure 4.1: Sketch of the microfluidics setup. A high precision linear stage attached to the piston of
a syringe was used in combination was check valves to drive the flow inside the flow chamber
in one direction, independent of the motor motion direction. Further details about the tubing
are given in the main text in section 4.3.1.

PP-LF S32, PP-LMS S15 Piper Filter GmbH, Bad Zwischenahn, Germany). The flow channel was
placed on the stage of the Nikon Eclipse Ti-E microscope. The brightfield tranmission microscopy
setup illustrated in figure 2.5 was used.

4.3.2 Flow in a Rectangular Channel

In the following sections, the force exerted on a spherical particle located at the bottom of the flow
chamber will be derived. For the derivation, an analytical expression of the velocity field of the
flow in a rectangular channel is required. The necessary expressions, which assume a stationary,
laminar flow, i.e. a Hagen-Poiseuille flow, are introduced in this section. A sketch of the channel
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IS

A

y

Figure 4.2: Geometry of a rectangular channel with width w, height h, and length L. The fluid
flows along the z-axis with a flow rate Q). Figure adapted from Gross et al., in preparation,
2022°%2.

geometry is shown in figure 4.2. In a rectangular channel with height A, width w, and length L,

the velocity profile vy (y, 2) is given by410411
4h2Ap N 1 cosh (nm¥
ol 7= U280 S LYy coshlnm) |y W)
TNl e~ n cosh (nmas) h

Here, x is the coordinate along the flow direction and y and z are the coordinates defining the
plane perpendicular to the flow direction, which satisfy —w/2 <y < w/2 and 0 < z < h and 7 is
the dynamic viscosity. The pressure drop Ap along the = axis due to the viscosity of the fluid is a

function of the volume flow rate @ through the channel:4!!
-1
12nLQ = 192h w
Ap = 1— il h( —) . 49
P wh? ngd:d T DTS (42)
In case w > h, i.e. when the influence of the boundaries at y = —w/2 and y = w/2 can be

neglected, the velocity profile does not depend on the y-position and equation 4.1 simplifies to

=22 ((5) - (-3)) 43

Similarly, equation 4.2 simplifies to*!!

_12nLQ
o whd

4.3.3 Hydrodynamic Force Exerted on the Particles

In order to estimate the hydrodynamic drag force Fj, on a sedimented particle with radius R located
in the center of the channel, Stoke’s law can be used. In general, the velocity at the bottom of the
channel satisfies the no-slip boundary condition and, neglecting the spherical particle, it increases
linearly as a function of the z-position in the direct vicinity of the bottom of the channel (fig. 4.3).
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Figure 4.3: Estimation of the hydrodynamic force on a particle located at the bottom of a
flow chamber. Neglecting the influence of the sphere, the gradient dvx/dz is approximately
constant near z = 0. The hydrodynamic force Fj, on the particle can be approximated with
Stokes law, assuming that the particle is hit with with an approach velocity vx (2 = R).

According to equation 4.3, the averaged velocity in the interval 0 < z < 2R is thus equal to the
velocity vy (z = R), which is given by

UX(ZZR)ZZ%(@)Q—(R—Z)Q) (4.5)

R(h—R
=6 (wh3 )

Neglecting the influence of the interaction between the sphere and the boundary, equation 4.6 can
be used to estimate the hydrodynamic force on a sedimented particle. In an infinitely large and
homogeneous flow field, the hydrodynamic force F}, exerted on a sphere with radius R is given by
Stoke’s law:

. (4.6)

E, = 6mnRuy. (4.7)

In order to approximate the hydrodynamic force on a particle located at the bottom of a rectangular
channel, equation 4.6 is inserted into Stoke’s law to yield

R?>(h— R)
wh?

In the experiments, the force on the particle was slightly higher for two reasons. Firstly, as the
sphere was in direct contact with the bottom wall, the effective approach velocity was higher than
the velocity given by equation 4.6. Secondly, the channels used in this work did not have a perfectly
rectangular shape. Instead, the channels were slightly thinner at y = —w/2 and y = w/2 than in
the center at z = 0. Compared to the velocity profile in a rectangular channel, the velocity was
therefore slightly higher in the channel center than predicted by equation 4.8. Both of those effects
were accounted for by two correction factors Cy and Cl:

2(h—R
B, ~ 360, Cymn 1 — 1)
wh?3

The correction factor C; accounting for the proximity to the bottom surface was determined by
Moritz Lehmann with boundary element simulations. When R < h < w, C} is given by3%2:

F, =~ 36mnmQ . (4.8)
. (4.9)

2
C1(R) = 0.00256 <R> +0.06962-1 4150757 (4.10)
pm pm
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which, for R = 1.5nm, evaluates to C; = 1.61. The correction factor C5, correcting for the
non-rectangular shape of the channels, is derived in the following section.

4.3.4 Flow in a Parabolic Channel

In this section, the correction factor Cs for the flow profile in a channel with an inhomogeneous
height profile h = h (y) is derived. In a rectangular channel, the flow rate @Q is found by integrating
the flow velocity vy (z, 2) (eq. 4.1):

w/2 h
Q (hyw,L) = / dy/ dz vx (y,2) . (4.11)
y=—w/2 z=0
Integration yields*!!
h3wAp . 192k w
h,w, L) = 11— 5 220 h( —) . 412
@ w. L) 12nL Zd T DTS (4.12)
For a very wide channel, i.e. h/w = 0, i.e. when the walls at y = —w/2 and y = w/2 can be
neglected, equation 4.12 simplifies to
h3wAp
R . 4.1
Q oL (4.13)

As described in section 4.3.3, the channel height near the side walls was a few micrometers lower
than in the center. As the coverslips used for the experiments were very flat, the inhomogeneous
height profile most likely originated from the plastic lid or from an inhomogeneous glue distribution.
In general, the height profile could be well described by a parabolic profile of the form

h(y) = ho + vy + 0y, (4.14)

where v and § are two arbitrary parameters. Typically, the channels were between hy = 150
and 200 pm high in the center and 10 to 20 pm thinner near the edges, which corresponded to
|v| <3 x107% and 6 ~ —2.5m™1L.

The total flow rate @ through a channel with such a parabolic height profile can be approximated
by the sum of infinitesimally small flow rates dQ, flowing through thin sections of the channel with
width dy and height h (y). As the height changes only slightly with respect to y and as the channels
used in the experiments were very wide (e.g. w = 5mm, h ~ 175 um, w/h = 0.04), the velocity
gradients dvy (y, z) /dy were considered to be negligible for the correction term and d@ was derived
from the solution of a wide, rectangular channel given by equation 4.13:

_ h(y)’ Ap
Integration yields:
w/2 h BA
Q= (y)” Ap (4.16)

_ 12nL
y=—w/2 n
The effective height heg of the parabolic channel can be identified comparing equations 4.13 and

4.16:
1 W/2 3 1/3
hot = [ - / h(y)® dy (4.17)

W Jy=—w/2

1/3

SBuwb| . (4.18)

1 1 3 3 1
— h3 *h252 Zh 2,2 7h524 7254 -
[0+4 00" YW g 00T Bg YO Rg
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Inserting heg into equation 4.2, the pressure drop App,, inside a parabolic channel is increased
compared to a channel with an homogeneous height hq:

—1
tanh <n7r 2;;;& > . (4.19)

The velocity profile vy par (¥, 2) in the parabolic channel can then be approximated by adapting
equation 4.1:

12nLQ i 192 heg

1—
3 5.5
wh n2mwow
eff n,odd

Appmr (heff) ~

VUx,par (y7 Z) ~

00 Yy
4h (y)2 Appar (heﬁ) Z i 1— M sin
w3nL

mrz> . (4.20)

° h(y)

Y
nodd cosh (mr%)
Firstly, this approximation accounts for the increased pressure drop. Secondly, it ensures that the
velocity at the channel boundaries is 0. A verification that v (y, 2) is a good model for the flow field
inside the channels is provided in section 4.3.5. Comparing equations 4.1 and 4.20, the velocity in
the center of the parabolic channel is increased by a factor of

Ux,par (y = 072) ~ Appar (heff)
vx (0, 2) Ap (ho)

(4.21)

compared to a rectangular channel with height hg. As the force on a particle is proportional to
the velocity in the channel, the correction factor Cs accounting for the parabolic height profile can
be identified to be

~ Appar (heff)

Co =~ ————. 4.22
? Ap (ho) (4.22)
In the experiments, heg was small compared to the channel width and consequently, Co simplifies
to

Cs (4.23)

".\\JJ 70

he
For a typical channel with a height hg = 165 pm, this resulted in an effective height of about
155 pm. With equation 4.23, this amounts to Cy = 1.2 or to a 20 % increase of the hydrodynamic
force due to the parabolic height profile.

4.3.5 Validation of the Flow Profile in the Parabolic Channel

The flow profile v (y, z) in the parabolic channel was measured as a function of the flow rate to
verify that the flow velocity is well predicted by equation 4.20. A highly diluted dispersion of car-
boxylated polystyrene tracer particles with a diameter of 1 um (Micromod) in MilliQ) water with a
final concentration of about 2 x 10° nL~! was used to visualize the flow velocity (figure 4.4). The
particles were dispersed in MilliQQ water because particle-coverslip adhesion was observed to be
highly reduced in MilliQ water compared to 1xPBS (see also sec. 2.2.1.3 and 2.2.2), keeping the
number of free particles approximately constant during the experiment. To minimize sedimenta-
tion during the experiments, the particles were chosen just large enough such that they can be
easily resolved, i.e. slightly larger than the wavelength of visible light. Nevertheless, the particles
sedimented noticeably and thus, the first measurements were conducted near z = h, measuring
from the top to the bottom. The stock particle dispersion was highly diluted to avoid ambiguities
during particle tracking and thus, to maximize tracking accuracy and reliability. The dispersion
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tracer particles, @ 1 pm

focal plane

40x
water immersion

Figure 4.4: Sketch of the flow chamber calibration experiments. Polystyrene particles with a
diameter of 1pm were immersed in water an flushed through the channel. The particle
motion was imaged in different focal planes and at various positions (z,y). Imaging was done
with the 40x objective and the high speed camera with frame rates of up to 2000 Hz.

was filled into the tubing system as described in section 4.3.1 and pumped through the channel.
The motor velocity v, was set according to

__Q
mR?

piston

(4.24)

Um

to achieve a flow rate of 0.2pl/s. The particles were imaged with the 40x objective, which was
chosen as it provided a reasonably small focal depth due to its high numerical aperture of 1.15 and
a reasonably large field of view. Images were acquired at different positions (y, z) with the IDT
NX4-S2 high-speed camera at frame rates of up to f = 2kHz, which was the limit of the camera
in full frame mode without pixel binning.

The images were preprocessed with a spatial band pass filter. The band pass was implemented
by filtering the raw images with a Gaussian filter with a width of 0.5 pm, resulting in an image
I- of mainly long range image features such as vignetting effects. Noise in the original images
was removed by filtering the original images with a gaussian filter with a width of one pixel (i.e.
0.16 pm, resulting in an image I of the particles and the long range image features. The band
pass filtered image I1,, showing only the particles was then calculated by subtracting both images:

Ibp (ivjvt):I< (iajat)_j> (@j,t). (425)

Here, i and j denote the indices of a pixel in the images acquired at time ¢. The time series of
those bandpass filtered images was then filtered with a pixel-wise rolling median filter in time to
isolate all stationary image features:

Imed (i)j7 t) =< Ipart (i7j7 t) >med75 . (426)

Here, < ... >med,5 denotes the rolling median filter in time calculated for every pixel from time
t—5/f tot+5/f. The filtered images, which were used for particle detection showing only moving
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particles were then calculated with:
Iﬁltered (iajv t) = Ibp (iaja t) - Imed (iaj? t) . (427)

The particles were detected in Igjtereq With a custom-written peak finding routine based on the
version published by Style et al.’! and tracked with a Matlab implementation of the particle
tracking algorithm originally published by Crocker and Grier®'#'2. The code was implemented in
MATLAB 2019b. For every position (y, z) inside the channel, the velocities obtained from 50 to
100 particle trajectories were averaged. As the focal depth of the objective was a few micrometers
deep, particle trajectories located in planes a few micrometers below and above the focal plane
were picked up as well by the imaging and by the particle tracking algorithm. Near the channel
center at z = h/2, this effect could lead to a slight underestimation of the flow velocity as vy was
highest at z = h/2. At all other z-positions, the influence of those particles located below the focal
plane should negate the influence of those particles located above the focal plane and the errors
should cancel each other out.

The results are shown in figure 4.5. Within the margin of error, the measured flow field vy (z, 2)
was in excellent agreement with the theoretical prediction vy par(y, ) predicted from the motor
velocity vy, using equations 4.19, 4.20, and 4.24, demonstrating that the theory derived in sec-
tion 4.3.4 was suitable to predict the flow field in a channel with a parabolic height profile h (y).
However, the measured velocities were up to 7% lower than the theoretical prediction at almost
all y and z positions. An overestimation of Rpiston could have been the cause of these devia-
tions. Furthermore, the assumption that the flow field vy . inside the parabolic channel can be
approximated with equation 4.20 could also be the reason for the systematic deviations.

Furthermore, linear scaling between the flow rate and the flow velocity was validated by mea-
suring the flow velocity in the channel center at y = 0 and z = h/2 for flow rates between 0.2
and 2puls~!. For example, non-linear scaling could have occurred, when the pressure gradient
inside the check valves was not high enough to properly close them at low flow rates. The frame
rate of the high speed camera was adjusted to different frame rates depending on the flow rate.
The camera was fast enough to capture the particle motion with sufficient temporal resolution for
particle tracking up to a flow rate of Q = 2uls™!, which corresponded to about v, = 3mms~!.
The results are shown in figure 4.6, demonstrating that the flow velocity scaled linearly with the
flow rate inside the channels and that the flow velocities could be predicted from equations 4.19,
4.20, and 4.24. As both the shape and the magnitude of v were in excellent agreement with vy par
derived in section 4.3.4, the correction factor Cy was used to correct the forces exerted on the
particles in the parabolic channels.

4.4 Quantification of the Particles’ Adhesion Strength

4.4.1 Methods
4.4.1.1 Microfluidics Experiments

In order to quantify the adhesion strength between microplastic particles and cells as well as
coverslips, murine J774 macrophages were seeded inside the channels. Cells were cultured as
described in section 3.3.1.1. In order to prepare the cells for the channels, the cells were scraped
off the cell culture flasks prior to the experiments, centrifuged at 150 g at 20 °C for 2 min and the
supernatant was removed. They were re-suspended in 600 pL of cell culture medium (sec. 3.3.1.1).
200 pL. of cell suspension was used for every channel and the channels were incubated at 37°C in
5% COg for 1h until the cells adhered to the coverslip at the bottom of the chamber.
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Figure 4.5: Velocity profile v«(y, z) inside a channel with a parabolic height profile. The flow

rate was set to 0.2ul/s, which corresponded to vy, = 1.69 pm s~!. The channel was ho =

(201 £ 2) pm high in the center and approximately 15 um thinner near the side walls, which
corresponded to y = 0.95 x 1072 and § = —3.0m™'. Every data point (red crosses) represents
the mean velocities obtained from 50 to 100 particle trajectories and the corresponding error
bars represent the standard deviation. Red lines represent fits of equation 4.20, in which the
velocity in the channel center was used as the only free parameter. Errors of the fit were
determined with Monte-Carlo simulations considering the errors of the measured velocity
vx. Black lines indicate the flow profile vy par predicted from the motor velocity vm using
equations 4.19, 4.20, and 4.24. The errors of vy par were determined with Gaussian error
propagation considering the errors of w, h, y, 2, Rpiston, and vm (black dashed lines). Figure
adapted from Gross et al., in preparation, 2022352,
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Figure 4.6: Velocity v (y =0,z = h/2) in the channel center as a function of the flow rate Q.
Crosses represent the measured velocities vx (y = 0,z = h/2). The line represents the flow
velocity v« par calculated from equations 4.19, 4.20, and 4.24. The predictions’ errors were
determined with Gaussian error propagation considering the errors of w, h, y, 2, Rpiston, and
vm. Figure adapted from Gross et al., in preparation, 2022382

Imaging medium (Minimum Essential Medium, Thermo Fisher Scienfitic Inc.) was supplemented
with 5% HEPES (Thermo Flisher Scientific Inc.) as a pH buffer and 1% penicillin-streptomycin.
The medium was incubated at 37°C for at least 12h to get rid of dissolved gasses, with tended to
form air bubbles in the flow system during the experiment otherwise. Microparticles were added
to the solution directly prior to the microfluidic experiments. Live cell imaging was performed on
the inverted microscope (Nikon Eclipse Ti-E, Nikon) with a 10x objective (CFI Plan Fluor DL
10x, Nikon, NA = 0.3). A CCD camera (pco.pixelfly usb; PCO AG, Kehlheim, Germany) was
used for image acquisition with a frame rate of 1 Hz. The microscope, the tubing and the syringes
were placed inside the custom-built incubation chamber described in section 2.2.2 and kept at 37 °C
during the experiments. The camera and the precision stage were controlled with a custom-written
MATLAB program (MATLAB 2019b, The MathWorks Inc., Natick, MA, USA).

At the start of each experiment, the camera acquisition was started. Each experiment consisted
of three phases. In the first phase, a low flow was briefly applied to flush the particles into the
flow chamber (fig. 4.7A) and the flow was turned off again. In the second phase, the particles
were allowed to sediment for 10 min (fig. 4.7B). During this sedimentation phase, a combination
of image analysis and particle tracking was used to reveal the binding and unbinding kinetics
between particles and cells and between particles and coverslips when no force was exerted. The
sedimentation data analysis is described in detail in section 4.4.1.2.

After the sedimentation phase, the flow was turned on, which defined the start of the rupture
phase (fig. 4.7C). The motor velocity was chosen such that the hydrodynamic force on the par-
ticles was F, = (50 £5) pN in all cases. The error was estimated from the relative error of the
velocity field, which was about 10 % (fig. 4.5). Equations 4.9 and 4.24 were used to calculate the
corresponding motor velocity vpy,:

1 Fhwh3
o : 4.28
7T‘RIQ)iston 366‘1 CZ7T77R2 (h - R) ( )
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A add particles at B sedimentation phase C rupture phase
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. e Tt >
) N e o BN e e o S

0 min,

40 min, and

80 min after addition of
particles to medium

3 replica each for

every particle type binding/unbinding fraction of
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Figure 4.7: Sketch of the microfluidic experiments. The particles were added 0, 40, and 80 min
before the experiment to the medium. (A) At the beginning of an experiment, the particles
were flushed into the chamber at a low flow rate. (B) The particles were allowed to sediment
and adhere for 10 min (sedimentation phase). (C) The flow was turned on with the flow
rate necessary to exert a hydrodynamic force of (50 & 5) pN on the particles (rupture phase).
Three replica of every experiment at every time point were performed for every particle type.
Thus, a total of 9 experiments was conducted with every particle type. The particles’ binding
and unbinding kinetics were analyzed during the sedimentation phase. In the rupture phase,
the fraction of remaining particles after the exertion of F3, = 50 pN for 30s was analyzed.

The dynamic viscosity 1 of the medium was assumed to be equal to the viscosity of water at 37 °C,
which is 0.7 mPas?!3413. As the channel geometry and consequently also Cs differed slightly from
channel to channel, the height profile h (y) of every channel was measured before each experiment.
h (y) was measured in the experiments by focusing on the top and bottom channel surfaces with
the 10x objective. The measured height was corrected using equation 2.3.2 and the assumptions,
that the refractive index of air is 1.0 and that the refractive index of the medium is equal to that
of water (ny, = 1.33%17) were used. A typical height profile resulted in a correction factor Cy of
~ 1.2.

Thus, for a typical channel geometry with hg = 165 pm, w = 5mm, and L = 48 mm, the flow rate
corresponding to F}, = 50 pN was approximately 20 pls—!, which corresponded to vy, = 0.1 mm/s.
According to equation 4.4, this amounted to a pressure drop of Ap =~ 350Pa = 3.5 mbar inside
the chamber. In this case, the velocity at z = R was approximately vx(z = R) = 1.3mm/s and
in the middle of the channel, the velocity was approximately vx(z = h/2) = 35mm/s according to
equations 4.3 and 4.6. With respect to the sphere, the Reynolds number was given by:

_ pRu(z=R)
n

Re =3x107°. (4.29)

With respect to the channel geometry, the Reynolds number can be defined by:

_ pDuy(z = h/2)
n

Re =16, (4.30)

where the hydraulic diameter D = 2hw/(h 4+ w) of the chamber was used as the characteristic
length scale*'4. In general, the critical Reynolds number in tubes is difficult to assess as it depends,
among others, on the aspect ratio*!%416, For rectangular channels with an aspect ratio similar to
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the one used in this work, critical Reynolds numbers are typically reported to be above 1000414415,

During all calibration experiments and during all cell experiments, straight particle trajectories
were observed far away from the cells, indicating laminar flow in the channels. The data analysis
of the rupture phase is described in detail in section 4.4.1.3.

In general, it is possible that components in the imaging medium adhered to the particle surfaces,
altering the cell-particle and cell-coverslip binding kinetics over time. Furthermore, it is possible
that sticky particles adhered to the syringe, the tubing or the check valves, which could have
altered the average adhesion behavior of the particle ensemble in case the individual particles of
one particle type were not identical. For this reason, identical experiments were performed 0,
40, and 80 min after the particles were added to the imaging medium and for each time point, 3
independent replica of the experiment were carried out (fig. 4.7).

After each experiment, the channels were cleaned for reuse. Any remaining cells and particles
were removed by cleaning the channels with trypsin, deionized water and 70 % ethanol for 10 min
each. The imaging medium was discarded and the tubing was thoroughly flushed with deionized
water and 70 % ethanol to remove any remaining particles in the system. The tubes and the
channels were reused only with the same particle type.

4.4.1.2 Analysis of the Sedimentation Phase

The particle trajectories during the sedimentation phase were analyzed in order to quantify the
transition kinetics between bound and unbound particle states. The particles were therefore de-
tected by calculating the 2-dimensional cross correlation images of the acquired images and a
reference image of a particle (sec. 3.3.1.5). The cross correlation image peaked at the particle loca-
tions. These local maxima were detected with a custom written peak finding algorithm. Subpixel
resolution was achieved by fitting a 2 dimensional Gaussion peak function of the form

g(xz,y) = Aexp (— (x—xo)2+(y—yo)2> (4.31)

202

to the peaks in the cross correlation images. A is the amplitude, o is the peak’s width, and xg and yg
are the subpixel particle coordinates. The particles were then tracked with the tracking algorithm
uTrack (version 2.3), which is generally capable of resolving overlapping trajectories* ™49 As
the particle trajectories overlapped in many cases, the uTrack algorithm yielded far better results
than the tracking algorithm published by Crocker and Grier®!412,

The discrimination between the bound and the unbound state was done on the basis of the
instantaneous particle velocity (vy,vy). The instantaneous particle velocity was calculated by

deriving the position vector with respect to time. A symmetric, rolling median filter in time was
applied to the absolute value of the velocity v = , /v2 + vg. The median filter was used to eliminate

noise. The filter width was chosen to be +15s, which corresponded to 31 subsequent frames. In
the unbound state, the particle velocity was generally higher and it was dominated by diffusion
and convection. In contrast, in the bound state, the velocity was far lower and it was presumably
dominated by effects such as cell motion (fig. 3.7), stage drift, and particle localization errors.
Both motion state regimes did not overlap considerably. Thus, a velocity threshold vipresn Was
introduced to distinguish between the bound and the unbound state. The number of motion
state changes as a function of vgpresh is shown in figure 4.8 for a highly adherent (MM-C), a
slightly-adherent (TS), and a non-adherent (MG) particle type. Non-adherent particles such as
MG diffused in the sample and typically had velocities, which were higher than vipresn = 0.3 pms ™1,
Consequently, the number of state changes was low for vipresn < 0.3 pms~!. Adherent particles such
as MM-C were in the bound state most of the time and thus, their measured velocity was typically
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Figure 4.8: Particle motion state changes as a function of the velocity threshold. The number of
motion state changes is plotted exemplarily for a highly adherent (MM-C), a slightly-adherent
(TS), and a non-adherent (MG) particle type. No discrimination between particles located
near coverslips and particles located near cells was made. The black vertical line indicates
the velocity threshold vih, for which the number of motion state changes was minimal for all
particle types. Figure adapted from Gross et al., in preparation, 2022332

below 0.2 pms~!. Consequently, the number of state changes was low for vVipresh > 0.2 pms™ 1. TS
particles often switched between the bound and the unbound state and consequently, the number
of state changes was low for 0.2ums ™' < Vghresh < 0.3pms~!. Consequently, velocities in this
range were neither characteristic for the bound nor for the unbound state and both regimes could
be separated by vinresh = 0.25 pms~!, at which the total number of state changes was minimal.

Particles where thus defined to be bound when

< V2 4 02 < Vtpresh = 0.25 pms ™! (4.32)

y>mcd,:|:15s
and unbound otherwise. Multiple particles’ velocities and their respective motion states are shown
as a function of time in figure 4.9, highlighting the two distinctive motion states.

Even though the tracker could generally resolve overlapping particle trajectories, tracking errors
were still observed. For instance, such tracking errors lead to an overestimation of the binding
and unbinding rates, which occurred when an unbound particle diffused next to a bound particle
and the tracking algorithm confused both particles. As there were typically hundreds of particle
trajectories available from every measurement, the trajectories were filtered with the following,
strict conditions to remove such tracking errors.

e Particle trajectories, which did not start during the sedimentation phase, were excluded
from the analysis. This way, particles, which were bound before the experiment started were
excluded.

e Particles, which were already bound in the first tracked frame were clearly not tracked prop-
erly throughout the measurement. Thus, they were excluded from the analysis.
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Figure 4.9: Median filtered instantaneous particle velocities and their respective motion
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state. The velocity was filtered with a rolling median filter in time with a width of £15s to
reduce noise. The particles were defined to be in the bound state (red), when their velocity
was below vthresh = 0.25 pm s~! and in the unbound state (black), when their velocity was
above VUghresh. Some particles never bound (left column), others bound and detached (center
column) and others bound and never detached again until the end of the the sedimentation
phase. Figure adapted from Gross et al., in preparation, 2022352,
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Figure 4.10: Exemplary training images used for the classification of the location state. The
images were used as training and validation data for transfer learning of GoogLeNet. The
network was trained to classify whether the particle in the middle of each image was close
to a coverslip (upper row) or close to a cell (bottom row). Figure adapted from Gross et
al., in preparation, 202232,

e Trajectories, which ended more than 5s before the end of the sedimentation phase were also
excluded from the data analysis. In this way, further tracking errors are excluded as tracking
errors resulted in premature trajectory termination.

e In order to remove particle clusters, particles, which were closer than 4.5nm to another
particle for more than 30s, were also excluded from the data analysis.

The cells did not form a monolayer and therefore, the particles sedimented both on cells and
on coverslips randomly. In order to automate the detection of the particle location state, which
determined whether a particle was close to a cell or close to a coverslip, the pretrained convolutional
neural net GoogLeNet3#? was used. The implementation was done similar to the implementation
used for the 3D particle tracking algorithm (sec. 3.4.1.2). A version of the network was used, which
had been pretrained with the ImageNet database®**, which consists of images of 1000 categories.
The network was adapted to distinguish between particles near cells and particles near coverlips
by replacing the final layer of GoogleNet with a custom, fully connetected layer with an output
size of 2, representing the two particle location states. Subimages with a size of 52 x 52 ym? with
the particle to be classified located in the center of the subimage were used as input images for
the network. The crop size for the subimages was chosen such that the cells around the particles
were clearly visible. The subimages were scaled to match the input size of GooglLeNet. 1560
subimages of particles close to a cell and 1560 subimages of particles close to a coverslip were
manually classified and used as training data and 400 subimages of particles close to a cell. 400
subimages of particles close to a coverslip were manually classified and used as validation data.
Examples of such manually classified subimages are shown in figure 4.10.

Input data augmentation3#® in the form of random reflection (z and y axis), rotation (0 to
360°), scale (0.5 to 2), slight shear of up to 15° and translation (£3 px) was applied to the training
and to the validation data set to regularize the training process. The new network weights were
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determined by transfer learning®#® without locking the weights of the network trained with the
ImageNet database. This was found to be unnecessary for accurate results. The adaptive moment
estimation (ADAM) algorithm3*7 was used to train the network. When applied to the validation
data set, particles manually classified to be close to the coverslip were classified identically by the
trained network in 96.6 % of all cases. Particles close to the coverslip were classified identically in
96.3 % of all cases. Differences mainly occurred in edge cases where the classification of the particle
location state was limited by the optical resolution and thus also difficult to classify manually.

Examples of the final classification result of the motion state and the location state are shown
in figure 4.11. All images were captured at the end of the sedimentation phase. At this point in
time, MM-C and ST particles had all bound to coverslips and cells. On the contrary, MM particles
had bound neither to cells nor to coverslips, while some of the sedimented PX particles had bound
to cells and to coverslips.

The particles’ binding kinetics were quantified according to the sketches illustrated in figure
4.12. Whenever a particle switched from the bound to the unbound state, an unbinding event was
registered and whenever a particle switched from the unbound to the bound state, a binding event
was registered (fig. 4.12A). The corresponding rates were defined such that a low ko, and a high
kog correspond to weak adhesion and vice versa. In particular binding rate koncenn was defined
as the number of binding events near a cell Nyinding,cenn divided by the total time Tunbound,cel the
particles were unbound and near a cell (fig. 4.12B):

-
kon,cell _ binding,cell ) (433)
Tunbound,cell

The unbinding rate kqg con was defined analogously as the number of unbinding events Nunbinding,cell
divided by the total time T}ound,cenl the particles were bound to a cell:

Nunbinding,cell

koff,ccll = (434)

Tbound,cell

The binding rate to coverslips kon coversiip and the unbinding rate ko coversiip Were defined analo-
gously.

Even particles shipped in one batch from one manufacturer behaved differently and some of the
particles appeared to be more adhesive than others in the same batch (sec. 4.4.1.3). With the
definition introduced above, ko, and kog represent the bulk behavior of any particle type. The
values are, however, not necessarily representative for every individual particle. The filter timescale
of 31s used to discriminate the bound from the unbound state limited the temporal resolution of
the experiment. As a consequence, the upper limit of the rates that can be resolved by the method
is given by 1/31s ~ 3 x 10725~ 1. Furthermore, the focal depth of the objective of about 5pm also
lead to an upper limit for the rates, as the particles were already detected and tracked before they
were fully sedimented on the coverslip. The corresponding timescale could be estimated by solving
equation 2.6 for At. The focal depth was estimated by Az = 5um, and with the viscosity of the
medium of = 0.7mPas and a particle density of polystyrene pps = 1055kg/m? (sec. 2.2.1.2).
This amounts to a time difference of At ~ 30s between the time point, when the particles appeared
in focus and the time point, when they reached the coverslip. This sedimentation effect therefore
amounted to an upper boundary for ko, of 1/30s ~ 3 x 1072s~!. Thus, particles with ke, >
3 x 1072s7! bound instantly and the binding kinetics of particle types with ko, > 3 x 1072571
could not be discriminated. In theory, the lower boundaries for k., and k.g are given by the
total time, the particles were tracked, i.e. if N particles were tracked for Ti,.c seconds each, the
lower rate limit was given by 1/(N * Tryack). In practice, tracking errors could artificially increase
the observed rates. This could happen for example when a bound particle was mistaken for an
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Figure 4.11: Results of the classification of the motion state and the location state at the
end of the sedimentation phase for four measurements with different particle
types. Unmarked particles were either not detected, not tracked or their trajectories were
excluded from the analysis as described in section 4.4.1.2. MM-C and ST particles had all
bound to coverslips and cells. MM particles had neither bound to cells nor to coverslips.
PX particles were a bit more adherent and at the end of the measurement, a few particles
had bound to cells and to coverslips. Data acquisition: Simon Wieland.
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Figure 4.12: Sketch of the binding and unbinding kinetics during the sedimentation phase.
(A) The location state and the motion state of the particles were analyzed to detect binding
events to (up arrows) and unbinding events from (down arrows) cells (yellow arrows) and
coverslips (green arrows). (B) The characteristic binding rate kon and the unbinding rate
kot were used to quantify the adhesive strength to cells and coverslips. A low kon and a
high k.g correspond to slow binding and fast unbinding and therefore to a weak adhesion.
On the contrary, a high ko, and a low kog correspond to fast binding and slow unbinding
and therefore to strong adhesion. A mathematical definition of the rates is given in the
main text. Figure adapted from Gross et al., in preparation, 2022382,

unbound particle. Consequently, the lower resolution limit of the method was difficult to quantify
as it did depend on the particle density. The lowest measured rates were, however, on the order of
1 x 107*s7! (sec. 4.4.2.3) and therefore, it is safe to assume that the lower resolution limit of the
method was roughly equal to or lower than 1 x 1074571,

It was observed that some of the particles never unbound after a binding event (fig. 4.9, right
column). In order to quantify this effect, the fraction of irreversible binding events piyev was
defined as the number of binding events, which happened at least 200s before the end of the
sedimentation phase and after which the respective particle never unbound, divided by the total
number of biding events.

In each experiment, typically a few hundred particle trajectories were analyzed and the binding
and unbinding rates as well as the fraction of irreversible binding events were averaged over 9
independent experiments.

Statistical analysis was done with R studio (version 4.0.2, 2020-06-22) with the packages ’car’,
‘carData’, 'rstatix’ and 'multcompView’. Significance testing between different particle types was
done by conducting a Shapiro-Wilk test (test for normal distribution) and a Levene test (test for
homogeneity of variances). If one of both tests was significant, a Kruskal-Wallis test with a Games
Howell post hoc test was conducted to check for differences between different particle types. An
ANOVA with a Tukey post hoc test was performed otherwise.

4.4.1.3 Analysis of the Rupture Phase

The rupture phase was analyzed in a different manner. As the uTrack algorithm, which was used
to analyze the sedimentation phase, failed in almost all cases in the moment the flow was turned
on, the data analysis was conducted in an alternative manner. Instead, moving particles were
removed from the acquired image time series by filtering the time series with a rolling median
filter in time with a window size of +3 consecutive images as described in section 4.3.5. Particle
detection and location state classification was then carried out as described in section 4.4.1.2.
The particle detection threshold was carefully chosen such that clustered particles were discarded.
This was possible as the cross correlation image peak of clustered particles was lower than that of
isolated particles due to the influence of neighboring particles. That way, clusters were eliminated
from the data analysis. The analysis results are shown in figure 4.13. The fraction of particles
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remaining on cells Prem cells Was defined as the fraction of particles still attached to a cell after
30s of Fiya = (50 £5)pN (fig. 4.13, right column) compared to the number of particles attached
to the cells at end of the sedimentation phase (fig. 4.13, left column). The fraction of particles
remaining on coverslips Prem,coverslips Was defined analogously.

4.4.1.4 Internalization Experiments

Internalization experiments with all particle types were performed by Anja Ramsperger as de-
scribed®?4396 Briefly, J774 macrophages were cultured as described in section 3.3.1.1. Prior to
the experiments, the cells were scraped off the bottom surfaces of the cell culture flasks. The
cell dispersion was centrifuged at 200g for 2min at 20°C and resuspended in 5ml of cell cul-
ture medium. The cells were then counted using a haemocytometer (Neubauer improved, Brand,
Wertheim, Germany) and seeded on round coverslips (diameter: 18 mm, #1; Menzel Glaser, Braun-
schweig, Germany) in 12-well plates (CellStar; Greiner Bio-One, Frickenhausen, Germany) in 1ml
of cell culture medium each. The cells were allowed to sediment and adhere at standard cell culture
conditions (37°C, 5% COaq, humidified) overnight. 50000 cells per ml were seeded in each well to
yield 40 000 cells per coverslip. About 10000 cells were lost as not all cells adhered to the coverslips
or were lost at later stages during the sample preparation.

In order to reduce particle uptake during the sedimentation phase and thus to achieve comparable
results between different particle types, the 12-well plates were placed on ice for one hour. The
particles were dispersed in 1xPBS to yield 150000 beads per coverslip for every particle type
and they were added to the cells. Three coverslips were prepared for every particle type, which
amounted to a total of 45 coverslips. The culture medium on the coverslips was replaced with the
particle dispersion. After 1h of sedimentation, the cells were incubated under standard cell culture
conditions (37°C, 5% COs) for 2h. The coverslips were washed three times with 1xPBS to remove
particles, which were not bound to the cells and the cells were fixed with 4 % paraformaldehyde.
Actin filaments inside the cells were labeled with Alexa Fluor Phalloidin 488 (Invitrogen, Carlsbad,
USA), which forms tight complexes with filamentous actin and stabilizes the filaments20-42L,

The number of particle-cell interactions and the area covered by the macrophages was quantified
on every coverslip in 5 regions of interest (ROI) with an area of 0.29mm? using a DMI 6000
microscope (Leica, Wetzlar, Germany) equipped with a 63x oil immersion objective (HCX PL
APO 63x oil objective , NA = 1.30) and a spinning disc unit (CSU-X1, Yokogawa, Musashino,
Japan). Image acquisition was done with an EMCCD camera (Evolve 512, Photometrics, Tucson,
Arizona including a 1.2x magnification lens). In order to distinguish between internalized particles
and particles attached to the cell membrane, confocal z-stacks of fluorescently labeled cells with an
axial distance of 200 nm were acquired with a 100x oil immersion objective (VA = 1.40) together
with a DIC image used to localize the cell-particle interactions. Alexa Fluor 488 was excited
with a 488 nm laser with a power of 50mW (Sapphire 488; Coherent, Santa Clara, California,
USA) and the spinning disc speed was set to 5000 rpm for image acquisition. In order to quantify
the number of cell-particle interactions in the ROIs, DIC images were acquired and analyzed in
Fiji ImageJ (version 1.53c). In order to evaluate whether a particle was internalized or not, the
confocal z-stacks were used. Particles fully surrounded by the actin cortex of the macrophages were
classified to be internalized. The conditional internalization probability pint,cond Was defined as the
number of internalized particles divided by the number of particle-cell interactions. It described
the conditional probability that a particle, which was attached to a cell, was also internalized.
However, the absolute internalization probability was the product of the binding probability and the
probability that a bound particle is internalized. Therefore, the absolute internalization probability
Dint,abs Was defined as the product of the fraction of remaining particles pyem and the conditional
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Figure 4.13: Results of the location state classification in the rupture phase analysis for four
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measurements with different particle types.

The images in the left column were

taken at the end of the sedimentation phase and the images in the right column were taken
30s after the start of the sedimentation phase. Unmarked particles were not used for data
analysis e.g. because they were not bound or because they were part of a particle cluster (sec.
4.4.1.3). MM-C and ST particles were neither ruptured from cells nor from coverslips in
almost all cases. PX particles were a bit more adherent and at the end of the measurement,
a few particles were still attached to cells and to coverslips. In contrast, all MM particles
were ruptured from the cells and from the coverslips. Data acquisition: Simon Wieland.
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Particle Type Nominal Measured (-potential
Diameter /um | Diameter (SEM) / pm /mV

PY-A 2.96 3.00 £0.24 29.1£0.6
PY-C 3.04 2.92+0.02 —91.84+2.0
MM-C 3 2.98 £0.03 —38.1+0.1
PY 3 3.00 £ 0.02 —86.7+£04
MM 3 2.97£0.03 —4.54+0.4
MG 3.03 3.03 £0.05 —7.7+0.9
KI 3 2.95 +0.03 —6.6 +0.3
ST 3.43 3.42 +0.28 —91.3+24
TS 2.8 2.85+£0.02 —-11.1+04
TJ 3 3.38 £0.09 —35.8+ 1.7
PX 3.246 2.89 £0.90 —8.5+0.1
MM-SW2 3 2.98 £0.11 —5.6£0.3
MM-SW4 3 3.00 £0.07 —944+1.7
MM-FW2 3 3.03 £0.04 —-11.3+15
MM-FW4 3 3.01 £0.08 —-15.5+3.1

Table 4.2: Diameter and (-potential of all polystyrene microparticle types. The values of
both quantities indicate mean + standard deviation. Table adapted from Gross et al.,
in preparation, 2022382, Data: Simon Wieland and Thomas Witzmann.

internalization probability pint,cond:

(4.35)

Pint,abs = Pint,cond * Prem-

4.4.2 Results
4.4.2.1 Particle Morphology

SEM images of all particle types are shown in figure 4.14. The surface morphologies of different
particle types were different. While PY-A, PY-C, PY, MG, and ST particles had the roughest
surfaces of all particle types with irregularities with a size of approximately 100 nm, MM-C, MM,
KI and TS particles had pretty smooth surfaces and a high sphericity. Those particles exposed
to salt water (MM-SW2 and MM-SW4) and those particles exposed to freshwater (MM-FW2
and MM-FW4) were heterogeneously coated with a layer likely consisting of biomolecules and
organic debris (eco-corona). The diameters measured with SEM are presented in table 4.2. TS
particles had the smallest diameter with (2.85 + 0.02) pm and ST and TJ particles had the largest
diameters with 3.42 4+ 0.28 and (3.38 & 0.09) pm. All other particle types had diameters of about
3.0um. Compared to MM particles which had a diameter of (2.97 4+ 0.03) pm, the diameter of
environmentally exposed particles was slightly higher and varied more, indicating that the eco-
corona was inhomogeneously thick. In general, the measured particle diameters differed only little
from the nominal diameters given by the manufacturers. While the measured diameters of PY-C,
TJ, and PX particles deviated by 4, 12, and 11 % from the nominal diameter, the deviation was
smaller than 2% for all other particle types.
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Figure 4.14: SEM images of different polystyrene particle types and with different surface
functionalization. The specifications and abbreviations of all particles used in this work
are given in table 4.1. While MM-C, MM, KI, and TS particles had rather smooth surfaces,
PY-A, PY-C, PY, MG, and ST particles had rough and irregular surfaces. PX particles
had some elevations and TJ particles had some elevations and indentations. Those particles
exposed to salt water (MM-SW2 and MM-SW4) had elevations which were presumably salt
crystals which precipitated during the drying process. The particles exposed to freshwater
(MM-FW2 and MM-FW4) had rather smooth surfaces with few elevations. Scale bars:
1pm. Data: Simon Wieland. Figure adapted from Gross et al., in preparation, 2022382
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4.4.2.2 (-Potential

The particles’ (-potential is also given in table 4.2. PY-C, PY, and ST particles had the lowest
¢-potentials (—91.8 +2.0, —86.7 0.4, and (—91.3 +2.4)mV). MM-C and TJ had medium (-
potentials (—38.1 +0.1 and (—35.8 & 1.7) mV). The (-potential of all other particle types was on
the order of or below —10mV (MM: (—4.5 £0.4) mV, MG: (7.7 £ 0.9)mV, KI: (—6.6 £ 0.3) mV,
TS: (—=11.1 £0.4) mV, PX: (—=8.5£0.1)mV). PY-A particles were the only particle type with a
positive (-potential with (29.1 & 0.6) mV). After incubation in salt and freshwater, the (-potential
had decreased compared to pristine MM particles, which was measured to be (—4.5 +0.4) mV.
After two and four weeks of salt water incubation, the (-potential of MM-SW2 and MM-SW4 par-
ticles was —5.6 + 0.3 and (—9.4 + 1.7) mV respectively and after two and four weeks of freshwater
incubation, the ¢-potential had dropped to —11.3 £ 1.5 and (—15.5 + 3.1) mV respectively. As the
(-potential after four weeks of incubation was lower than that after two weeks of incubation, the
results indicate that the accumulation of the eco-corona continued after two weeks of incubation.

4.4.2.3 Binding Kinetics Without Any Applied Force

kon, kotr, as well as pirev were determined as described in section 4.4.1.2. First, the time dependence
of the binding kinetics was analyzed. kon, kog, and pirev 0, 40, and 80 min after the addition of
the particles to the imaging medium are shown in appendix 6.2 in figure 6.1. In most cases, no
significant time dependence (p < 0.05) was detected. Only in rare cases, the results indicated that
the particles tended to adhere slightly less the longer they were immersed in imaging medium. In
particular, kof cens of PY-A, PY-C, and MM-C particles increased slightly with time (fig. 6.1C
on page 169) and pirrev,cenis decreased for PX and MM-SW2 particles (fig. 6.1E on page 169). In
general, only minor effects were visible and the data from all three time points was pooled. The
pooled results of the binding kinetics are shown in figure 4.15. The results of the statistical analysis
are shown in table 4.3.

The binding kinetics of different particle types varied significantly depending on the particle
type and their surface functionalization. kop cens varied between (8.1 4 0.8) x 10=%s~1 (MM) and
2.5 x 1072571 (PY-C and MM-C) (fig. 4.15A) and ko cens varied between (1.54-0.1) x 1074571
(PY) and 2.5 x 10725~ (MM) (fig. 4.15D). Particles which bound quickly to cells also bound
quickly to coverslips and vice versa (fig. 4.15A,D). Similarly, particles which unbound quickly
from cells also unbound quickly from coverslips (fig. 4.15A,D).

Particle-cell adhesion was, however, generally slightly stronger than particle-coverslip adhe-
sion. For example, kon cens of MM particles was (8.1 £0.8) x 10~%s~ ! and kon,coverslips Was lower
with (2.540.4) x 10~*s~! for the same particle type. Similarly, koft,ceis 0of MM particles was
(2.5+0.8) x 1072571 and kot coverslips Was slightly higher with (4 & 1)s~!. However, both rates
differed by no more than one order of magnitude between cells and coverslips and the choice of
the particle type had a bigger influence on the rates. pirrev,cells varied between (32 £ 11) % (MM)
and (99 £1) % (PY-C) and pirev,coversiips varied between (37 +8) % (TJ) and (97 +1) % (PY-C,
MM-C) for coverslips (fig. 4.15G). In general, particle types such as PY-A, PY-C, MM-C, and
ST which had relatively high binding rates compared to the other particle types also had low
unbinding rates and a high fraction of irreversible binding events. On the contrary, particle types
such as MM, MG, and KI, which had low binding rates also had high unbinding rates and a low
fraction of irreversible binding events.

MM particles incubated in fresh or saltwater adhered stronger to cells and to coverslips than plain
MM particles. While plain MM-particles bound to cells and coverslips only in rare cases, particles
with an eco-corona adhered more strongly. kon cclls increased by about one order of magnitude from
(8.1+0.8) x 107*s™! (MM) to (8.0£0.9) x 1073s~! (MM-SW2) and to (8.1 £1.0) x 1073s~!
(MM-FW?2). ko cens decreased from (2.5 £ 0.2) x 1072571 (MM) to (1.4 £0.1) x 107 2s~! (MM-
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SW2) and to (1.1£0.1) x 1072s~! (MM-FW2). Correspondingly, koncoversiip increased from
(25+0.4) x 107*s71 (MM) to (3.6 £0.5) x 1073571 (MM-SW2) and to (1.8 £0.2) x 1073571
(MM-FW?2).  Eoff coverslip decreased from (4.3 +1.0) x 107251 (MM) to (2.0 £0.2) x 1072571
(MM-SW2) and to (1.9 £0.2) x 1072571 (MM-FW2). Incubation in fresh and saltwater for four
weeks had a similar effect on the binding and unbinding rates.

The adhesion between particles and cells and between particles and coverslips depended strongly
on |(]| (fig. 4.15 B,C, E,F,H,I). Particle types with a high |(| generally adhered strongly to cells and
coverslips, which was reflected by high binding rates, low unbinding rates and in general also by a
high fraction of irreversible binding events. On the contrary, particle types with a low |(| generally
adhered weakly to cells and coverslips, which was reflected by low binding rates, high unbinding
rates and in general also by a low fraction of irreversible binding events. For example, MG particles,
which had [¢| = 7.7mV, had koncens = (2.3 £0.3) x 1073871, kot cons = (1.6 £0.2) x 1072571,
and Pirrev,cells = (42 £3) %. In contrast, PY particles, which had || = 86.7mV had kop cens =
(22£0.1) x 1072571 kot cens = (1.5 £0.1) x 1074571, and pirrev.cens = (99 £ 1) %.

4.4.2.4 Adhesion Strength Probed with a Hydrodynamic Shear Force

The fraction of remaining particles pem after the exertion of F, = (50 4+ 5) pN for 30s was de-
termined as described in section 4.4.1.3. As it was the case for the binding and unbinding rates,
the fraction of remaining particles was measured for particles which were added to the imaging
medium 0, 40, and 80 min before the start of the measurement. The time-dependent results are
shown in appendix 6.3 in figure 6.2 on page 170. While the fraction of particles remaining on cells
and coverslips decreased slightly with time for TS, TJ, and PX particles, the decrease was only
significant for KI particles bound to cells (ANOVA, p = 0.02). No time dependence was observed
in all other cases. The data acquired at all three time points was therefore pooled for all particle
types.

Drem,cells A1d Prem coverslips varied significantly, depending on the particle type (fig. 4.16 and
tab. 4.3). The lowest prem cens Was measured for MM particles with (3 + 1) %, indicating that the
vast majority of MM particles was flushed away. After 30s of flushing, the highest prem ceils Was
measured for PY-C particles with (105 + 2) %. These particles were only rarely ruptured from the
cells and in some cases, particles even bound to the cells during the rupture phase (fig. 4.16A).
As it was the case for the binding kinetics, the adhesion to coverslips was slightly weaker than the
adhesion to cells. Still, particles which bound strongly to cells generally also bound strongly to
coverslips (fig. 4.16A). For example, prem celis 0f MM particles was (3 £ 1) % and prem coverslips Was
(1.0 £0.6) %. The largest deviation was found for PY-A particles, where prem cens was (103 £2) %
which was considerably higher than prem coverslips = (41 £9) %.

Particles with an eco-corona (MM-FW2, MM-FW4, MM-SW2, MM-SW4) bound more strongly
to cells and coverslips. For example, prem celis = (24 £ 6) % of MM-SW2 particles remained bound
on cells and (18 + 3) % of MM-FW2 remained bound, while plain MM particles remained bound
in only (1.0 £0.6) % of all cases. Similarly, prem coversiips increased from (1.0 +0.6) % (MM) to
(2.5+0.4) % (MM-SW2) and to (2.3 £0.3) % (MM-FW2). The results for particles incubated for
4 weeks in fresh and saltwater were similar.

The adhesion between particles and cells and particles and coverslips depended strongly on [(]
as indicated by Prem cents (fig. 4.16B) and prem,coversiips (fig. 4.16C). In general, particles with a
high pPrem celis and a high prem coverslip also had a high |¢] and particles with a low prem cens and a
1oW Prem,coversiip also had a low |¢|. For instance, MM-particles, which had the lowest || of 4.5 mV
compared to other particle types also had a 1ow pyem cens of only (3 £1) % and a low Drem,coverslips
of only (0.96 + 0.60) %. On the contrary, PY-C particles which had the highest |¢| of 91.8 mV had
a much higher prem cens = (105 £ 2) % (i.e. the number of adherent particles even increased slightly
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Figure 4.15: Particle binding and unbinding kinetics without any applied hydrodynamic
force. (A) Comparison of the binding rates kon,ceils (dark colors) and Kon,coverslips (light
colors) of different particle types. (B) Binding rates kon,celis and C() kon,coversiips @s a func-
tion of the (-potential. (D) Comparison of the unbinding rates kog,ceiis (dark colors) and
koft,coverstips (light colors) of different particle types. (E) Unbinding rates ko cens and (F)
Kot coverslips as a function of the ¢-potential. G) Comparison of pirrev,cens (dark colors) and
Dirrev,coverslips (light colors) for different particle types. (H) pirrev,cenis for different particle
types and (I) Pirrev,coverslips as a function of the (-potential. A detailed description is given
in the main text in section 4.4.2.3. Error bars represent the standard error of mean calcu-
lated from 9 individual experiments each (fig. 4.7). Figure adapted from Gross et al., in
preparation, 2022382
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Particle PY-A | PY-C | MM-C | PY | MM | MG | KI |ST| TS | TJ | PX | MM | MM | MM | MM
Type FW2 | FW4 | SW2 | SW4

Fom cells F CF F F | D E | DE | F | ABE |ABC| AB | AB | AC | B B

EF
oo coversiip H 0 0 H| F G |EFG| H |ACD| D |ABCD | ABC | AD | BE | BC
EFG

Foff cells B B B B | A A A | B | A A A A A A A

Foff coverslips C C C C |[ABC| A |ABC| C | AB | B AB A | AB | AB | A
Pirvev.cells CE E CDE |CE |ABC| AB | A |CE|BCD| D AB | AB | AB | CD | AB

DE E

Pirrev coverslips || C C C C |ABC| AB |ABC| C | AB | AB | AB | AB | A B | AB

Prem.cells A A A A| B |BCD| BD | A |BCD |BCD| BCD |BCD| D |BCD| C
Premcoverstips || AB A A A C C C | A | BC | C C C | BC | C | BC

Table 4.3: Significance testing of binding kinetics and fraction of remaining particles. Significance testing between different
particle types was done by conducting a Shapiro-Wilk test (test for normal distribution) and a Levene test (test for ho-
mogeneity of variances). If one of both tests was significant, a Kruskal-Wallis test with a Games Howell post hoc test was
conducted to check for differences between different particle types. An ANOVA with a Tukey post hoc test was performed
otherwise. The data is presented according to the guidelines suggested by Piepho*??: In every row, different letters denote
groups of particles types, between which significant differences with p < 0.05 were detected. For example, in the first row,
kon,cells of PY-A was significantly different from MM, MG, KI, TS, PX, MM-FW2, MM-FW4, MM-SW2, and MM-SW4.
No significant differences existed e.g. between PY-A, PY-C, MM-C, PY, ST, and TJ. Table adapted from Gross et al., in
preparation, 2022382,
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Figure 4.16: Fraction of remaining particles p.em after the exertion of a hydrodynamic shear
force of (50 4+ 5) pN for 30s. (A) Comparison of prem,cens (dark colors) and prem,coverslips
(light colors). (B) pPrem,celis and (C) Prem,coversiips as a function of |¢|. A detailed description
of the data is given in the main text in section 4.4.2.4. Error bars represent the standard error
of mean calculated from 9 individual experiments each (fig. 4.7). Data: Simon Wieland.
Figure adapted from Gross et al., in preparation, 2022352,

during flushing) and a much higher prem coversiips of (77 £ 5) %.

4.4.2.5 Internalization Probability

The conditional internalization probability pintcona measured as described in section 4.4.1.4 is
shown in figure 4.17A for all different particle types. As it was the case for the parameters
characterizing the adhesion strength, pint,cona also depended strongly on the particle type. The
lowest conditional internalization probability was found for TS and MM-C, of which 13 + 2 and
(19+1) % of all attached particles were internalized (fig. 4.17A). The highest conditional inter-
nalization probability was found for MG and PY-A particles, of which 77 +2 and (77 +1) % of
all attached particles were internalized. Of all other particle types, internalization probabilities in
between those values were measured. For example, 55 + 3 and (49 £ 2) % of all adherent TJ and
PX particles were internalized. Interestingly, particles functionalized with amine groups (PY-A,
Dint.cond = (77 £1) %) were internalized considerably more often than particles from the same
manufacturer functionalized with carboxylic groups (PY-C, pint.cond = (31 = 1) %), which in turn
were internalized slightly more often than plain particles (PY, pint,cona = (27 £1) %) from the
same manufacturer (Polysciences).

Incubation in fresh and saltwater slightly increased the probability, that adherent MM particles
were internalized. While ping cond Was (38 £ 3) % for MM particles, it increased to (42 £ 4) % after
two weeks of fresh water incubation (MM-FW2) and to (46 =4) % after two weeks of salt water
incubation (MM-SW2). In contrast to the parameters characterizing the adhesion between the
particles and the cells, Pint,cona did not correlate with |¢| as shown in figure 4.17A.

The absolute internalization probability ping abs ranged from (1.1 £0.4) % (MM) to (80 £2)%
(PY-A) (fig. 4.17B). pint,abs of all other particles types was between these vales. For example,
Dint,abs Was 18 +3, 33 £ 2, and (40 £+ 2) % for MM-C, PY-C, and ST particles. As it was the case
for Dint,cond, Pint,abs also increased after incubation in fresh and saltwater, however not only by a
few percent but by about one order of magnitude. While ping cona = (1.1 £0.4) % was measured
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Figure 4.17: (A) Conditional and (B) absolute internalization probabilities pint,cond and Pint,abs
as a function of the |(|-potential. While pint,cond does not systematically depend on ||,
Dint,abs 1S generally higher for particles with a higher |(|-potential. Data: Anja Ramsperger.
Figure adapted from Gross et al., in preparation, 2022352

for plain MM particles, pint,cond increased to 7+ 2 (MM-FW2) and (11 £ 3) % (MM-SW2).

In contrast t0 Pint,cond, Pint,abs Was also correlated with |(| as shown in figure 4.17B. For example,
MM particles, which had the lowest || of 4.5mV, also had the lowest ping abs of (1.1 £0.4) %. PY-
C particles, which had the highest || of 91.8mV, had one of the highest absolute internalization
probabilities of (33 £ 2) %.

However, aside from the (-potential, other unknown parameters seem to influence ping, abs as well.
For example, PY-A particles had a |¢| of 29.1mV and a ping,abs of (80 &+ 3) %. PY-C had a higher
|¢] than PY-A of 91.8mV and a lower piygabs of (33 £ 2) %, which is in contrast to the general
trend that a higher |(| correlates with a higher ping abs-

4.4.3 Discussion

In this section, a microfluidic essay to investigate the adhesion between cells and extracellular
objects was implemented. As a model system, the particle-cell and the particle-coverslip adhesion
strength was investigated for 14 different particle types. In the method, four analysis parameters,
namely the binding rate ko, the unbinding rate kg, the fraction of irreversible binding events pi,rev,
as well as the fraction particles pye remaining after a shear flow of 50 pN for 30s were developed.
Using the method, the binding and unbinding kinetics of typically few hundred particles could be
investigated simultaneously. Thus, a broad overview over a large ensemble of binding and unbinding
events could be generated quickly. However, the method does neither provide the temporal and
spatial resolution nor the control over the attachment process, which the blinking holographic
optical tweezer technique offers. Using the blinking holographic optical tweezer technique, it was
demonstrated that the temporal evolution of the contact radius could be resolved, which was
not possible here. In order to discriminate between a bound and an unbound state during the
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sedimentation phase, a rolling median filter with a window size of 31s had to be applied to the
instantaneous particle velocity. Thus, the highest rates, which could be resolved, were on the order
of 3 x 107257 !. For the shear flow essay, a theory describing the flow field in a channel with a
quadratic profile was developed and validated. In the cell experiments, the flow was set such that
the hydrodynamic force exerted on the particles was 50 pN. To calculate the force, the particles
were assumed to be situated on a flat surface. Although this assumption may be roughly correct in
all cases, there were certainly particles for which this assumption was rather coarse. For example,
particles, which were located at the side of the cell streamed against were possibly rather pushed
into the cells while particles on top of the cells were rather sheared off. Furthermore, the rupture
mechanism itself could not be resolved. Aside from the shear force, it is also possible that the
torque lead to a rolling motion, which ultimately separated the particles from the cells. Although
the working point of the hydrodynamic force is not known for a particle bound to a hard wall, the
lever arm with respect to the attachment point was certainly on the order of the particle radius,
which was 1.5 um. This amounted to a total torque of 75 pNum, which acted on the attachment
point at the base of the particles.

Comparing the different particle types, a clear correlation between all four adhesion strength
parameters (kon, Koff, Pirrev, and prem) and the (-potential was observed, i.e. particles with a high
|¢| adhered stronger to cells and to coverslips. This indicates that local electrostatic forces between
the particles and the cells as well as between the particles and the coverslips are one of the major
mediators of the observed adhesion effects. Interestingly, the (-potential of all plain particle types
purchased from different manufacturers varied by more than one order of magnitude from —91.3 mV
(ST) to —4.5mV (MM). Such differences can originate from different polymerization protocols. For
the production of such particles a wide range of different protocols is available386:387:423-425 3514 in
particular, different stabylizers but also polymerization starters and catalyzers could for example
lead to different surface charges3”S. As details of the processes are typically undisclosed by the
manufacturers, nominally identical particle types can have very different electrostatic surface prop-
erties and the present study highlights the necessity to carefully choose the supplier for adhesion
and uptake studies.

The fact that cell-particle adhesion was observed for particle types with a positive (amine-
functionalized; PY-A) and with a negative (-potential (plain, carboxylated; all other particle
types), both in this work, but also in the literature appears to be a contradiction at first gla-
nce?26-428 - However, even though the cell surface is negatively charged on average*??, spatially
resolved measurements with scanning ion conductance microscopy have revealed that the charge
distribution on the cell surface is not only inhomogeneous but even the sign of the charge density
on the surface can differ locally?3%43!, Such membrane charge inhomogeneities could therefore
mediate unspecific binding of both negatively as well as positively charged particles.

The observation of apparently irreversible binding events suggests that the particle dispersions
were, at least in part, inhomogeneous, i.e. the surface properties differed between the individual
particles of one type or even locally on the particle surfaces. Aside from particle-to-particle inho-
mogeneities, it is possible that local membrane charge inhomogeneities on the cell membrane as
described above were the reason why more irreversible particle-cell binding events than expected
were observed. In fact, surface charge inhomogeneities have recently been revealed for MM particles
by Ramsperger et al.3?®. These inhomogeneities were also observed within the framework of this
work. For example, the unbinding rate of MM particles from cells was ko cens = 2.5 x 1072571
which corresponded to an average dwell time of about k(:ffl,cells = 40s. Assuming homogeneity,
1 — exp(—komt) = 99% of all bonds should not have been released after 200s. However, after
Dirrev,cells = 32 % of all binding events, no subsequent unbinding event was observed for at least
200s. A similar behavior was also observed for particle-coverslip binding events of MM particles
(fig. 4.15). In contrast, the charge density of PY particles has been shown to be similar on all

)
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particles and homogeneously distributed on the surface3°®. PY had kog cen = 1.5 x 10~4s~1, which
corresponded to an average dwell time of 6.6 x 103s. In this case, 1 — exp(—kogt) = 97 % of all
bonds should have released after 200s. In the experiment, piyrev.cen = 99 % of all of all bonds had
not released after 200s, suggesting that the PY-particle dispersion was rather homogeneous.

As the cell experiments were carried out in imaging medium, the formation of a protein corona
on the particle surface within a few tens of seconds is likely. Such a protein corona can form on a
timescale of about 30s*32. As the formation of such a protein corona can alter the charge density
on the particle surface389:396:433:434 41 d enable specific binding between the proteins and membrane
receptors, different adhesion strengths are very likely to be observed in different media with the
same particle types3?6428. The temporal resolution of the experiments described in this chapter
was not high enough to validate the timescale for the formation of such a protein corona, which is
about two orders of magnitude faster than the temporal resolution of the microfluidics experiments
described in this work. The data acquired in this work indicates that the formation of a protein
corona was likely finished after 40 min as the particle-cell and particle-coverslip adhesion strength
did not change on that timescale (appendix 6.2 and 6.3). However, the data obtained in this work
provides two clues. It suggests that unspecific adhesion mediated by surface charge is indeed a
main driver of particle-cell and particle-coverslip adhesion and that specific ligand-receptor binding
is not as important, at least not during the early binding phase. Firstly, particle-coverslip adhesion
(in which case specific binding of proteins to membrane receptors is not possible) and particle-cell
adhesion had very similar strengths for almost all particle types as indicated by kon, kofr, and prem.
Secondly, a major role of electrostatic forces in particle-coverslip binding was also suggested by
the data obtained with the PAA system, in which biological material was not even present (sec.
2.2.1.3). In the PAA system, it was observed that the particle-coverslip adhesion of carboxylated
particles was altered considerably by changing the salt concentration of the surrounding medium
(compare fig. 2.8 on page 32 and fig 2.9 on page 33). Yet, the change of the (-potential of the
particles upon immersion in different media possibly also containing serum and the influence of the
ensuing protein corona on the adhesion is still an interesting pathway for future experiments3“6.
It is, however, possible that differences in the protein corona can explain the observed differences
in the adhesion behavior and of pint,cona Of particles with a similar {-potential.

As a control experiment, the microfluidic experiments could be carried out in 1xPBS in the
future to avoid the formation of a protein corona altogether. Furthermore, the influence of specific
binding, for example the binding of IgG to FcyR32® was not investigated in this work. If possible,
an adaptation of the IgG coating protocol described in section 3.3.1.2 to weakly adherent particle
types such as MM could be an interesting approach for future experiments to investigate the
role of IgG-FcyR mediated binding. The observed formation of an eco-corona on the surface of
MM particles highlights that the surface charge on these particles was generally sufficient for the
adsorption of proteins®®*. When coated particles detach, it is generally not clear whether the bond
between the particle and the coating or the bond between the coating and the cell is ruptured,
rendering the precise interpretation of kog and preyn difficult. The binding rate ko, serves as a
helpful consistency check to confirm that indeed the adhesion between the ligand and the cell is
probed. An additional technique such as secondary antibody staining'® or raman spectroscopy34
is, however, necessary to verify the coating independently.

Environmental exposure can lead to the formation of an eco-corona, also altering the particles’
biochemical surface properties. Such an eco-corona is formed by the adsorption of extracellu-
lar substances containing, among others, polysaccarides, proteins, glycolipids, amino and nucleic
acids?944357439  Ag it was demonstrated in this work, the formation of such an eco-corona on MM
particles was observed to be correlated with a decreased (-potential by a few mV, and in turn also
with an increased adhesion strength. In detail, the {-potential decreased by a few mV depending
on whether the particles were incubated in salt or freshwater and depending on the incubation
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time. In turn, kon cells and kon coverslips POth increased by about one order of magnitude compared
to uncoated MM particles and in contrast to the above-mentioned protein corona, the adhesion
strength of particles incubated for 4 week was slightly higher than that of particles incubated for 2
weeks in fresh and saltwater, suggesting that the formation of the eco-corona was not finished after
two weeks. It is likely that these differences in the electrostatic and also the adhesion properties
were mediated by different functional groups and different densities of functional groups on the
particle surfaces. While no significant differences in the unbinding rates were observed, Prem,cells
was slightly higher for eco-corona coated particles, indicating stronger adhesion forces. However,
the binding rate differences between eco-corona coated particles and uncoated MM particles were
still smaller than the differences of the binding rates between plain particles from different man-
ufacturers. Therefore, the data obtained in this work supports previous findings that unspecific
binding due to surface charges are a major driver of early particle-cell adhesion*26:440,

In general, particles with a rough surface generally also have a higher surface area at a given
particle radius. As the contact area between the cells and the particles can therefore be larger,
rough particles should adhere stronger to cells. Such surface roughness effects were, however,
not observed in the experiments conducted in this work, and it was not even possible to resolve
differences for particles with similar (-potentials. For example, MG, KI and PX particles all
had a (-potential of about —7mV (tab. 4.2). While KI and PX particles had slightly smoother
surfaces than MG particles, the observed adhesion strength was very similar for all three particle
types (fig. 4.14). This also held true for particles with a more negative (-potential. PY-C, PY
and ST particles all had a (-potential of about —90mV (tab. 4.2). While PY-C particles had
a very rough surface, the surface of ST particles was slightly smoother and the surface of PY
particles was smoothest among these three particles types (fig. 4.14). Their adhesion strength,
characterized by kon, Koff, Pirrev, and prem was, however, very similar. Therefore, although the
particles’ surface morphology differed considerably and some particles types had a much rougher
surface than others, no systematic correlation between the the particles’ surface roughness and
the particle-cell and particle-coverslip adhesion was observed. Instead, surface charges appeared
to be the main mediator of particle-cell and particle-coverslip adhesion as suggested above. This
is in line with the findings in chapter 3, where the initial particle-cell binding phase appeared to
be independent of actin polymerization and thus also independent of focal adhesion or podosome
formation.

In this work, the internalization of uncoated particles was quantified with the conditional proba-
bility pint,cona describing whether or not a bound particle is internalized. pint,cond depended strongly
on the particle type, however, it did not correlate with the {-potential of the particles (fig. 4.17).
While unspecific particle-vesicle-contact can lead to spontaneous lipid membrane wrapping*4!, in-
ternalization of extracellular objects, for example, by phagocytosis!?? or macropinocytosis®® gener-
ally requires the binding of ligands to membrane receptors®® (see also sec 1.2.1). Although specific
antibodies such as IgG were not added in the microfluidic experiments, a protein corona on the par-
ticle surface as discussed above could, for example, induce specific binding to membrane receptors.
A phagocytic pathway that could be involved in the uptake of non-IgG-coated particles is integrin-
mediated phagocytosis, which has been shown to be triggered by various ECM proteins®”'%* such
as collagen4?443fibronectin'??, and laminin, which were likely present in the medium due to the
presence of cells***. Furthermore, internalization via scavenger-receptor mediated phagocytosis is
also possible!?3, which, in contrast to Fc receptor mediated phagocytosis does not require opsonin
binding!'®!. Scavenger receptor mediated phagocytosis has been attributed to the uptake of, among
others!®1123 " plain polystyrene particles?4, and lipoproteins*4®. Interestingly, pint.conda = 19% of
all bound unopsonized MM-C particles had been internalized. Previously, K. Berghoff measured
with secondary antibody staining that about 50 % of IgG-coated MM-C particles with a diameter
of 2pm were taken up?!®. This finding suggests that roughly 60 % of all internalized IgG-coated
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MM-C particles were taken up via FcyR-mediated phagocytosis (neglecting the fact that particles
with a diameter of 3 pm were used in this work). For the remaining 40 % of all uptake events of
those particles, the mechanism remains elusive by now.

Although the precise mechanism by which particle internalization occurred was not determined
within the framework of this thesis, important implications ensue from the different adhesion
characteristics of different particle types. Judging from figure 4.17B, the absolute probability
whether or not a particle in contact with a cell is taken up appears to be mainly driven by the
initial adhesion phase, which appears to be governed by the (-potential of the particle. In fact,
adhesion effects can reduce pint abs relative to pingrel by more than one order of magnitude (MM
and KI particles, fig. 4.17). As a consequence, care must be taken in uptake efficiency studies as
adhesion and internalization effects are two separate processes, which seem to be driven by entirely
different mechanisms. In order to evaluate the uptake probability of a given phagocytic target,
however, both effects must be considered. This is especially important if the protocol contains any
washing steps, during which weakly adherent and non-internalized particles may be washed away.

154



5 Synthesis: Implications for Future Studies
on the Mechanics of Phagocytosis

In this work, three techniques to investigate the mechanical interactions between cells and their
environment were developed.

In chapter 2, the elastic modulus and the Poisson ratio of hydrophilic and hydrophobic thin
elastic substrates was measured. The technique is based on millimeter-sized steel spheres and
it can be used in future mechanosensitivity studies to characterize soft polymer films, which are
commonly used to model the mechanical environment of cells.

The blinking holographic optical tweezer technique presented in chapter 3 was designed to mea-
sure the visoelastic properties of cells during the full endocytic process by exerting optical forces
on an endocytic target particle. Furthermore, the technique was demonstrated to be capable of
resolving the early cell-particle binding kinetics. It was extended to simultaneously visualize the
cortical morphology during the rheology measurements. In future experiments, this information
can be used to discriminate phagocytic cup formation from other endocytic processes such as
macropinocytosis. Furthermore, both the cortical density and the cortical rheology can potentially
be correlated. For example, a high actin intensity and a high compliance could for example indicate
a loosely cross-linked actin network while a low actin intensity and a low compliance could indicate
a highly cross-linked network.

Finally, in chapter 4, a microfluidics device was designed, which can exert well-defined hydrody-
namic forces on particles and potentially also on cells in future experiments. In this work, it was
used to quantify the adhesion strength between particles and cells. The technique is suitable to
resolve the binding kinetics between cells and extracellular objects as well as the forces required
to disrupt cell-particle adhesion bonds.

Although all three methods have a wide range of applications for studies on mechanosensitivity,
micromanipulation, cellular force measurement as well as the investigation of cellular adhesion, in
this chapter, follow-up experiments which tie up many loose ends regarding the investigation of
the endocytic pathways, and in particular, phagocytosis are discussed as, in combination, all three
techniques represent a powerful tool set to investigate these cellular processes.

During the initial binding of the particles, an interesting question to be answered in the future is
the degree, to which the mechanical binding between the phagocytic targets and the macrophages
is mediated by unspecific binding due to electrostatic forces and by specific binding mediated by
transmembrane proteins such as integrins, which can bind to fibronectin, or even Fcry, which binds
to IgG. In chapter 4, it was demonstrated that unspecific adhesion can mediate the binding of
unopsonized particles to the cell membrane. To isolate the influence of opsonization by IgG or
fibronectin, particle types, which, in their uncoated state, exhibit very low unspecific adhesion are
required. In particular, MM particles, are a potential candidate for such a study. Firstly, MM
particles showed very little adhesion to cells, as demonstrated in chapter 4. Secondly, they have
been shown to adsorb an eco corona on their surface when incubated in salt or freshwater (sec. 4.2).
Thus, MM particles could potentially also be coated with IgG or integrin with a similar passive
adsorption protocol and the binding strength of those opsonized particles could be compared to
the binding strength of unopsonized particles, either with the microfluidic device or by attaching
the particles to the cells with the holographic optical traps.
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5 Synthesis: Implications for Future Studies on the Mechanics of Phagocytosis

Before the start of phagocytic cup formation, receptor-ligand binding and signal integration
occurs. During this phase, oscillatory cortex dynamics were observed below the target particles in
the experiments presented in section 3.4. While such oscillations were observed on all cells, the
initiation of phagocytic uptake appeared to be in phase with the propagation of those waves in the
background, suggesting that these cortical waves may be amplified locally during cup formation. A
potential mechanism, which may drive those waves is the inositol phospholipid pathway, which was
discussed in section 3.4.3. The verification of this mechanism may provide a potential resolution
to the riddle, how phagocytic uptake is initiated. The mechanism could be tested by labeling the
respective phospholipids to verify that oscillations with the same frequency and phase are present
in the lipid concentrations.

The findings presented in section 3.4 suggest that there may be a threshold in the IgG-FcyR
signaling pathway, above which phagocytic uptake is triggered. The initiation of the cup formation
was, in some cases, observed a few minutes after the initial cell-particle contact, while in other
cases, no uptake was observed at all. In those cases, in which phagocytosis was triggered and tight
cup formation was started, no interruptions of the cup formation were noticable. This suggests that
a signaling threshold may potentially be crossed in a random manner, however, once it has been
crossed, a similar signal strength from the Fcvy receptors as before may be sufficient to keep cup
formation going. In this regard, the elucidation of the underlying mechanism is interesting, which
could potentially include a self-reinforcing component. In order to unravel the working mechanisms
of such a trigger, particles could be opsonized with different IgG densities. The particles could
subsequently be attached to the cells with the holographic optical tweezers setup. A potential
and promising readout parameter is the number of actin oscillation periods, which occurred after
particle binding and before cup formation. Such experiments, however, will require precise control
of the IgG density on the particle surface. Suitable methods to achieve such a high control were
for example recently published by Francis et al.?%. Furthermore, in order to account for different
receptor densities in different cells, it may be useful to fluorescently label FcyR clusters!32.

Further unknowns, which can be addressed with the feedback system presented in chapter 3.4 are
the endocytic pathways, with which both opsonized as well as unopsonized particles are actually
taken up. For example, Konrad Berghoff measured an uptake efficiency of roughly 50 % for IgG-
coated MM-C particles?'6, while in section 4.4.2.5, a conditional uptake probability of 18 % was
measured for uncoated MM-C particles with a similar protocol, suggesting that uptake of MM-
C particles occurred without any IgG coating. This suggests that IgG coated particles may not
necessarily solely be taken up by phagocytosis alone and other pathways may be active as well. In
fact, both macropinocytosis as well as tight cup formation were both observed in the vicinity of IgG-
coated particles in the experiments presented in section 3.4. An elucidation of the respective uptake
pathway efficiencies using the holographic optical tweezer method may provide a clarification for
the underlying mechanism. In order to differentiate between both pathways, different particle types
could be attached to the cells and the uptake mechanisms could be discriminated by differences in
the cortical uptake morphology.

In this regard, in the experiments conducted in section 3.4, it was observed that free IgG in the
imaging medium triggered extensive membrane ruffling, which was presumably correlated with a
periodic reorganization of cortical actin on a timescale of about 75 to 150s. In case macropinocytic
uptake can be stimulated in this manner, precise control over the amount of free IgG will be
required in case the uptake efficiencies of different endocytic pathways are to be resolved. This
may potentially require the development of a new opsonization protocol, which guarantees stable
binding of IgG. On the contrary, free IgG could also be used in order to deliberately stimulate
macropinocytosis. A verification of the macropinocytic pathway could be done by its respective
inhibitors, namely rapamycin®*° or amiloride3°.

Furthermore, in chapter 4, it was observed that the conditional internalization probability of
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unopsonized microparticles varied drastically from about 15 (TS) to about 80% (MG and PY-
A). Therefore, depending on the particle type, the uptake efficiency of unopsonized particles can
even be higher than that of opsonized particles. However, in the fixation protocols, the uptake
mechanism itself was not resolved as the cells were fixed and imaged after internalization had
occurred. It is for example possible that chemical substances in the MG or PY-A particles not
present in other model systems triggered the activation of the macrophages or extended membrane
ruffling, followed by the subsequent uptake via phagocytosis or macropinocytosis.

The holographic optical tweezer method was also demonstrated to be capable of resolving the
dynamics of the cup formation. Therefore, the technique is a powerful tool, which will potentially
yield data for more precise models of the mechanics and the dynamics of the phagocytic cup
formation. The elucidation of the cellular viscoelastic parameters during cup formation and during
the decoupling from the cortex is of high interest for such a deeper mechanical understanding of the
process. However, the data analysis presented in this work will have to be updated for this purpose.
The guidelines presented in sections 3.3.3 and 3.4.3 may be a convenient starting point. In order
to isolate the viscoelastic properties of the relatively thin cortex, the use of smaller particles may
be suitable to limit the depth of the deformation field as discussed in section 3.4.3.

Furthermore, the elastic films polymerized in this work may serve as a substrate to investigate the
mechanical forces exerted on the target during phagocytosis. In studies on mechanosensitivity and
in TFM essays, the surface of those films is typically coated with ECM proteins such as fibronectin
via chemical cross-linkers®® in order to facilitate cell adhesion. The films could additionally be
coated with IgG to initiate frustrated phagocytosis, i.e. the phagocytic spreading of a cell on an
object too large to be engulfed by a single cell. In such an experiment, the forces, which are exerted
on the film (i.e. the target) could be investigated in a spatially and temporally resolved manner
using traction force microscopy. Additionally, the role of the molecular clutch mechanism discussed
in section 1.2.2.2 could be investigated by studying the protrusion speed of the leading edge of the
phagocytic cup on films with different stiffnesses and films coated with different concentrations of
fibronectin or IgG.

Although the closure of the cup and the subsequent decoupling of the phagosome from the cortex
can not be investigated in such a frustrated phagocytosis system, the holographic optical tweezers
technique is perfectly suitable to resolve the process and thus, it can provide mechanical data for
future mechanical models, which can cover this late stage of phagocytosis as well.

The blinking holographic optical tweezers technique can potentially also resolve the viscoelas-
tic properties of the cells during the transport of the endosomes, i.e. the phagosomes and the
macropinosomes, to the nucleus. This transport is typically orchestrated by dynein motors, which
move along microtubules. Typically, the phagosomes are transported by more than one motor
protein and possibly also along multiple microtubules at the same time!5*. Thus, the acquisition
of blinking data during the transport phase could provide information about the mechanical cou-
pling of the endosomes to the microtubule network and possibly also resolve the number of active
motors in case the transport can be stalled with the optical forces®””. A potentially interesting
analysis parameter is the power law exponent 3, which could serve as an indicator for a stronger
coupling to the elastic microtubule network, when more motors are bound. Furthermore, the
method also provides access to the transport dynamics of the phagosome, which are available in
the form of the piezo stage coordinates. For example, the power law exponent 8 could for example
be correlated with the transport speed of the endosomes. As the endocytic pathway is generally
known in the holographic optical tweezers technique, present differences between phagosomes and
macropinosomes could potentially even be resolved.
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6 Appendices

6.1 Laboratory Protocols

6.1.1 Coverslip Activation for Polyacrylamide Films

Following the next steps, you’ll prepare 25 coverslips to covalently bind to polyacrylamide gels.
These steps should be performed before polymerization. The protocol is an adapted version of the
protocol shown by Kraning-Rush et al.’C. The first section of the protocol was originally imple-
mented by Andrea Hanold and is used to clean the coverslips. In the second section, the coverslips
are coated with NaOH, 3 — APTMS, and glutaraldehyde to chemically activate the coverslip sur-
faces. A summary of this protocol is given in the main text (section 6.1.1).

Reagents:
For cleaning the coverslips:

e 7X-O-Matic laboratory detergent
MP Biomedicals, LCC, # 76674-49
or:
Alconox detergent (Alconox Ltd.)
dissolved at a concentration of 1% w/v in dH20 (according to the instructions on the pack-

age)
e milliQ water (dH20)

e 10% HCI
CAS 7647-01-0
e.g. Sigma # 84421-1L
Hazards: May be corrosive to metals. Causes severe skin burns and eye damage. May cause
respiratory irritation
Handling: Avoid breathing vapours. Wear protective gloves/ protective clothing/ eye pro-
tection/ face protection. If in eyes: Rinse cautiously with water for several minutes. Remove
contact lenses, if present and easy to do. Continue rinsing. Immediately call a poison center
or doctor/ physician.

e 0.2M Ethylenediaminetetraacetic acid (EDTA)
CAS 6381-92-6
e.g. Sigma # E5134-500G

e 90 % ethanol for storage (EtOH)
For activating the coverslips:

e 1ml 0.1N NaOH
CAS 1310-73-2
e.g. Hedinger
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~ 300 ul 3-aminopropyl-trimethoxysilane (3-APTMS)
CAS 13822-56-5

e.g. 97 %, Sigma-Aldrich stock solution # 281778-5ML
Hazards: Causes skin irritation, auses serious eye damage
Handling: Gloves, eyeshields, hood, avoid skin contact

deionized water (dH20)

gluteraldehyde

CAS 111-30-8

e.g. 8%, Sigma-Aldrich stock solution # G7526-10ML

Hazards: Harmful by inhalation and if swallowed, irritating to respiratory system and skin,
risk of serious damage to eyes, may cause sensitization by inhalation and skin contact, very
toxic to aquatic organisms

Handling: gloves, eyeshields, hood

Storage temperature: —20°C

RainX
Caro Care Care International # 80122200

Fluorescent microparticles
e.g. Life Tech carboxylated fluorescent microparticles, diameter 0.2 pm , # F8810, F8811

Isopropanol (3-Propanol):
CAS: 67-63-0

Consumables:

25 Coverslips (22x40 mm, #1),
e.g. Karl Hecht Gmbh, # 10003741

25 Coverslips (round, 15 mm, # 1)
e.g. Menzel Gléser, Thermo Fisher Scientific

Pasteur pippettes
Kimwipes
canned air

drying beads
e.g. NeoLab # 1-7031 (with color indicator)

Equipment:
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beakers
sonicator bath
fume hood

coverslip holders



6.1 Laboratory Protocols

Methods

The following steps describe the cleaning of the coverslips before activation (from Andrea Hanold).
This can be done with many coverslips at once and must not be done directly prior to activation.

1.
2.

10.

11.
12.

© *® N o ook W

Place the coverslips in the coverslip holders.

Place the holder in a beaker with dH20 and 1% v/v 7X-O-Matic or the prepared Alconox
solution.

Sonicate for 10 min.

Rinse with dH20 and place in dH20 in anonther beaker - sonicate for 10 min.
Dry the coverslips with canned air.

Add 10% HCI to coverslips and sonicate for 10 min.

Rinse with dH20 and place in dH20 in anonther beaker - sonicate 10 min.
Dry the coverslips with canned air.

Add 0.2M EDTA to coverslips and sonicate for 10 min.

Rinse with dH20 and take out each coverslip seperately from the holder with forceps (while
wearing gloves) and place into dH20 in anonther beaker - sonicate 10 min.

Dry the coverslips with canned air.

Place coverslips in a jar with 90 % EtOH for storage.

The following steps describe the activation of the lower coverslip which is not removed after poly-
merization.

1.
2.

Take the coverslips out of the 90 % EtOH and let them dry completely.
Prepare the coverslips (22x40 mm) on lens cleaning tissue.

Work with three coverslips at a time in all further coating steps. Apply a drop (12ul) of
0.1N NaOH to the coverslips. NaOH should be spread quickly by rolling a pasteur pipette
over both coverslips. Let the coverslips dry for 10 - 20 min.

In the fume hood, apply 15 ul 3-APTMS to each coverslip. Quickly spread the drop by rolling
a Pasteur-Pipette over the coverslip. Be quick as APTMS will dry rapidly.

Discard gloves and allow the coverslips to dry for 5min (up to 10 min since fully dried layers
of 3-APTMS are difficult to remove). Meanwhile, for each coverslip, prepare one Petri-dish,
filled with dH20.

Place the coverslips in the Petri-dishes and rinse them briefly. Shake the holders to dislodge
the 3-APTMS layer.

Rinse 2 more times with dH2O in the sample holders. Incubate 5 min between each rinse.

In the fume hood, prepare 0.5 % aqueous gluteraldehyde solution (from 8 % stock solution,
Sigma-Aldrich). Therefore mix 375l of stock solution with 5.625ml dH20. You’'ll need
~0.20ml for each 22x40 mm coverslip. Ensure thorough mixing.
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9. Prepare one piece of parafilm on the workbench in the fume hood. Pipette a 0.20ml drop of
0.5 % gluteraldehyde-solution for each coverslip onto the Parafilm. Invert the coverslips on
the drops and incubate for 30 min.

10. Remove coverslips from the Parafilm. Dispose gluteraldehyde waste in specified containers.
Place coverslips in Petri dishes again and rinse them 3 times with dH2O in the sample holders,
incubating for 5 min after each rinse.

11. Remove coverslips from the Petri dishes and place them on a paper for cleaning optical glasses
inside the fume hood. Let them dry for ~ 30 — 40 min.

12. Mark the uncoated side of the coverslip with the capital letter 'L’, readable from the coated

side.

From here, the coverslips can be stored for over a month, preferably under desiccation (you can
use desiccant beads).

A second coverslip (round, diameter 15 mm) for covering the gel during the polymerization can be
prepared in the following way:

e Preparation of hydrophobic coverslips coated with RainX:

1.

2.

Using a cotton swab, cover the coverslip surface with a drop of RainX and let it dry for
at least 5min. Using a Kimwipe, remove excess RainX from the surface.

Remove dust and debris from the coverslips using canned air. This is particularly im-
portant because these coverslips cover the surface where your cells will be!

e Preparation of coverslips coated with microparticles (enables higher resolution during TFM)
due to out of focus light minimization (centrifugal acceleration optimized for particles with
a diameter of 0.2 pm).

1.

© % N ox

10.
11.

12.

13.

162

Place 100 pl of microparticle stock solution in an Eppendorf tube.

2. Centrifuge the solution at 2500 g for 30 min.
3.
4

. Vortex the eppi briefly and sonicate for 10 min (turn on sweep-mode on the device).

Replace the supernatant with 100 pl of isopropanol.

Ensure that the water in the bath is cold. Temperatures above 30 °C were observed
to lead to particle clustering. Warning: The bath heats up during extended operation.
You may add a bit of ice to cool the bath down.

Centrifuge the solution at 2500 g for 30 min.

Replace the supernatant with 100l of isopropanol.

Vortex the eppi briefly and sonicate for 10 min (turn on sweep-mode on the device).
Place the solution in a PCR~tube (200 pl) with a thin wall.

Sonicate for 10 min (turn on sweep-mode on the device).

Place the solution in an Eppendorf tube.

Centrifuge the solution at 7000 g for 1 min to centrifuge down larger clusters and move
the solution to a new Eppendorf tube. Be careful not to touch the clusters at the bottom
of the old tube.

Place 3pl of the solution on a round coverslip and swipe the droplet over the whole
coverslip with a rectangular cover slip. Allow the isopropanol to evaporate.

Test the particle density on the coverslips at the microscope before gel polymerization.



6.1 Laboratory Protocols

Troubleshooting

e If the coverslips turn orange or red after applying gluteraldehyd, the coverslips where not
thoroughly rinsed after 3-APTMS treatment. These coverslips should be discarded.

e Using 100 % ethanol instead of isopropanol resulted in large particle clusters.

6.1.2 Polymerization of Thin Polyacrylamide Films

Following the next steps, you’ll prepare 6 polyacrylamide films with a thickness of a few tens of
micrometers, which are covalently bound to a previously prepared coverslip. The protocol itself is an
adapted version of the protocol published by Kraning-Rush et al.’?. Acrylamide can be substituted
by N-isopropylacrylamide to polymerize temperature-responsive polymer films with otherwise com-
parable properties. Porous polyacrylamide films can be produced by adding CaCOs3 power during
the polymerization. After polymerization, the powder can be dissolved in HCl. A summary of this
protocol is given in the main text (section 6.1.2)

SAFETY NOTE: All work with acrylamide monomers should be done with gloves, eyeshields,
and under the fume hood.

Reagents:

e milliQ water (dH20)

e 40 % aqueous acrylamide solution (AA)
CAS 79-06-1
Sigma-Aldrich, # A4058-100ML
Hazards: Harmful if swallowed. Toxic in contact with skin. Causes skin irritation. May
cause an allergic skin reaction. Causes serious eye irritation. Fatal if inhaled. May cause
allergy or asthma symptoms or breathing difficulties if inhaled. May cause genetic defects.
May cause cancer. Suspected of damaging fertility or the unborn child. Harmful to aquatic
life.
Handling: Eyeshields, gloves (Meditrade # 1283 are suitable for 60 min), fume hood
Storage: 2 - 8°C for up to 1 year to prevent oxidation

e 20 % aqueous N-isopropylacrylamide solution (NTPA)
CAS 2210-25-5
Sigma-Aldrich # 731129
Hazards: Harmful if swallowed. Toxic in contact with skin. Causes skin irritation. May
cause an allergic skin reaction. Causes serious eye irritation. Fatal if inhaled. May cause
allergy or asthma symptoms or breathing difficulties if inhaled. May cause genetic defects.
May cause cancer. Suspected of damaging fertility or the unborn child. Harmful to aquatic
life.
Handling: Eyeshields, gloves (Meditrade # 1283 are suitable for 60 min), fume hood
Storage: 2 - 8°C for up to 1 year to prevent oxidation

e 2% aqueous N,N’-methylene-bis-acrylamide solution (BIS)
CAS 110-26-9
Sigma-Aldrich, # 66675-100ML
Hazards: Harmful to aquatic life. Causes serious eye irritation. Harmful if swallowed. Causes
skin irritation. Toxic in contact with skin. May cause an allergic skin reaction. Fatal if in-
haled. May cause allergy or asthma symptoms or breathing difficulties if inhaled. May cause
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genetic defects. Suspected of damaging fertility or the unborn child. May cause cancer.
Handling: Eyeshields, gloves (Meditrade # 1283 are suitable for 60 min), fume hood
Storage: 2 - 8°C for up to 1 year to prevent oxidation

N,N,N,N-Tetramethylethylenediamine (TEMED)

Thermo Fisher Scientific Nr. 17919

CAS 110-18-9

Hazards: Flammable liquid and vapor, causes severe eye burns, causes respiratory tract and
skin burns, harmful if inhaled or swallowed, may be harmful if absorbed through skin, can
cause target organ damage

Handling: Eyeshields, gloves, fume hood

Storage: Store under inert gas. Air and moisture sensitive. Protect from sunlight. Keep
away from oxidizing materials.

crystalline Ammonium Persulfate (APS)

Thermo Fisher Scientific # BP179-100

CAS 7727-54-0

Hazards: Oxidizer: Contact with combustible/organic material may cause fire. Harmful if
swallowed. Causes eye, skin and respiratory tract irritation. May cause allergic respiratory
and skin reaction.

Handling: Eyeshields, gloves

Storage: Store at dry, well ventilated place. Solution storeable at —20°C for up to 1 year,
do not store aqueous solution at room temperature.

florescent, carboxylated microparticles

diameter 200 nm

excitation 505 nm

emission 515nm)

Life Technologies, F-8811 or F-8810

c=4.6 x 102ml~! (keeping them in PBS induces cluster formation; keep the time in PBS
solution as short as possible)

only for performing TFM/steel sphere characterization of the elastic properties of the film

1xPBS (= 0.51) and 10xPBS (2ml) as a buffer (concentrations in 10xPBS are 2.0g KClI,
80.0g NaCl, 14.4g NagHPO4 und 2.4g KHPOy in 11 dH20)

calcium carbonate powder (CaCO3)
e.g. Sigma # 239216

CAS 471-34-1

particle size 1 to 3 um

1% aqueous HCI solution

e.g. prepared from 25 % v/v stock solution

VWR chemicals # 20257.296P

CAS 7647-01-0

Hazards: Corrosive to metals. Causes severe skin burns and eye damage. May cause respi-
ratory irritation.

Handling: Eyeshields, gloves, fume hood
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Consumables:

e 6 coverslips, activated with 3-APTMS and 0.5 % gluteraldehyde (size 22x40 mm)

e 6 coverslips, coated with RainX or another suitable hydrophobic coating (round, 15mm

diameter)

Equipment:

e fume hood

e exsiccator

e sonicator bath

e centrifuge (15000g)

Methods

1.

During all the next steps, exposure of the microparticles to light should be minimized. Use
aluminum foil or dim the lights! Wash the fluorescent bead stock solution in deionized water
three times in dH20 by centrifuging at 15000g for 5min and replacing the supernatant
with dH20O. Sonicate the solution for 10 minutes and vortex the solution for 10s. Repeat
sonication and vortexing for two more times. Meanwhile, you can go on with the monomer
solution.

In a container, mix AA, NIPA, BIS, dH20 and 10x PBS according to the following table for
every ml of monomer solution needed. This ensures that the final concentration is 1xPBS!

AA/% NIPA / BIS/% | 40% AA /ul  20% NIPA /ul 2% BISul  dH,0 /ul  10xPBS/pl

10.0 0.0 0.10 253 0.0 50.7 594 101
10.0 0.0 0.060 253 0.0 30.4 614 101
10.0 0.0 0.030 253 0.0 15.2 629 101
3.00 0.0 0.1 76.0 0.0 50.7 771 101
0.00 10.0 0.1 0.0 506 50.6 341 101

. Mix thoroughly by pipetting up and down before performing the next step. Be careful not

to induce bubbles.

. As a catalyst, add 0.5l (1/2000 v/v final concentration) of TEMED for AA gels and 1.0 pl

(1/1000 v/v) for NIPA gels. Your total volume should be 1ml right now.
Mix thoroughly again by pipetting up and down.

Optional: Degas the solution for 30 minutes (AA) or 45 minutes (NIPA) using an exsiccator.
For AA films, degassing led to nonlinear elasticity in the past (see the author’s master’s
thesis!®6). For NIPA films, this was not observed (sec. 2.2.6 in this work).

Take 247.6 1l of the previously prepared monomer solution and fill it in an Eppendorf tube.

Freshly prepare a 10% w/v APS solution in dH20. If using a previously prepared APS
solution, it should have been stored at —20°C as the activity of APS diminishes rather
quickly in H>O at room temperature.
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10.

11.

12.

13.

14.
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. Optional: At this stage, CaCO3 can be added to the monomer solution to prepare porous

films.

CaCOs / % v/v | CaCOs / mg

3.0 20
10 68
20 140

Important: When CaCOg is added to the solution, fluorescent particles should not be added
in the next step because the particles will stick to CaCOs as well. Instead, to label the
surface, the gels can be immersed in a 1% v/v solution of the microparticles in 1xPBS for
30 min after the polymerization is completed. Alternatively, the round coverslip coated with
RainX can be immersed in a similar microparticle solution for 30 min prior to polymerization.
The coverslip should be air-dried before polymerization in this case.

Add 2.1yl of bead dispersion, diluted in dH20 as prepared in the first step. In order to
prepare films without microparticles, add 2.1 pl of dH20. Ensure thorough mixing.

Before going on, prepare all materials you'll need in the next steps as the addition of APS
starts the polymerization and the solution will get viscous rapidly.

e Pipettes and tips

o APS

e large activated coverslips
e small round coverslips

e Using sticky tape, pin 10 pasteur-pipettes to the workbench at a distance larger than
the diameter of the round coverslip.

Make sure, the solution is at room temperature. Optimally, polymerization should occur at
23 - 25°C.

In order to initiate polymerization, add 1.25 pl of 10 % APS solution to the mixture to achieve
a final APS concentration of 1/200. For NIPA gels, double the amount of APS solution to a
final concentration of 1/100 v/v. Mix thoroughly, pipetting the solution up and down for 3
times. Be careful not to introduce bubbles. Set your stopwatch to zero!

On each small coverslip, place 9pl of solution quickly for a final average height of 30 pm.
These gels are suitable for TFM. By adjusting the volume of the drop, you can alter the
height of the final gel. For thicker gels of approximately 50 - 150 pm, which are suitable for
the steel sphere method for measuring the elastic modulus, use 15pul. Note that the volume
of the film shrinks during polymerization. Thus the height can not be calculated from the
volume pipetted on the coverslip. The final height of the film also depends on the details of
the coverslip handling.

For NIPA films, the final thickness will be a lot smaller than that of AA films. Use 50 pl of
monomer solution per coverslip to achieve a final thickness of 80 to 90 1l and consider using
stainless steel spacers to control the thickness of the film.

The activated side of the large coverslips should face down to be in contact with the gel.
Lower the large coverslips on top using forceps or your hands (fig. 2.3) until the liquid
touches the large coverslip. Be careful not to introduce bubbles so that the gel is perfectly
attached to the activated surface. Furthermore, Oy affects the extent of the polymerization.®°
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15.

16.

17.

18.

19.

20.

Place the inverted sandwiches onto the fixed pasteur pipettes. Polymerizing the gels upside
down will cause the microparticles to settle down and be more dense on the final surface.

Cover the set up with a box as an incubation chamber. Use wet kimwipes to increase the
air humidity inside to 80 % to prevent wrinkling when the polymerized film is immersed in
1xPBS. Use aluminum foil to prevent bleaching of the microparticles.

Polymerizing the gel takes 45 min for degassed AA solutions. Use 120 min for non-degassed
AA solutions. The edges of the gel should begin to recede beneath the coverlip. NIPA films
should be polymerized in a sealed box in Ny atmosphere for 3 h.

After polymerization has completed, carefully remove the round coverslip using forceps. Be
careful not to break the glass. Check the appearance of the gels. They should not appear
turbid.

Optional: In order to disssolve the CaCOg particles, immerse the films in 1% HCI for 1.5h
under gentle agitation. Treatment with higher concentrations of HCI can lead to detachment
of the gels from the coverslips. Gaseous CO; should slowly escape from the films without
any bloating.

Wash the gels twice for 15 minutes in 1xPBS in separate petri dishes to get rid of any
remaining monomers which might affect your cells later in the process. In case the gels were
immersed in HCI, add another washing step.

The gels are now ready to be functionalized with proteins or used otherwise. When storing the gels
for some time, always make sure that they are soaked in the same buffer they were polymerized in
(1xPBS) to prevent them from running dry and to prohibit osmotic swelling.

Troubleshooting

e If you notice pieces of dirt at the bottom of the gel which are fluorescent using the GFP-L (Ex:

460 - 500 nm, Em: > 510nm) and TX RED (Ex: 540 - 580 nm, Em: > 600 — 660 nm) filter
cubes, you din’t rinse the coverslips well enough during the activation of the rectangular
coverslip. Make sure the APTMS-layer has properly detached from the coverslip before
exposing it to gluteraldehyde.

In case the NIPA films do not polymerize, try to increase the concentration of APS and
TEMED and try to degas the monomer solution prior to polymerization. The polymerization
time can also be increased.
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6.2 Time Dependence of the Binding Kinetics and the Fraction of the Irreversible Binding Events

6.2 Time Dependence of the Binding Kinetics and the Fraction
of the Irreversible Binding Events
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Figure 6.1: Time dependent particle binding and unbinding kinetics without any applied
hydrodynamic force. A) Comparison of the binding rates kon,cenis and B) Kon,coverslips
Omin (light colors), 40 min (medium colors), and 80 min (dark colors) after the addition of
the particles to the imaging medium. C) Unbinding rates ko ceiis and D) Koft,coverslips for
the three different time points. E) Comparison of the fraction of irreversible binding events
to cells and to F) coverslips for the three different time points. Error bars represent the
standard error of mean calculated from 3 individual experiments each (fig. 4.7). The figure
is discussed in section 4.4.2.3. Figure adapted from Gross et al., in preparation, 2022352,
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6.3 Time Dependence of the Fraction of Remaining Particles
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Figure 6.2: Time dependency of the fraction of remaining particles. A) Comparison of prem,cells
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Omin (light colors), 40 min (medium colors), and 80 min (dark colors) after the addition of
the particles to the imaging medium. B) Comparison of prem,coversiips 0 min (light colors),
40min (medium colors), and 80min (dark colors) after the addition of the particles to the
imaging medium. Error bars represent the standard error of mean calculated from 3 individual
experiments each (fig. 4.7). The figure is discussed in section 4.4.2.4. Figure adapted from
Gross et al., in preparation, 2022382,
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