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English Abstract

Organic semiconductors are a continuously evolving class of semiconducting materials
present in everyday life. The most common usage is in OLEDs (organic light-emitting
diodes) as light emitters. Currently, they are state-of-the-art in display applications
(smartphones, televisions, …) as they enable the highest contrasts. While OLEDs are
already available on the consumer mass market, other applications, e.g., OPV (organic
photovoltaics) and OFETs (organic field-effect transistors), are in an earlier stage of their
development. Several companies are already producing flexible and lightweight thin-film
OPV devices for niche markets. Although OPV is still behind silicon solar cells in terms
of power conversion efficiency (PCE) and technical maturity, it is also a much younger
technology sector with a strong material development process that is still ongoing. In
recent years, NFAs (non-fullerene acceptors) have led to rapid progress in the field, where
laboratory records exceed 20 %, large-scale devices achieve 14.5 %, and new records are
achieved yearly. Recent efforts are, therefore, targeting stability during processing and
increasing the lifetime of the involved materials.

A key step in achieving record performances is controlling the nanostructure of the ac-
tive layer, where the light is absorbed, exciton dissociation must take place, and charge
must be transported to the electrodes. The active layer consists of blends of at least
one electron acceptor and one electron donor material. The OPV performance critically
depends on nanostructural parameters like phase separation, phase purity, molecular
orientation, and the ordering of all components. Hence, it is important to understand
the connections between nanostructure and performance.

To form a connection between the OPV performance and nanostructure, I contributed
to joint projects with GIWAXS (grazing incidence wide-angle X-ray scattering) mea-
surements and analysis (Chapters 11 and 13). GIWAXS is a valuable nanostructure
characterization method that resolves the orientation, ordering, and packing distance of
molecular stacking. I also identified the nanostructural reasons limiting solar cell per-
formance in an industry collaboration with ASCA, the world market leader for organic
photovoltaics with a production capacity of more than one million square meters per
year. In a second step, I confirmed nanostructural improvements with GIWAXS when
this problem was resolved (results from ASCA collaboration not included in this thesis
due to confidentiality).
When thin films are characterized with further additional methods to GIWAXS and so-
lar cell performance, the obtained picture of the nanostructure and structure-property
relationships can be even more conclusive. Therefore, we characterized the impact of the
chemical structure of the NFA, thermal annealing, solvent additives, different solvents,
and molecular weight on the nanostructure, energetics, optical transitions, and thermal
conductivity (Chapters 11–14). The chemical structure of the NFAs (Chapters 11 and
12) strongly impacts the nanostructure and performance of solar cells, underlining the
importance of the material choice. Also, the addition of high boiling point solvents signif-
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icantly affects the nanostructure and solar cell performance (Chapters 12 and 13). Some
other parameters, such as the molecular weights of P3HT and the solvents in Chapter
14, hardly impact the nanostructure.

The work on influencing the nanostructure by parameter variations is highly valuable, but
the achievable nanostructure changes are often limited and difficult to predict. Changes
to the chemical structure often lead to strong nanostructural changes. However, no in-
cremental nanostructural changes are possible as only discrete molecular structures exist,
e.g., the sidechain length is not a continuously tunable variable. Hence, a method for
tailored nanostructure control without material changes and achieving strong nanostruc-
tural changes is highly relevant.
Therefore, as the core part of my thesis, I developed a method for the pre-aggregation
of P3HT solutions, namely current-induced doping (CID, Chapter 9). A strong elec-
trical current through the solution induces this highly tunable solution aggregation. I
demonstrated the range of tunability of the aggregate fraction and aggregate quality by
a study of more than 600 different solutions treated with the CID treatment. System-
atically screening an ample parameter space also enabled a deeper understanding of the
underlying mechanisms.

The solution aggregation control directly transfers to thin film aggregation control (Chap-
ter 10). To enable a high thin film aggregate quality, I chose the conditions of the CID
treatment to yield exceptionally high backbone ordering of the pre-aggregates. The
aggregate fraction of the solution then controls the thin film aggregate quality. This
nanostructure control also directly leads to performance control for OFET devices. I
achieved a 25-fold increase in OFET mobility in neat P3HT films (freely controllable by
the solution aggregate fraction).
Blend thin films of P3HT with NFAs for OPV applications pose special nanostructural
challenges. Due to the high miscibility between P3HT and most state-of-the-art Y-series
NFAs, the phase separation is insufficient, leading to small, intermixed domains and
poor molecular ordering. When the structure formation driven by phase separation is
insufficient, the desired phase separation can sometimes also be achieved by aggregation.
I followed this strategy by employing the CID treatment of P3HT for blends with the
highly miscible NFA Y12 (Chapter 10). The CID treatment enables controlling the blend
nanostructure from an intermixed disordered structure to a nanostructure with strong
P3HT ordering. Additionally, Y12 nanostructure control can be achieved via solvent
vapor annealing (SVA) post-treatment. Hence, combining the CID treatment and SVA
enables a P3HT:Y12 nanostructure control between the boundaries of an intermixed dis-
ordered nanostructure and a highly ordered phase-separated nanostructure. This may
be a key to overcoming the performance problems of P3HT:Y-series solar cells.

Extensive nanostructural characterization is the core of every part of this thesis described
so far. However, this process is usually labor-intensive, slowing down scientific progress.
For nanostructure optimizations, even several iterations are typically necessary. Hence,
new hardware and software solutions are needed to accelerate nanostructural character-
ization and, thus, scientific progress. Therefore, I identified in the scope of the work on
my thesis the bottlenecks in all involved workflows and optimized them (Chapter 3). In
most cases, I could resolve the bottlenecks by automating the data acquisition and anal-
ysis process and minor modifications in the measurement procedures. In the example of
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in-situ UV-Vis absorption spectroscopy during blade coating (Section 3.2), I adjusted the
measurement procedure to capture dark and reference measurements along the drying
automatically. A fully automated extraction of relevant spectra for the drying process
and a complete data analysis give feedback on the coated film within seconds. This
enables a direct feedback loop for the following processed sample, speeding up scientific
progress. For GIWAXS measurements and analysis, I chose a similar approach (Section
3.3).
However, efficient UV-Vis absorption spectroscopy of strongly absorbing solutions, nec-
essary for the ample parameter studies on the CID treatment in solution (Chapter 9),
required a completely new measurement concept. Hence, I developed the Thinning Fluid
Film Spectroscopy (TFFS) method, verified its validity and investigated its advantages
and limitations (Chapter 8 and Section 3.1). In the TFFS method, the absorption spec-
tra of strongly absorbing solutions can be measured through thin fluid films flowing
down the measurement container walls. No dilution of the solutions is necessary, and
a fully automated measurement and data analysis procedure is possible. I applied the
TFFS method in my research not only to organic semiconductors but also to perovskite
precursor solutions (Chapter 15). In this case, the concentration of the solutions changes
their absorption spectra significantly. Hence, dilution is no option, and the previously
inaccessible experimental possibilities that TFFS now enables are required.
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Deutsche Zusammenfassung

Organische Halbleiter sind eine sich ständig weiterentwickelnde Klasse von Halbleiterma-
terialien, die auch rege Verwendung in unserem täglichen Leben findet. Am häufigsten
werden sie in OLEDs (organische Leuchtdioden) als Lichtemitter verwendet. Zurzeit
sind sie bei Bildschirmen (Smartphones, Fernsehgeräte, ...) der Stand der Technik, da
sie die höchsten Kontraste ermöglichen. Während OLEDs bereits auf dem Massenmarkt
für Endverbraucher erhältlich sind, befinden sich andere Anwendungen, z.B. OPV (orga-
nische Photovoltaik) und OFETs (organische Feldeffekttransistoren), in einem früheren
Entwicklungsstadium. Mehrere Unternehmen stellen bereits flexible und leichte orga-
nische Solarzellen für Nischenmärkte her. Auch wenn OPV in Bezug auf den Wirkungs-
grad und die technische Reife noch hinter Silizium-Solarzellen zurückliegt, muss berück-
sichtigt werden, dass es sich um einen sehr viel jüngeren Technologiesektor mit einem
starken Materialentwicklungsprozess handelt, der noch nicht abgeschlossen ist. In den
letzten Jahren haben in diesem Feld NFAs (Nicht-Fulleren-Akzeptoren) zu einem rasan-
ten Fortschritt geführt. Laborrekorde übertreffen bereits 20 % Wirkungsgrad, großflächige
Module erreichen bereits 14,5 % und jedes Jahr werden neue Rekorde aufgestellt. Die
jüngsten Bemühungen zielen daher auf die Stabilität während der Verarbeitung und die
Verlängerung der Lebensdauer der betreffenden Materialien ab.

Ein entscheidender Schritt zur Erzielung von Rekordleistungen ist die Kontrolle der
Nanostruktur der aktiven Schicht, in der das Licht absorbiert wird, die Dissoziation
von Exzitonen stattfinden muss und die Ladungen zu den Elektroden transportiert
werden müssen. Die aktive Schicht besteht aus Mischungen von mindestens einem
Elektronenakzeptor- und einem Elektronendonatormaterial. Die OPV-Leistung hängt
entscheidend von nanostrukturellen Parametern wie Phasenseparation, Phasenreinheit,
molekularer Orientierung und der Ordnung aller Komponenten ab. Daher ist es bedeu-
tend, die Zusammenhänge zwischen Nanostruktur und Leistung zu verstehen.

Um eine Verbindung zwischen der OPV-Leistung und der Nanostruktur herzustellen,
habe ich zu Kollaborationsprojekten mit GIWAXS (grazing incidence wide-angle X-ray
scattering) Messungen beigetragen (Kapitel 11 und 13). GIWAXS ist eine wertvolle Me-
thode zur Charakterisierung von Nanostrukturen, mit der die Orientierung, die Ordnung
und der Abstand von molekularen Anordnungen bestimmt werden können. In einer In-
dustriekooperation mit ASCA, dem Weltmarktführer für organische Photovoltaik mit
einer Produktionskapazität von mehr als einer Million Quadratmetern pro Jahr, konnte
ich auch die nanostrukturellen Gründe identifizieren, die die Leistung von Solarzellen ein-
schränken. Als dieses Problem gelöst war, bestätigte ich mit GIWAXS in einem zweiten
Schritt die nanostrukturellen Verbesserungen (die Ergebnisse aus der Zusammenarbeit
mit ASCA sind aus Gründen der Vertraulichkeit nicht in dieser Arbeit enthalten).
Wenn Dünnfilme mit weiteren zusätzlichen Methoden zu GIWAXS und Solarzellenleis-
tung charakterisiert werden, kann das erhaltene Bild der Nanostruktur und der Beziehun-
gen zwischen Nanostruktur und Funktionalität noch aussagekräftiger werden. Daher
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haben wir die Auswirkungen der chemischen Struktur der NFAs, des thermischen Tem-
perns, der Lösungsmittelzusätze, verschiedener Lösungsmittel und des Molekulargewichts
auf die Nanostruktur, die Energetik, die optischen Übergänge und die Wärmeleitfähig-
keit untersucht (Kapitel 11–14). Die chemische Struktur der NFAs (Kapitel 11 und 12)
wirkt sich stark auf die Nanostruktur und die Leistung von Solarzellen aus, was die Be-
deutung der Materialauswahl unterstreicht. Auch die Zugabe von Lösungsmitteln mit
hohem Siedepunkt beeinflusst die Nanostruktur und die Leistung der Solarzellen erhe-
blich (Kapitel 12 und 13). Einige andere Parameter, wie die Molekulargewichte von
P3HT und die Lösungsmittel in Kapitel 14, haben hingegen kaum Auswirkungen auf die
Nanostruktur.

Die Arbeit zur Beeinflussung der Nanostruktur durch Parametervariationen ist sehr
wertvoll, aber die erreichbaren Nanostrukturänderungen sind oft begrenzt und schwer
vorherzusagen. Änderungen der chemischen Struktur führen oft zu starken nanostruk-
turellen Veränderungen. Jedoch sind keine inkrementellen Nanostruktur Änderungen
möglich, da nur diskrete molekulare Strukturen möglich sind, z.B. ist die Seitenket-
tenlänge nicht kontinuierlich veränderlich. Daher ist eine Methode zur zielgerichteten
Kontrolle von Nanostrukturen, die keine Materialveränderungen benötigt und starke
nanostrukturelle Veränderungen erzielt, von großer Bedeutung.
Als Kernstück meiner Dissertation habe ich daher eine Methode für die Voraggregation
von P3HT-Lösungen entwickelt, nämlich current-induced doping (CID, Kapitel 9). Ein
starker elektrischer Strom durch die Lösung induziert diese hochgradig kontrollierbare
Lösungsaggregation. Ich habe die Reichweite der Kontrolle des Aggregatanteils und der
Aggregatqualität anhand einer Studie von mehr als 600 verschiedenen Lösungen, die
mit der CID-Behandlung behandelt wurden, demonstriert. Das systematische Screening
eines großen Parameterraums ermöglichte auch ein tieferes Verständnis der zugrunde
liegenden Mechanismen.

Die Kontrolle der Lösungsaggregation lässt sich direkt auf die Kontrolle der Aggrega-
tion einer aus diesen Lösungen hergestellten Dünnschicht übertragen (Kapitel 10). Um
eine hohe Qualität der Dünnschichtaggregate zu erreichen, habe ich die Bedingungen
der CID-Behandlung so gewählt, dass eine außergewöhnlich hohe Rückgratordnung der
Voraggregate erreicht wird. Der Aggregatanteil der Lösung bestimmt dann die Qualität
der Dünnschichtaggregate. Diese Kontrolle der Nanostruktur führt auch direkt zur Kon-
trolle der Leistung von OFET-Bauelementen. So konnte ich eine 25-fache Steigerung der
OFET-Mobilität in reinen P3HT-Filmen erreichen (frei kontrollierbar durch den Aggre-
gatanteil der Lösung).
Dünnschichten aus Mischungen von P3HT mit NFAs für OPV-Anwendungen stellen
besondere nanostrukturelle Herausforderungen dar. Aufgrund der hohen Mischbarkeit
zwischen P3HT und den meisten modernen NFAs der Y-Reihe ist die Phasenseparation
unzureichend, was zu kleinen, gemischten Domänen und schlechter molekularer Ordnung
führt. Wenn die Strukturbildung durch Phasenseparation unzureichend ist, kann die
Phasenseparation teils auch durch Aggregation erreicht werden. Ich habe diese Strate-
gie verfolgt, indem ich die CID-Behandlung von P3HT für Mischungen mit dem gut
mischbaren NFA Y12 (Kapitel 10) eingesetzt habe. Die CID-Behandlung ermöglicht
es, die Nanostruktur von einer durchmischten ungeordneten Struktur bis hin zu einer
Nanostruktur mit starker P3HT-Ordnung zu kontrollieren. Darüber hinaus kann die
Y12-Nanostruktur durch eine Nachbehandlung mit Lösungsmitteldampf (SVA) kontrol-
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liert werden. Die Kombination von CID-Behandlung und SVA ermöglicht also eine
Kontrolle der P3HT:Y12-Nanostruktur zwischen den Grenzen einer gemischten ungeord-
neten Nanostruktur und einer hochgradig geordneten, phasengetrennten Nanostruktur.
Dies könnte ein Schlüssel zur Überwindung der Leistungsprobleme von Solarzellen aus
P3HT und NFAs der Y-Serie sein.

Eine umfassende Charakterisierung von Nanostrukturen ist der Kern jedes bisher be-
schriebenen Teils dieser Dissertation. Jedoch ist dieser Prozess in der Regel sehr ar-
beitsintensiv und verlangsamt den wissenschaftlichen Fortschritt. Für die Optimierung
von Nanostrukturen sind in der Regel sogar mehrere Iterationen erforderlich. Daher wer-
den neuartige Hardware- und Softwarelösungen benötigt, um die Charakterisierung von
Nanostrukturen und damit den wissenschaftlichen Fortschritt zu beschleunigen. Daher
habe ich im Rahmen der Arbeit an meiner Dissertation die Engstellen in allen beteiligten
Arbeitsabläufen identifiziert und optimiert (Kapitel 3). In den meisten Fällen konnte ich
die Engstellen durch die Automatisierung der Datenerfassung und -auswertung sowie
durch geringfügige Modifikationen der Messverfahren beheben. Im Beispiel der In-situ
UV-Vis-Absorptionsspektroskopie während des blade coatings (Abschnitt 3.2) habe ich
das Messverfahren so angepasst, dass Dunkel- und Referenzmessungen während der
Trocknung automatisch erfasst werden. Eine vollautomatische Extraktion der für den
Trocknungsprozess relevanten Spektren und eine vollständige Datenanalyse geben inner-
halb von Sekunden Rückmeldung über den entstandenen Dünnfilm. Dies ermöglicht eine
direkte Rückkopplungsschleife für die nachfolgend prozessierte Probe und beschleunigt
den wissenschaftlichen Fortschritt. Für die GIWAXS-Messungen und -Auswertung habe
ich einen ähnlichen Ansatz gewählt (Abschnitt 3.3).
Effiziente UV-Vis-Absorptionsspektroskopie von stark absorbierenden Lösungen, die für
die umfangreichen Parameterstudien zur CID-Behandlung in Lösung (Kapitel 9) not-
wendig ist, erforderte jedoch ein völlig neues Messkonzept. Daher habe ich die Methode
der Thinning Fluid Film Spectroscopy (TFFS) entwickelt, ihre Gültigkeit überprüft und
ihre Vorteile sowie Grenzen untersucht (Kapitel 8 und Abschnitt 3.1). Bei der TFFS-
Methode können die Absorptionsspektren stark absorbierender Lösungen durch dünne
Flüssigkeitsfilme gemessen werden, die an den Wänden des Messbehälters herunterfließen.
Es ist keine Verdünnung der Lösungen erforderlich, und ein vollautomatisches Mess- und
Datenanalyseverfahren ist möglich. Ich habe die TFFS-Methode in meiner Forschung
nicht nur auf organische Halbleiter, sondern auch auf Perowskit-Precursor Lösungen
angewendet (Kapitel 15). In diesem Fall verändert die Konzentration der Lösungen deren
Absorptionsspektren erheblich. Daher ist eine Verdünnung keine Option, und die bisher
unzugänglichen experimentellen Möglichkeiten, die TFFS nun bietet, sind erforderlich.
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1 Introduction
Organic semiconductors are a versatile material class with various applications like dis-
plays, photovoltaics, and transistors. OLED (organic light-emitting diode) displays are
currently state of the art in many devices, such as televisions and smartphones. OPV (or-
ganic photovoltaics) is also already commercially available, however still in niche markets.
Companies like Heliatek and ASCA (formerly ARMOR) are marketing their organic so-
lar cells mainly for facades or other architectonic solutions. As seen in Figure 1.1 (a)–(b),
the possibility of fabricating solar cells in different colors, opacities, and shapes on flexi-
ble substrates enables unique energy harvesting design elements. Epishine chose another
strategy and works in the niche field of indoor photovoltaics (see Figure 1.1 (c)–(d)).

While the OPV power conversion efficiency (PCE) with fullerene acceptors stagnated at
about 12 %, the introduction of non-fullerene acceptors (NFAs) boosted the field.6, 7 Af-
ter continuous improvements exceeding 19 %, recently, even the magic mark of 20% was
surpassed by binary single-junction OPV.1, 8, 9 Ternary single-junction OPV surpassed
19 % already in 2022 (non-certified in 2021) and recently also 20 %.9–18 The decisive im-
provements leading to the record-breaking binary solar cells were mainly achieved by
carefully optimizing the nanostructure.1
In the active layer of OPV, a donor and an acceptor material are required. An exciton
(bound electron-hole pair) is formed upon light absorption in the donor or the acceptor.19

For optimized light harvesting, strong absorption in a broad spectral range is necessary,
which depends on the molecular structure but is also influenced by the nanostructure.
That subsequently an exciton dissociation (separation of electron-hole pair) can occur,
the exciton has to travel to the donor-acceptor interface. Due to a limited exciton disso-
ciation length of about 10 nm in disordered organic semiconductors, the donor-acceptor
phase separation must not be too coarse.19 After the exciton dissociation, the separated
electron and hole must travel to the corresponding electrodes. Therefore, an efficient
charge transport through a continuous network of the donor and acceptor phase to the
corresponding electrode is required.19 Hence, absorption, exciton dissociation, and charge
transport to the electrodes of an organic solar cell heavily depend on the nanostructure
of the active layer, making it a decisive key factor.7, 20, 21

Fulfilling the requirements in the different steps in the active layer (absorption, exciton
dissociation, charge transport to the electrodes) poses a great challenge, as optimizing
one requirement is prone to negatively impacting others. A strong intermixing of donor
and acceptor is beneficial for the exciton separation but can be detrimental for the charge
extraction as insufficient continuous percolation pathways exist.19, 22, 23 Such a strong in-
termixing occurs, e.g., when the miscibility between the acceptor and the donor is high,
like in the case of P3HT blended with many Y-series NFAs.24–26 On the other side, large,
highly ordered aggregates or crystallites can enable efficient charge transport to the elec-
trodes, but the exciton dissociation suffers.19, 27, 28
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1 Introduction

(a) (b) (c)

(d) (e)

Figure 1.1: (a) Photograph of an energy-generating shade sail in the shape of the
African continent made from OPV modules produced by ASCA and installed at the
”Peace and Security” Building of the African Union. (b) Photograph of an artificial
banana tree with 12 blue semi-transparent OPV modules as leaf imitations produced
by ASCA. (c) Photograph of a remote control covered with indoor OPV produced
by Epishine. (d) Advertising material of a CO2 monitor powered by indoor OPV
from Epishine. (e) Schematic sketch of a suitable OPV nanostructure. (a) Reprinted
with personal permission from ASCA.2 (b) Modified with personal permission from
ASCA.3 (c) Modified with personal permission from Epishine.4 (d) Reprinted with
personal permission from Epishine.5 (e) Reprinted from Zhu et. al.1 Copyright 2024,
with permission from Elsevier.

In the publication breaking the 20 % PCE, an approach combining controlled aggregation
by using additives and a two-step layer-by-layer coating process enabled a hierarchical
balanced nanostructure.1 A sketch of the nanostructure from this publication is displayed
in Figure 1.1 (e). In the finely structured mixing domain, an efficient exciton dissociation
takes place. Due to the vertical phase separation and the interconnectivity between the
donor and acceptor in the mixing domain with the corresponding highly ordered material
in the pure fibrils, efficient charge carrier transport is also possible.1 This work and many
others impressively demonstrate the nanostructure’s importance on OPV performance.

Hence, it is highly valuable to characterize the nanostructure and compare the nanos-
tructural insights with insights from other characterization techniques to understand the
structure-function relationship. Chapters 11–14 combine the expertise in our group on
nanostructure characterization via GIWAXS (grazing incidence wide-angle X-ray scat-
tering) with the expertise of other groups in complementary characterization techniques
to jointly achieve this common goal. In the research conducted in this part of the thesis
(Chapters 11–14), we pointed out the decisive impact of the chemical structure of the
molecules in the active layer on the nanostructure, energetics, optical properties, and
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performance. However, other factors, such as thermal annealing and solvent additives,
also had a significant impact on these properties.29–32

These insights on the influence factors on nanostructure and other relevant parameters
resemble major parts of the research field on OPV. Chemical engineering (e.g., by intro-
ducing and further developing NFAs) enables major leaps in nanostructure and device
performance and sets the general framework. Within this framework, changes in many
processing aspects can lead to significant changes in the nanostructure and performance.
Thus, the optimization of the nanostructure is usually a tedious trial-and-error process.
Other applications like OFETs (organic field-effect transistors) rely to a similar extent
on the nanostructure but differ in their specific requirements for an optimized nanostruc-
ture and require an independent nanostructure optimization.33

Therefore, the ultimate goal of this thesis is to enable a tailored nanostructure con-
trol of organic semiconductors, efficiently achieving a wide variety of nanostructures.
The intended nanostructure control should rely on processing alone without varying the
molecular structure. The variety of nanostructures produced can be used in follow-up
research, either for fundamental studies or as a starting point and tool for device opti-
mization.

I achieved this strong nanostructure control mainly through the CID (current-induced
doping) solution treatment of P3HT, which I introduce in Chapter 9.34 It enables the
control of the aggregate fraction and aggregate quality in solution. This study relies on
the analysis of a large number of absorption spectra, which were acquired by the novel
TFFS (Thinning Fluid Film Spectroscopy) method from Chapter 8.35 The TFFS method
allows measuring the absorption spectra of strongly absorbing solutions highly efficiently,
where also full automation is realized in Chapter 8. In Chapter 15, the TFFS method is
also used to measure highly concentrated perovskite precursor solutions, demonstrating
its broad applicability.
Processing thin films from CID-treated solutions enables, in Chapter 10, a very tailored
nanostructure control in neat P3HT films and blends with Y12.36 In neat P3HT films,
a 25-fold increase in OFET mobility can be achieved, while in P3HT:Y12 blends, the
miscibility problem can be tackled by an approach combining the CID treatment with
an SVA (solvent vapor annealing) post-treatment. Hence, the achievements of a highly
tailored nanostructure control in neat and especially blend films covering a large range
from highly disordered intermixed films to highly ordered films even exceed my initial
goal.

The following chapter (Chapter 2) discusses the background with special relevance to
this thesis. It includes an overview of factors influencing the nanostructure of organic
semiconductors, as well as the two most important characterization techniques in this
thesis, UV-Vis absorption spectroscopy, and GIWAXS. The acceleration approach in
Chapter 3 summarizes significant advances I made during the work on my PhD thesis to
accelerate nanostructure characterization. This highly increased efficiency in conducting
and evaluating nanostructure measurement was crucial to exceeding my initial goals and
paves the way for further highly efficient research. Chapter 4 summarizes in more detail
the content of the individual publications. Finally, Chapter 5 concludes the work done
in this thesis and offers an outlook for the future.
The individual contributions from all co-authors to all publications are given in Chapter
6. In Chapters 8–10, the publications of my core topics (TFFS method, solution and thin
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film aggregation control via CID treatment and SVA) are reprinted, while in Chapters
11–15, the further publications of this thesis are reprinted.
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2 Background
This thesis aims to obtain nanostructural control of organic semiconductors. Hence, it
is highly relevant to be aware of factors in the solution-processing of organic semicon-
ductors that are known from literature to influence the nanostructure of thin films. This
knowledge on influence factors can also be used as background and framework for devel-
oping a new method to control the nanostructure actively. Therefore, in the first part
of this Chapter (Section 2.1), the influence of the relevant factors on the nanostructure
in solution-processed organic semiconductors is summarized.

The two further sections in this Chapter explain the fundamentals of the two most
important nanostructure characterization techniques used in this thesis, GIWAXS (Sec-
tion 2.2) and UV-Vis absorption spectroscopy (Section 2.3). Both sections start with the
theory behind the techniques and continue with explicit information on applying these
techniques to the material systems used in this thesis. Hence, this is the basis for all
interpretations of the GIWAXS and UV-Vis absorption spectroscopy data in this thesis.

2.1 Factors Influencing Nanostructure in
Solution-Processed Organic Semiconductors

Solution-processing organic semiconductors offers several possibilities to influence the
nanostructures of the produced thin films. Due to the importance of the nanostructure
for devices, much work has been done on the impact of various aspects of the processing
on the nanostructure of the final films. This section leads through the relevant points of
solution-processing and summarizes the effect each aspect has on the nanostructure. The
section starts with selecting the molecules used in the active layer (2.1.1). Thin films
are produced from solutions of these molecules. Therefore, the next relevant aspects
discussed are the impact of possible pre-aggregation of the molecules in the solution
(2.1.2) and the selection of the solvent and solvent additives (2.1.3). The coating method
is briefly thematized (2.1.4) before finally turning to post-deposition treatments (2.1.5).
This section focuses on aspects with special relevance to this thesis, while others are kept
short or are just mentioned.

2.1.1 Molecular Design
The molecular design of the organic semiconductors has a decisive impact on their nanos-
tructure. The first paragraph discusses the influence of the molecular structure of NFAs
on their nanostructure. In the following paragraphs, also polymers and blends between
two materials are discussed.
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Even slightly different alkyl sidechains without any changes to functional groups of the
NFAs can lead to substantial changes in the molecular stacking behavior (see also Chap-
ters 11 and 12). 28–30, 37, 38 One example is DTY6, where the only difference to Y6 is
the elongated alkyl chains adding a significant steric hindrance and improving the sol-
ubility, two important points reducing the aggregation.28 Changing functional groups,
e.g., by changing the fluorination of Y6 to chlorination in Y7, can also substantially
impact the nanostructure. However, other aspects, such as energy levels, also change
significantly.39 Since we only want to cover nanostructural aspects, these changes in the
functional groups are beyond the scope of this work and, therefore, not discussed here.

In the case of polymers, in addition to the molecular design of the monomers, molecular
weight is also a decisive aspect, especially for aggregation. With increasing molecular
weight, aggregation is enhanced.40–42 In some cases, regioregularity is a decisive aspect for
aggregation. This is prominently the case for P3HT, which is also used in this thesis. Re-
gioregularity characterizes the percentage of monomers with a head-to-tail attachment of
the sidechains at the thiophene unit rather than head-to-head. In a perfectly regioregular
polymer, all sidechains adopt the head-to-tail configuration, while the configurations of
the sidechains are random in a regiorandom polymer.33, 43–45 Regioregular polymers can
usually aggregate very well, but their regiorandom counterparts possess a significantly
reduced aggregation behavior.33, 43, 46–49 Similarly to NFAs, the sidechain and backbone
design lead to nanostructural changes, while the backbone design also decisively controls
the electronic properties.43, 50–52

Since one of the main applications of organic semiconductors is OPV, the nanostruc-
ture in blends of electron donors and acceptors is also highly relevant. The relationship
between the chemical structure of NFAs and polymers and their nanostructure discussed
so far also remains important in blends. However, also the miscibility between the dif-
ferent materials in the blend must be considered. Therefore, one of the most decisive
parameters for nanostructure formation is the Flory-Huggins interaction parameter χ12
between the components, which determines their miscibility. χ12 is decisive for the Gibbs
free energy change ∆Gmix upon mixing materials 1 and 2:55, 56

∆Gmix = RTntot

[
Φ1

N1
ln Φ1 + Φ2

N2
ln Φ2 + Φ1Φ2χ12

]
(2.1)

R is the gas constant, T the absolute temperature, and Φ1 and Φ2 are the volume frac-
tions of materials 1 and 2. N1 and N2 are the effective molecular sizes of the materials
in reference units and ntot is the total molar number of reference units. χ12 between two
materials can be tuned by molecular engineering. An example of several NFAs blended
with the polythiophene PDCBT-Cl is displayed in Figure 2.1 (a). The curves in Figure
2.1 (b) are the binodals which vary slightly with the molecular weight of the acceptor.
The binodal is determined by the local minima of ∆Gmix in equation 2.1.55 Below the
binodal, a completely intermixed single phase is stable. Above the binodal, the inter-
mixed phase is metastable or unstable. Whether the intermixed phase is metastable or
unstable depends if it is below or above the spinodal (not sketched in Figure 2.1 (b)).55

In the unstable case above the spinodal, spinodal decomposition leads to liquid-liquid
demixing, as sketched in the upper branch of Figure 2.1 (c).54 Here, a phase separation
of the solubilized molecules toward the binodal occurs (indicated by arrows in Figure 2.1
(b)). In the thermodynamic equilibrium, the mixing ratios are determined by the binodal,
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(a) (b) (c)

(d) (e) (f) (g)

Figure 2.1: (a) Chemical structures of the five representative NFAs with a variation
of end groups (ITIC, ITIC-Th1, and IT4F) and of the central units (ITIC-Th1, IDIC,
and Y6) blended with the polythiophene derivative PDCBT-Cl. (b) Schematic illus-
tration of the amorphous phase diagram based on PDCBT-Cl:NFA blends in relation
to the electron transport percolation threshold (gray shadowed area). Triangles and
dots represent the states in optimized devices and long-time annealed devices, respec-
tively. The solid lines are binodals for different NFA molecular weights. (c) Scheme
describing the possible paths of phase separation evolution from liquid blend solutions.
(d) 1D thickness and absorption normalized RSoXS profiles of the blends processed
with optimized annealing time acquired at 283.2 eV. (e) 2D GIWAXS measurement of
PDCBT-Cl:ITIC-Th1 blend, and (f) of PDCBT-Cl:Y6 blend. (g) Comparison of 1D
out-of-plane and in-plane profiles extracted from the 2D GIWAXS measurements of all
tested blends. (a)–(b) and (d)–(g) adapted from Liang et. al.53 Copyright 2020, with
permission from Elsevier. (c) Adapted with permission from Yoon et. al.54 Copyright
2022 The Royal Society of Chemistry.

leading to an almost pure NFA domain and a less pure polymer domain.53 Hence, when χ
is high, a strong phase separation of the components into relatively pure domains occurs,
like for PDCBT-Cl with IDIC or ITIC in Figure 2.1 (b).53, 57 If χ is below the binodal,
like for PDCBT-Cl blended with Y6, the blend is stable, remains intermixed, and no
phase separation occurs. This can also be seen from the RSoXS (resonant soft X-ray
scattering) measurements in Figure 2.1 (d).53, 57 In the intermixed phase aggregation is
also suppressed, as seen by the reduced nanostructure in the GIWAXS measurements of
the Y6-blend in comparison to the other blends in Figure 2.1 (e)–(g).53, 57 This is also the
case with blends of P3HT and several Y-series NFAs.24–26 Chemical modifications to one
of the components in the blend can increase the Flory-Huggins interaction parameter
χ and thus decrease the miscibility, which already has been done on the polythiophene
side as well as on the Y-series side.24–26, 57–61 Thus, the degree of phase separation can
be effectively influenced by the interaction between the components, but only in discrete
steps due to different chemical structures.
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Apart from liquid-liquid demixing by spinodal decomposition, phase separation can also
occur via solidification that induces solid-liquid demixing (lower branch in Figure 2.1
(c)).54–56, 62 When one of the components reaches its solubility limit, it aggregates. Nu-
cleation and crystal growth lead to extended relatively pure solid domains of the ag-
gregating component, phase separated from the remaining liquid solution.54 Hence, an
insufficient spinodal decomposition can be compensated by enhancing aggregation (see
Chapter 10). Depending on the miscibility of the materials and the conditions triggering
aggregation, either one of the two mechanisms dominates, or both demixing mechanisms
occur simultaneously.54–56, 62

2.1.2 Solution Pre-aggregation
Apart from the solutes’ molecular structure, the aggregation state in solution also plays
a decisive role in the final thin film morphology after coating. Instead of a fully dissolved
state, polymers and small molecule acceptors can already form aggregates or clusters of
several molecules in the solution. When thin films are coated from these pre-aggregated
solutions, there is already some degree of phase separation of ordered molecules before
the drying process starts. Thus, pre-aggregates can serve as valuable nuclei to achieve
further aggregation and phase separation during the drying process.7, 57, 63, 64 Some poly-
mers can even form nanowires under certain conditions in solution, a special form of
pre-aggregation. These nanowires often have a diameter of just a few nanometers but
a length in the micrometer range.20, 65, 66 Coating films from these highly conductive
nanowires can yield interpenetrating networks, enabling efficient hole transport without
excessive phase separation.20, 65–67

There are several approaches to pre-aggregate solutions. The most common approach
is aging initially fully dissolved but metastable solutions. A slow nucleation and growth
mechanism leads to pre-aggregation. On the one hand, the pre-aggregation can be tuned
by controlling the solubility. Changing the solvent composition and temperature are suit-
able methods to tune the solubility.7, 57, 63, 68–70 On the other hand, the aging time is a
further parameter influencing the pre-aggregation. The pre-aggregation usually slowly
increases with time, as in the example of P3HT:TrBTIC in Figure 2.2.64, 70

An additional possibility to induce pre-aggregation in solution is to add dopants.71–75 The
solubility of the doped polymers is reduced in the unpolar solvents being used, which can
lead to aggregation.72, 73, 75 This controlled way of achieving highly ordered aggregates
also has the downside that the dopant remains in the thin film after drying. As an
alternative to doping-induced aggregation involving the addition of dopants, I developed
the current-induced doping (CID) treatment, where the doping is achieved by a strong
electrical current through the solution without the usage of any additives. This is the
core of this thesis and is presented in detail in Chapters 9 and 10.

2.1.3 Processing Solvent & Additives
The processing solvent impacts the nanostructure formation on multiple levels during
the thin film drying. The evaporation rate, which is determined by the vapor pressure
of the solvent at the processing temperature, determines the drying time and, hence,
the time available for phase separation and aggregation. Therefore, processing from
higher boiling point solvents can lead to larger aggregates and surface roughness than
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(a) (b)

(c) (d) (e) (f)

Figure 2.2: (a) Chemical structures of P3HT and TrBTIC (b) Schematic illustration
of the P3HT:TrBTIC aggregation stage in TMB in dependency of the aging time. (c)
2D GIWAXS measurements of P3HT:TrBIC without solution aging, (d) with solution
aging for 20 min, (e) 40 min, and (f) 60 min. Adapted with permission from Xu et.
al.64 Copyright 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

in films cast from fast-drying lower boiling point solvents.28, 54, 76, 77 Apart from varying
the boiling point of the primary solvent, solvent additives with a high boiling point, such
as, e.g., chloronaphthalene (CN) and diiodoctane (DIO), can be added to increase the
drying and thus structure formation time, as it is also done in Chapter 13 with the high
boiling point green solvent diphenyl ether (DPE).7, 31, 78–80

A further essential aspect of the solvent beyond the drying time is the interaction with
the solute, which determines its solubility. When the concentration increases above a crit-
ical concentration determined by the solubility, aggregation of the solute can start.54, 81

When blends of two or more solutes are used, the critical concentrations for the different
solutes are also different, impacting the nanostructure formation depending on the selec-
tive interaction of the solvent with each of the solutes.82–85 In the context of solubility,
especially for blends, fine tunability is possible by exploiting the access to an ample pa-
rameter space in the three-dimensional Hansen solubility space by adjusting the mixing
ratios of solvent mixtures.82, 86

The impact of solvent additives also goes beyond the simple effect of changing the dry-
ing time. Solvent additives also change the Hansen solubility parameters of the solvent
and the interactions with the solute, especially at the end of the drying process. The
commonly used solvent additive CN has a much stronger affinity to backbones and other
conjugated structures than to alkane sidechains, while DIO can enhance, e.g., fullerene
solubility.7, 87

Apart from solvent additives, solid additives have recently been gaining more attention.
Solid additives can be grouped into volatile and non-volatile solid additives. Volatile
solid additives, like SA1, have functionality comparable to some high boiling point sol-
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vent additives. They increase the nanostructure formation during drying due to their
π − π interactions with the NFA molecules and volatilize during an additional thermal
annealing step.21, 54, 88–93 Furthermore, the vacancies left by the volatilizing solid additive
during thermal annealing open room for further nanostructure formation.89 In contrast
to solvent additives, they avoid the deteriorating effect of photooxidation of residual
solvent additives in the active layer.88, 89

A broad range of materials with different mechanisms influencing the nanostructure exist
in the field of non-volatile solid additives. Ternary materials in solar cells can also be
regarded as non-volatile solid additives. But as they also have several other functions
beyond morphology tuning (e.g., broadening the absorption range, changing energetics),
they are not discussed here.21, 94–96 Nucleation-inducing agents forming supramolecular
structures with an epitaxial match and donor-acceptor interaction with the intended
semiconducting molecule can also be grouped into non-volatile solid additives.97–100 More-
over, several other non-volatile solid additives shape the nanostructure formation similar
to volatile solid additives.54, 88, 101, 102 As they remain in the film, some can also stabilize
the nanostructure in the long term.88

2.1.4 Coating Method

The drying behavior of organic semiconductor thin films is not only critically affected
by the solvent and possible additives but also by the coating method. Hence, the coat-
ing method is also a relevant aspect of shaping the nanostructure. Spin coating, blade
coating, and slot-die coating are the most common thin film coating methods. While
blade coating and slot-die coating differ mainly from a technical point of view, spin coat-
ing leads to an entirely different drying behavior with a different structure formation,
which is linked to a shorter drying time.54, 103–105 A further relevant difference between
the coating techniques is their upscalability. Spin coating is a simple and highly suit-
able method for reliably producing thin films on small substrates. Hence, it is a coating
method preferred in many laboratories. However, spin coating wastes much of the valu-
able solution since it is spun off. Furthermore, the maximum substrate size is limited.
Thus, it is not suitable for industrial processing. Slot-die coating is an industrial pro-
cess also used in the commercial role-to-role processing of large-area solar cells, e.g., by
ASCA. Since knowledge transfer from lab to fab is desirable, insights from comparable
coating methods, like blade coating, are highly valuable.103 Therefore, blade coating is
used in this thesis due to its comparability to the industry-relevant slot-die coating and
experimental simplicity comparable to spin coating. The industry relevance outweighs
the possibility of influencing the nanostructure by varying the coating method. Hence,
the exact impact of the coating method on the nanostructure is not discussed here.

Even when the coating method is fixed, several options exist to process multi-component
solutions. The most commonly used option is to coat blended solutions in one step.
Layer-by-layer coating is a further option, where neat solutions are coated in two steps
on top of each other to form a pseudo-bilayer configuration. Depending on the solubility
of the material of the bottom layer in the solvent used for the top layer, the bottom layer
is partially dissolved, leading to a mixed phase between relatively pure top and bottom
layers.106–110 This principle was also used to produce the first binary single-junction OPV
cells surpassing 20 % power conversion efficiency.1
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2.1.5 Post-deposition Treatments
While all previously mentioned factors influencing the nanostructure exert their influence
before or during the thin film formation, post-deposition treatments can also significantly
impact the nanostructure. Since solvent evaporation is usually a rapid process, the result-
ing thin films are often in a kinetically trapped state. Thus, there is still room for further
phase separation and the formation of more ordered molecular packing.54, 111–113 The two
most common approaches are solvent vapor annealing and thermal annealing, a standard
treatment in many recipes for organic solar cells.7, 20, 21, 43, 54, 88 A sufficient heating tem-
perature (usually above the glass transition temperature) or sufficient swelling of the thin
film exposed to solvent vapor (lowering the glass transition temperature) add mobility to
one or more species of molecules in the film, allowing for a reassembly of the molecules.
Both approaches often enhance phase separation and aggregation.7, 43, 111, 114–122

The thermal annealing conditions are usually empirically chosen, but there are also
several approaches to identify thermal transitions from temperature scans. Differential
scanning calorimetry (DSC) is a powerful method to track how the dependency of the
material’s heat capacity changes with temperature. Thus, it enables spotting the glass
transition, melting, and crystallization temperatures.123–125 Methods like UV-Vis absorp-
tion spectroscopy and GIWAXS also allow tracking temperature-dependent structure
formation to spot structural transition temperatures.126–128 In Figure 2.3 (a)–(b), an ex-
ample is shown, where the transition temperature of the NFA N3 was extracted from
the change in absorption spectra.126 This knowledge was then used to develop a double
annealing strategy with a first annealing step slightly below the transition temperature
to induce small-scale nucleation, followed by a second annealing step above the transi-
tion temperature to enhance large-scale aggregation. This can be seen by the additional
small-scale structures in the RSoXS measurements in Figure 2.3 (d) compared to the
large-scale structures of a single annealed film in Figure 2.3 (c).126

While the control parameters for thermal annealing are mainly the temperature and
duration, the number of relevant parameters is larger for solvent vapor annealing. The
selection of the solvent for solvent vapor annealing is decisive. It depends mainly on the
solubility of the materials in the solvent, but also on the ability of the solvent to perme-
ate the layer and several other aspects.20, 21, 43, 118, 119, 129–131 Moreover, the saturation of
the atmosphere with solvent plays an important role. The saturation depends on the
vapor pressure of the solvent, on the temperature and also strongly on the experimental
setup.43, 119, 132–136 Also, the SVA time is a decisive parameter.7, 132, 137

The most common approach is placing the sample with a small amount of solvent in
a closed petri dish.21, 88, 111 In this case, a saturated solvent atmosphere slowly builds
up. Work has been done to realize controllable solvent saturation.132–135, 138, 139 However,
there are often difficulties transferring these insights to other setups as, e.g., different
sample chamber volumes may need adjustments to parameters of the SVA, e.g., different
SVA times.7, 21, 140
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(a) (b)

(c) (d)

Figure 2.3: (a) N3 deviation metric extracted from the normalized UV-vis absorption
spectra in (b) measured at temperatures between 40°C and 175°C. The vertical green
line in (a) shows the transition temperature of N3 at (82 ± 1)°C. (c) Peak fit of one
log-normal component to the circularly averaged RSoXS profile of a single-annealed
PM6:N3:PC71BM film. (d) Peak fit of two log-normal components to the circularly
averaged RSoXS profile of a double-annealed PM6:N3:PC71BM film. Adapted with
permission from Qin et. al.126 Copyright 2020 Wiley-VCH GmbH.

2.2 GIWAXS of Organic Semiconductors
After the most relevant possibilities of influencing the nanostructure of organic semicon-
ductor thin films known from literature are summarized and discussed, this section turns
to characterizing the nanostructure. In this thesis and the whole community, GIWAXS
is the most frequently used technique to characterize the thin film nanostructure. The
2D-GIWAXS images contain important information on the abundance, orientation, and
quality of ordering of different types of molecular stacking. Thus, GIWAXS is an in-
evitable tool when an in-depth nanostructure analysis and control is intended. In this
section, at first, the general background of X-ray scattering leading to GIWAXS mea-
surements is explained (2.2.1). This is followed by two further parts, elaborating on
interpreting (2.2.2) and modeling (2.2.3) scattering features typically occurring for or-
ganic semiconductors.

2.2.1 GIWAXS Scattering Principle
The physical origin of GIWAXS is X-ray scattering, where the incident electromagnetic
wave interacts with the sample’s electrons. X-ray scattering can occur, when the electron

12



2.2 GIWAXS of Organic Semiconductors

density exhibits modulations, e.g., due to electron-rich and electron-deficient parts of a
molecule or due to different electron densities in different materials. The scattering
strength depends on the contrast, which is based on the difference in refractive index ∆n
between the two materials 1 and 2, and the wavelength λ of the X-ray radiation:141–144

|∆n|2

λ4 = ∆δ2 + ∆β2

λ4 = (δ1 − δ2)2 + (β1 − β2)2

λ4 (2.2)

Where the dispersion δ and the absorption β are the real part and imaginary part of the
refractive index:

n (r⃗) = 1 − δ (r⃗) + iβ(r⃗) (2.3)
In a homogeneous medium far away from absorption edges the complex refractive index
n can be expressed by:145

n (r⃗) = 1 − λ2

2π
reϱ (r⃗) + i

λ

4π
µ (r⃗) (2.4)

Hence, the complex refractive index n depends on the wavelength λ, the scattering length
density reϱ (r⃗) (re electron radius, ϱ(r⃗) electron density), and the linear absorption µ(r⃗).
Thus, changes in µ can also lead to a scattering contrast. However, GIWAXS mea-
surements are usually conducted with hard X-rays on the order of 10 keV with photon
energies away from material-specific absorption edges.146 Thus, β is usually about two
orders of magnitude smaller than δ, leading to a negligible impact of the absorption on
the contrast.145, 147 In resonant scattering techniques, modulations of the contrast can
be achieved with energy changes close to an absorption edge.141–144

Since the refractive index is smaller than 1, total external reflection occurs at the sample
surface when the incident angle is below the material-specific critical angle αc:146, 148, 149

αc =
√

2δ (2.5)

This property can be exploited in GIWAXS measurements, where very shallow incident
angles below 1° are used. The shallow incident angle leads to large footprints on the
sample and big probed sample volumes.149, 150 Often, the incident angle is chosen to lie
above αc of the thin film but below αc of the substrate. Thus, the X-ray beam penetrates
the whole thickness of the film and is then reflected off the surface of the substrate and
passes the film again. Such a measurement probes the bulk of the film and reduces the
contribution of substrate scattering. GIWAXS measurements can also be performed very
close to or below αc. In this case, an evanescent wave can only penetrate the top of the
film, leading to surface-sensitive measurements.148–150

Even in completely disordered materials, like liquids or glasses, there is a contrast in
electron density, leading to diffuse X-ray scattering. When the scattering centers (e.g.,
atoms or molecules) are assembled periodically, constructive interference can amplify the
scattering signal, leading to clear scattering peaks. The Bragg and Laue conditions are
equivalent methods to evaluate the scattering angle or the scattering vector of a lattice
plane. Here, only the Laue condition is discussed. It states that constructive interference
occurs when the difference between the scattered wave vector k⃗f and the incoming wave
vector k⃗i is a reciprocal lattice vector: q⃗ = k⃗f − k⃗i = G⃗hkl.151 In the case of elastic scat-
tering (|⃗kf | = |⃗ki|), the Ewald sphere is a particularly useful visualization to determine
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(a) (b)

Figure 2.4: (a) Ewald sphere construction: The Ewald sphere with radius |⃗ki| is centered
around the starting point O of k⃗i. The tip of k⃗i lies on an arbitrary reciprocal lattice
point. Every reciprocal lattice point on the Ewald sphere leads to a scattering reflex
(all blue arrows). This is a consequence of the Laue condition since the scattering
vector q⃗ is equivalent to a reciprocal lattice vector G⃗hkl. The decomposition of q⃗ tells,
that there cannot be a vertical component qz without a horizontal component qx. (b)
The scattered X-ray reflex travels to the 2D detector and a scattering peak is measured
at a pixel attributed to qy and qz

scattering vectors fulfilling the Laue condition. Figure 2.4 (a) shows a 2D sketch of the
Ewald sphere. The Ewald sphere with radius |⃗ki| is centered around the starting point O
of k⃗i. The tip of k⃗i lies on an arbitrary reciprocal lattice point. Every reciprocal lattice
point on the Ewald sphere leads to a scattering reflex.151, 152 Going beyond the simple
picture described here, the Ewald sphere visualization can also be adapted to account
for polychromatic X-ray radiation and polycrystalline materials.

The scattering reflex propagates from the sample to the detector, as sketched in Figure
2.4 (b). In GIWAXS, 2D detectors are usually placed at a sample-to-detector distance
(SDD) of a few centimeters to about 50 cm (depending on the photon energy used and
the q-range of interest).146, 149 Larger SDDs to measure smaller scattering angles and thus
larger structure sizes are also commonly used, but then the method is called GISAXS
(grazing incidence small-angle X-ray scattering). GISAXS is not used in this thesis and
is, therefore, not discussed here. Every pixel on the detector can be attributed to a
q⃗-vector depending on the incident angle and the scattering angle from the sample to
the respective pixel:146, 149

q⃗ =

qx

qy

qz

 =

cos(ψf ) cos(αf ) − cos(αi)
sin(ψf ) cos(αf )

sin(αi) + sin(αf )

 (2.6)

The xy-plane lies on the sample surface and z normal to it with the origin at the point
of diffraction. x is almost parallel to the beam and y perpendicular to it (see coordinate
system in Figure 2.4 (b)). α is the angle in the plane spanned by the incident beam
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(a) (b) (c)

(d)

Figure 2.5: (a) GIWAXS raw data of a P3HT thin film. (b) q-converted GIWAXS
data with the missing wedge. The area for the cake cuts in the vertical and horizontal
direction is shaded in red and orange, respectively. (c) Cake cuts extracted from the
measurement in (b). The scattering peaks are indexed. The (100), (200), and (300)
peaks are three peak orders from the lamellar stacking, and the (010) belongs to the
π − π stacking sketched in (d). The orientation is primarily edge-on. (d) Sketches
of molecular stacking of P3HT in face-on and edge-on orientation. Own unpublished
data.

and the specularly reflected beam. ψ is the angle out of the plane, while the index i
represents the incident beam and f the scattered beam.
Usually an in-plane isotropy in the xy-plane can be assumed so that qx and qy can be
combined to qxy =

√
q2

x + q2
y.149 Therefore, in the scope of the q-conversion, the complete

2D image can be reshaped to a new 2D-image with qxy- and qz-axis, which can be seen in
Figure 2.5 (a)–(b). The most noticeable change is that there is a missing wedge around
qxy = 0.149 This can be explained by the Ewald sphere construction. Therefore, we
consider the case qy = 0. At every |qz| > 0, also |qx| > 0 due to the curvature of the
Ewald sphere, as also sketched in Figure 2.4 (a). At increasing |qz|, the value of |qx| is
strongly increasing leading to the broadening wedge in Figure 2.5 (b). The same effect
also leads to the curved edges at the top and the sides.

2.2.2 GIWAXS Applied to Organic Semiconductors
GIWAXS scattering features of organic semiconductors are often arcs with varying inten-
sity in the azimuthal direction and a certain width in the radial direction. This is also
the case in the GIWAXS measurement of the exemplary organic semiconductor P3HT
in Figure 2.5 (b). The highest intensity along these arcs frequently lies in the horizontal
or vertical direction. Thus, it is usually beneficial for the data analysis to extract cake
cuts in the horizontal and vertical direction, as sketched in Figure 2.5 (b)–(c). From the
q-position of the scattering peaks, the corresponding lattice plane spacing dhkl can be
calculated:149

q = 2π
dhkl

−→ dhkl = 2π
q

(2.7)

The lattice plane spacing can then be attributed to typical spacings in the molecular
assembly of the organic semiconductor. π − π stacking ((010); see sketch in Figure 2.5
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(d)) is usually at d010 ≈ 0.37 nm (q ≈ 1.7 Å−1). At significantly smaller q (larger d),
lamellar stacking is observed ((100) along sidechains; see sketch in Figure 2.5 (d)). In
the case of the example P3HT, lamellar stacking is at d100 ≈ 1.6 nm (q ≈ 0.39 Å−1). The
material-specific variations in lamellar stacking distances are much larger than of π − π
stacking distances. This is because the sidechains and other aspects of the molecular
design govern the lamellar stacking distance.123 The GIWAXS measurements of some
polymers also exhibit a (001) scattering peak in the third crystallographic direction, the
backbone direction. This is mainly the case for donor-acceptor copolymers (e.g., PM6 or
N2200), where the alternating electron-rich and electron-deficient parts in the backbone
lead to a contrast in electron density. In semiconducting homopolymers like P3HT, this
contrast is usually too weak.123 Apart from the first-order scattering peaks (100), (010),
and (001) in the three crystallographic directions, also higher order peaks (e.g., (200) and
(300) of lamellar stacking in Figure 2.5 (c)) or mixed index peaks involving components
in at least two crystallographic directions are often observed.

A strength of GIWAXS is that it can also resolve the orientation of the lattice planes.
Since the scattering vector q⃗ points into the direction of the reciprocal lattice vector G⃗hkl,
it is perpendicular to the corresponding lattice plane. Thus, a scattering peak in the
vertical stems from horizontal planes stacking vertically. Vice versa, a scattering peak
appearing in the horizontal stems from vertical planes stacking horizontally. Hence, the
P3HT stacking in the measurement in Figure 2.5 (c) is primarily edge-on as the lamellar
stacking is mainly in the vertical direction, and the π − π stacking is primarily in the
horizontal direction.153, 154 However, the (100) peak in the horizontal with lower intensity
indicates a smaller fraction with face-on orientation. Moreover, the azimuthal extent of
the scattering peaks shows that also the edge-on population exhibits a significant orien-
tational disorder. The extreme case of orientational disorder is an isotropic orientation,
which yields a ring with constant intensity in the 2D GIWAXS measurement.153, 154

The description in this section was mainly focused on semiconducting polymers so far.
NFAs are also an important class of organic semiconductors, where most of the concepts
introduced above are equally applicable. The main differences are that due to the ab-
sence of a polymer backbone, there cannot be a backbone ordering and the nature of
the lamellar stacking also changes. Usually, the nanostructure is formed by a π − π
stacked overlap of the end groups and central cores of the conjugated structure of the
NFA molecules in several configurations (see examples in Figure 2.6 (c)). The nanostruc-
ture can range from dimers to extended, three-dimensional crystalline networks.155–159

Examples from the Y-series NFA 1OBO-2 (molecular structure in Figure 2.6 (a)) are
displayed in Figure 2.6 (b)–(c).
Even in less ordered NFA nanostructures, at least two characteristic sizes similar to typi-
cal polymer lamellar stacking distances are usually observed in GIWAXS measurements.
As neighboring molecules are usually shifted horizontally as well as vertically to each
other (see Figure 2.6 (c)), some GIWAXS peaks also often appear at an inclination and
not in the horizontal or vertical direction. This is especially the case in highly ordered
structures, as shown in the example from Chapter 10 in Figure 2.6 (d). Here, many
mixed index peaks appear. In highly ordered structures like this, with many scattering
peaks off the horizontal and vertical, indexing the peaks and modeling the unit cell is
often a better strategy than extracting cake cuts.

16



2.2 GIWAXS of Organic Semiconductors

(a) (b)

(c) (d)

Figure 2.6: (a) Chemical structure of 1OBO-2, a Y-series NFA. (b) Crystal structure
of 1OBO-2 (c) Schematical drawings of various 1OBO-2 dimers with varying overlap
between the end-units and partially central cores (top) and of the crystal structure in
several layers in different colors (bottom). The small circle stands for the alkoxy side
chain. (d) GIWAXS measurement of a P3HT:Y12 blend thin film from Chapter 10.
The dominant Y12 scattering peaks belonging to two different unit cells displayed on
the right are indexed. (a)–(c) Adapted with permission from Chen et. al.155 Copyright
2023 Wiley-VCH GmbH. (d) Adapted with permission according to the CC BY 4.0
license from Eller et. al.36 (Chapter 10) Copyright 2024 The Authors. Advanced
Energy Materials published by Wiley-VCH GmbH.

2.2.3 Modeling of GIWAXS Cake Cuts
Qualitatively comparing cake cuts in the horizontal and vertical direction extracted from
2D GIWAXS measurements can be valuable in GIWAXS data analysis. However, com-
pletely modeling the cuts can yield a magnitude of new insights that cannot be obtained
from a qualitative analysis.

A closer line-shape analysis can offer information on the disorder and finite crystal-
lite size. The most straightforward and most commonly used approach is to approxi-
mate the crystallite grain size from the width of the diffraction peaks using the Scherrer
equation:123, 160–162

Lc = 2πK
∆q

(2.8)

It relates the coherence length Lc with the full width at half maximum ∆q of the peak
in the q-space, further relying on the shape factor K (typically 0.8–1160, often assumed
as approx. 0.9123). Since the coherence length can be easily evaluated with the Scherrer
equation, it is widely used but frequently misused. The Scherrer equation assumes that
the crystallite size dominates the peak broadening and ignores lattice disorder. However,
in organic semiconductors, often strong disorder is the primary source of peak broaden-
ing, making the usage of the Scherrer equation invalid.123, 160 Even though, when only
processing conditions are experimentally varied, the Scherrer equation can still give de-
scriptive evidence for relative changes.160
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(a) (b)

Figure 2.7: (a) Sketch of an example of non-cumulative disorder, where there are ran-
dom statistical fluctuations about the ideal lattice position. (b) Sketch of an example
of cumulative disorder. The correlation between lattice points decreases continuously
with distance. Adapted with permission from Rivnay et. al.160 Copyright 2011 by the
American Physical Society.

There are two forms of lattice disorder: noncumulative and cumulative. Noncumula-
tive disorder (see Figure 2.7 (a)) is present when random statistical fluctuations about
the ideal lattice position occur. It lowers the peak intensity but does not affect the
peak shape.161 Thus, in the case of pure noncumulative disorder, the peak width is only
controlled by the crystallite size, keeping the Scherrer equation still valid. Cumulative
disorder (see Figure 2.7 (b)), mainly due to paracrystalline disorder, is characterized
by long-range distortions of the lattice, leading to a loss of correlation between lattice
points with increasing distance.160 Possible reasons include dislocations, impurities, chain
backbone twists of polymers, or nonideal packing in small molecules.160 In contrast to
noncumulative disorder, cumulative disorder does change the peak shape, which also
depends on the peak order.123, 160 Cumulative and noncumulative disorder often coexist,
e.g., when thermal fluctuations around a paracrystalline lattice exist.160

An accurate method to decouple the impact of finite crystallite size from cumulative
disorder is a Fourier-transform method introduced by Warren and Averbach.163, 164 This
is possible as in the Warren-Averbach (WA) analysis the Fourier coefficients of the peaks
are products of the peak-order independent contribution from finite crystal size and
peak-order dependent contribution from cumulative disorder.165, 166 Even though the
WA-approach has been successfully applied to polymers,160, 165–168 it is a challenging and
time-consuming approach requiring several peak-orders, which are often unavailable.123

A good compromise between the oversimplification of the Scherrer-equation and the
demanding WA-approach is peak fitting with a suitable function. The peak shape is
best described by a Voigt profile, which is a convolution of a Gaussian and Lorentzian
distribution and, therefore, challenging to use.160 However, the pseudo-Voigt distribution
closely resembles the Voigt distribution and is less challenging to fit than the pseudo-
Voigt distribution and, thus, most suitable for modeling.166, 169 Hence, in this thesis,
always pseudo-Voigt distributions of the following form are used for peak fitting:123, 160

f(q) = A · [η · L(q) + (1 − η) ·G(q)] with 0 ≤ η ≤ 1

G(q) = exp

[
−ln(2) ·

(
q − c

b

)2
]
, L(q) = 1

1 +
(

q−c
b

)2 (2.9)

Where A is the peak amplitude, c is the peak position, 2b is the full width at half
maximum (FWHM) of the pseudo-Voigt peak, and η is the pseudo-Voigt mixing param-
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eter. The pseudo-Voigt mixing parameter η supplies information on the type of disorder.
When η is close to 1 (pure Lorentzian), cumulative disorder dominates. In the case of
dominantly noncumulative disorder, η is close to 0 (pure Gaussian).123, 160 In the range
of intermediate η, both types of disorder contribute significantly.160

In the case of a pure Gaussian peak shape, i.e., noncumulative disorder, the Scherrer equa-
tion with ∆q = 2b can be used to calculate the coherence length. In the other extreme
case of a pure Lorentzian peak shape, the paracrystallinity parameter g ≈ 1

2π

√
∆qdhkl

can be calculated from the FWHM ∆q = 2b and the spacing between the lattice planes
of the diffraction peak of interest dhkl.123 The paracrystallinity parameter g is a measure
of the statistical fluctuation of the individual lattice spacings reported in percent of the
mean lattice spacing.160 Thus, the higher the FWHM, the higher g, and the shorter the
distance on which the spatial correlation is lost. In cases of intermediate η, neither a
meaningful coherence length can be calculated with the Scherrer equation nor a mean-
ingful paracrystallinity parameter. However, it can still be assumed that the order is
conserved over a more extended range when the FWHM is smaller.160

Thus, modeling all scattering peaks in the cuts with pseudo-Voigt distributions yields,
on the one hand, information on the disorder based on the peak width and the pseudo-
Voigt mixing parameter. On the other hand, the peak positions and amplitudes of the
scattering peaks are also valuable information. As mentioned earlier, the peak position
tells the lattice spacing. Since the lattice spacing has no constant value for a specific
type of stacking but can be tighter or looser, it can characterize the packing density and
quality.

The interpretation of the peak amplitude is more complicated. It is affected by sev-
eral aspects, like the structure factor, the aggregate size, the quality of order, the film
thickness, the aggregate fraction, and the aggregate orientation.123, 149, 153, 160, 170, 171 In
the context of the analysis of crystalline materials, the peak amplitudes are necessary
information for quantitative, in-depth structure elucidation. For more disordered or-
ganic semiconductors, peak amplitudes often rather yield qualitative information, which
is especially meaningful when relative changes between different samples are analyzed.
Then, the amplitude can be a measure for an increasing or decreasing quantity and/or
quality of the corresponding type of stacking, as it is done for the π − π stacking of
P3HT and Y12 in Chapter 10. Ratios between peak amplitudes attributed to ordered
and disordered material fractions, as done in Chapter 11, can also be a valuable tool for
qualitatively characterizing the degree of crystallinity or ordering.123 Moreover, ampli-
tude ratios between different orientations of the same stacking feature can help quantify
the molecular orientation, which is also used in Chapter 10. At this point, it must be
noted that due to trigonometric reasons of the Ewald sphere, vertical scattering peaks
are enhanced relative to horizontal ones. Thus, when oriented material fractions are
calculated, a correction is necessary.153, 170
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2.3 UV-Vis Absorption Spectroscopy of Organic
Semiconductors

The preceding section demonstrated the power of GIWAXS in the nanostructure char-
acterization of organic semiconductor thin films. However, GIWAXS also has signifi-
cant disadvantages. In the context of this thesis, one disadvantage is the limited high-
throughput capability. Current laboratory GIWAXS machines usually require integra-
tion times in the hour timescale to achieve good data quality. At synchrotrons with
high X-ray flux, high-quality measurements with short integration times below 1 s are
possible. However, available beamtimes at synchrotrons are limited and require long-
term planning. Hence, this thesis requires a method yielding valuable nanostructural
information on short timescales.

UV-Vis absorption spectroscopy is a highly suitable technique for fulfilling these require-
ments. Integration times in the millisecond timescale are possible, and the absorption
spectra yield valuable information on the interaction between the chromophores of the
organic semiconductors. The rich information on the electronic interactions between the
chromophores can be used to obtain insights into the aggregation of the polymers and
other organic macromolecules and, thus, into the nanostructure. Even measurements
of highly disordered samples without aggregation include valuable information on their
nanostructure. These gained insights are on short-range ordering compared to long-
range ordering probed with GIWAXS. Hence, the information from absorption spectra
is complementary to the information from GIWAXS, making UV-Vis absorption spec-
troscopy and GIWAXS a powerful combination of characterization techniques. Probing
short-range ordering is also needed when solutions are characterized. Thus, absorption
spectroscopy is particularly useful for studying pre-aggregation in solution (Chapter 9).

The following section describes the basic principle of absorption spectroscopy measure-
ments (2.3.1), followed by a section on the theoretical background of the nanostructural
interpretation of absorption spectra of organic semiconductors (2.3.2).

2.3.1 Absorption Spectroscopy
Light passing a medium of absorbing chemical species is attenuated as a function of the
photon energy E. This is described by the Beer-Lambert law:19, 172, 173

I(E) = I0(E) · 10−A(E) = I0(E) · 10−µ(E)d = I0(E) · 10−ε(E)cd (2.10)

Where A(E) is the optical density (OD) or absorbance, µ(E) the attenuation coefficient,
d the optical path length, ε(E) is the molar decadic extinction coefficient of the attenu-
ating species, and c the concentration of the attenuating species. The Beer-Lambert law
is the most important law in optical spectroscopy and is often exploited when measur-
ing highly diluted solutions. However, the linear relationship between the attenuation
coefficient µ and the concentration c is no universal law but also has limitations. In the
context of this thesis, especially the case of very high concentrations is decisive. When
the concentration is as high that molecules of the analyte possess electronic interactions,
the relationship between µ and c usually becomes highly nonlinear, leading to deviations
from the Beer-Lambert law.172–177 Since electronic interactions often change the nature
of specific optical transitions, the nonlinearity usually depends on the photon energy.
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This does not only lead to a decreased or increased absorption but also to changes in
the shape of the absorption spectrum.178–181 Therefore, dilution can change the shape of
absorption spectra. However, measuring strongly absorbing solutions is challenging as
the optical path length must be reduced to ensure that sufficient transmitted photons
can be detected. To overcome this challenge, in Chapter 8 an approach is introduced
that allows the measurement of absorption spectra of concentrated highly absorbing so-
lutions, significantly broadening the measurement range compared to standard cuvettes.
The path length is dynamically varied, regimes of suitable path lengths are identified,
and the method’s limitations are investigated. Further circumstances that can lead to
deviations from the Beer-Lambert law are, e.g., light scattering, inhomogeneous solu-
tions, and high light intensities leading to nonlinear optical effects.172, 174, 175, 182

For the acquisition of absorption spectra, a reference spectrum I0(E), a dark (back-
ground) spectrum Idark(E) and the measurement itself Imeas(E) are required:173

A(E) = −log
(
Imeas − Idark

Iref − Idark

)
(2.11)

The dark (background) measurement accounts for counts on the spectrometer indepen-
dent from the illumination and is recorded before the measurements start. The reference
measurement can also be recorded before the measurements start or, in the case of a dual
beam spectrometer, continuously parallel to the measurement of the sample.173 This ac-
counts for fluctuations of the illumination intensity but is only common for spectrometers,
where a turning monochromator tunes the energy of the light impinging on the sample.173

However, a turning monochromator has the disadvantage of low time resolution.173 In
contrast, compact spectrometers with a CCD or CMOS detector capable of acquiring a
complete spectrum at once without moving parts provide a much higher time resolution,
crucial for the time-resolved spectroscopy in this thesis. This applies to the spectroscopy
of thinning fluid films in the TFFS method introduced in Chapter 8 (also used in Chap-
ters 9, 10 and 15) and to the in-situ spectroscopy during solvent vapor annealing and
blade coating in Chapter 10. The latter requires a time resolution on the millisecond
timescale.

2.3.2 Absorption Spectra of Organic Semiconductors
After the acquisition of absorption spectra is discussed, this section deals with the origin
of the absorption spectra of organic semiconductors and the way they can be interpreted.
The optical transitions leading to the absorption spectra are closely related to the optical
transition leading to photoluminescence (emission). Therefore, at most points in this
description, photoluminescence is also described, but the focus is on absorption.

The Franck-Condon-Principle

The most crucial aspect of understanding the absorption spectra of organic semicon-
ductors is the Franck-Condon-Principle. It exploits that only the electrons can move
in resonance with the incident electromagnetic wave, while the nuclei are too heavy to
respond on this time scale.19 Therefore, the configuration coordinate Q stays constant
during the transition, leading to vertical transitions in the energy diagram (see Figure
2.8). The nuclei then react in the excited state on a slower time scale, leading to a shift

21



2 Background

(a) (b) (c)

Figure 2.8: Illustration of the Franck-Condon principle, where the arrows display tran-
sitions leading to (a) emission and (b) absorption. On the schematic potential energy
curves, vibrational wave functions are sketched on the vibrational levels separated by
ℏωi. The wave function overlap determines the shape of the absorption (dotted line)
and emission spectra (solid line) in (c). Adapted with permission from Köhler et. al.19

Copyright 2015 Wiley‐VCH Verlag GmbH & Co. KGaA.

of the Q-position of the excited state’s potential energy curve relative to the ground
state’s potential energy curve.19 In Figure 2.8, the vibrational modes separated by the
vibrational energy ℏωi are also displayed. The vibrational energies ℏωi of the vibrational
modes can be determined by Raman spectroscopy.

For absorption, an electron is lifted from the lowest vibrational level of the ground
state S0 to an arbitrary vibrational level of the first excited state S1. In the excited
state, the electrons relax to the lowest vibrational level. This is the starting point for
photoluminescence to an arbitrary vibrational level of the ground state. The relative
intensities of the transitions are given by the wave function overlaps between the wave
functions of the involved vibrational levels (also sketched in Figure 2.8).19, 183 Therefore,
the displacement ∆Q between the configuration coordinates of S1 and S0 is decisive.
It determines the Huang-Rhys parameter, which is a measure of the strength of the
electron-phonon coupling:184

S = Mω

2ℏ
(∆Q)2 (2.12)

M is the reduced mass and ω the vibrational frequency introduced above. Assuming
harmonic oscillators and ℏωi ≫ kT , the probability for a transition between the lowest
vibrational level of S0 (or S1) and the mth vibrational level of S1 (or S0) is given by a
Poisson distribution:19

I0−m = Sm

m!
e−S (2.13)

To model the absorption and emission spectra, the photon density of states of the
surrounding medium must also be considered. Using the Einstein relation, the term
n(ℏω) · ℏω can be introduced, resulting in the following absorption and photolumines-
cence spectra:19

IAbs(ℏω) = n(ℏω) · ℏω ·
∑
m

Sm

m!
e−S · Γ · δ(ℏω − (ℏω0 +mℏωi)) (2.14)

IP L(ℏω) = [n(ℏω) · ℏω]3 ·
∑
m

Sm

m!
e−S · Γ · δ(ℏω − (ℏω0 −mℏωi)) (2.15)

Where n(ℏω) is the refractive index of the investigated material system at the photon
energy ℏω, ℏω0 is the energy of the 0-0 transition, and δ is the Delta-function determining
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Figure 2.9: Illustration of the energetic shifts, energy level splittings, and possible op-
tical transitions upon the dimer formation of two idealized point-dipoles. The relative
orientations between the transition dipole moments in both excited state branches of
each of the two aggregate types are indicated by small arrows. The resulting total
transition dipole moment is listed next to the arrows.

the peak position. Γ is the line shape function describing the broadening of the peaks.
Depending on the type of broadening, it can be a Gaussian or Lorentzian distribution (or
a combination of both).19 Most commonly, Gaussian peaks are used for the line shape.
Equations 2.14 and 2.15 assume a single vibrational mode ℏωi and must be adapted
when several vibrational modes are relevant.

Optical Signatures of Aggregates

The Franck-Condon-Analysis, as introduced above, describes single non-interacting chro-
mophores. When electronic coupling with other chromophores in aggregates becomes
relevant, the optical signatures change significantly, which is discussed in this section.

In the simplest form of the aggregate, the dimer, already a substantial impact of ag-
gregation on the optical transitions can be seen. Kasha laid important fundamentals in
this context, considering the interaction of two point-dipoles.185, 186 In the ground state,
the energy is reduced by the negative van der Waals interaction between the dipoles D:
EGS = EA +EB +D with EA and EB being the corresponding ground state energies of
the isolated chromophores. In the excited state, there is an analogous van der Waals shift
D′ and an additional splitting by the resonance interaction energy β into two excited
state energy levels: EES± = EA∗ +EB +D′ ± β. Here, EA∗� is the energy of the excited
molecule A, and EB is the energy of the ground state of molecule B. These shifts are
displayed in Figure 2.9. The transition energy between the shifted ground state and the
shifted and split excited state is then ∆Etotal = ∆EA + ∆D ± β with ∆EA = EA∗ −EA

and ∆D = D′ −D.

The relative orientation between the two transition dipole moments is decisive for the
possible optical transitions between the ground state and the two split excited state en-
ergy levels. In the following, the two extreme cases sketched in Figure 2.9 are quickly
discussed:

When the transition dipole moments align straight after each other (Figure 2.9 – J-
aggregate), the transition dipole moments of the energetically higher level (head-to-head)

23



2 Background

cancel themselves out to 0. In comparison, they are doubled in the lower energy level
(head-to-tail). Thus, optical transitions are only possible between the ground state and
the lower energetic level. Since for absorption and emission the same energy levels are
involved, the stokes shift is small. In relation to the transitions of the isolated chro-
mophores, the negative ∆D, as well as the downshift by −β, lead to redshifted transi-
tions. This configuration of dipole moments is called J-aggregate or Scheibe-aggregate
(after Jelley and Scheibe, who described this aggregate almost simultaneously).187–189

In contrast to the J-aggregate, in the H-aggregate, the transition dipole moments stack
coplanar (Figure 2.9 – H-aggregate). Thus, the transition dipole moments cancel them-
selves out to 0 in the lower excited state energy level (antiparallel) and sum up to the
doubled value in the higher level (parallel). Consequently, the absorption then also
takes place to the higher energy level. Before emission from the higher energy level to
the ground state could occur, a nonradiative decay to the lower excited state occurs.
Since a radiative transition from this state to the ground state is forbidden, a nonradia-
tive decay to the ground state must occur. However, a weak emission is still possible
under real conditions with non-perfect planarity and finite temperature. Absorption and
emission involve different excited state energy levels, so a stokes shift exists between the
0-0 transitions in emission and absorption.

Spano and co-workers conducted important work based on Kasha’s achievements by
including static and dynamic disorder and the vibronic structure in larger systems go-
ing beyond the two point-dipoles considered so far.190–193 Since a detailed description of
Spano’s work goes too far, only some key findings with special relevance to my work
in this thesis are summarized in this paragraph. The insights on the optical transi-
tions in aggregates gained by Kasha mainly transfer to the 0-0 transitions, while the
transitions from or to higher vibronic levels are less affected. Therefore, the peak ratio
between the 0-0 and 0-1 peaks bears essential information on the aggregate type (H
or J) and the coupling strength between neighboring chromophores. While the 0-0/0-
1 peak ratio increases with increasing coupling strength for J-aggregates, the opposite
trend is seen for H-aggregates. In polymeric systems, J-aggregates stem from intra-chain
coupling between adjacent monomers in the backbone, while H-aggregates stem from
inter-chain coupling via π − π-stacking. Thus, a higher peak ratio results from smaller
inter-chain electronic couplings compared to strong intra-chain couplings. Hence, it is
a sign that planar backbones with significant conjugation lengths dominate over π − π-
stacking.190, 194–196 For more information, the interested reader is referred to the thorough
review from Hestand and Spano.191

In addition to the peak ratio, the 0-0 peak position of semiconducting polymers also
includes relevant structural information about the aggregate. A redshifted peak position
indicates an increased coherence length along the backbone.19, 194, 197 The conjugation
length is the effective number of monomers over which an excitation can delocalize co-
herently. Thus, it behaves spectroscopically similar to an oligomer of the same length.19

The redshift in linear oligomers with increasing monomer length can be made plausible
by exploiting a simple particle-in-a-box model, where the oligomer size determines the
size of the one-dimensional well.19
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(a) (b) (c)

(d) (e)

Figure 2.10: (a) Absorption spectrum of a pre-aggregated P3HT solution at the start
of a blade coating process. The spectrum is decomposed into a disordered fraction and
an aggregated fraction by scaling a disordered reference spectrum to the high-energy
shoulder of the spectrum. The aggregate fraction can be calculated from the ratio of
the areas below the disordered and aggregated contributions, considering the different
molar extinction coefficients.198 The aggregate absorption is modeled by five Gaussian
peaks separated by the vibronic energy of 0.17 eV. The A2–A5 peaks are modeled with
a peak width larger by a factor of 1.45 compared to the A1 width to account for
the superposition of several vibronic modes. (b) Absorption spectrum of the dried
thin film after the wet thin film from (a) is dried (with identical data analysis as in
(a)). (c) Evolution of the aggregate fraction and the ratio between the A1/A2 peak
amplitudes during the drying process of blade coating. (d) Spectral decomposition of
the absorption spectra of Y6 in MeTHF at 195 K and 140 K via a Franck-Condon-Fit
from Chapter 12. The disordered phase (yellow) and two aggregate species (red and
blue) are considered. (e) Since the transition dipoles are not parallel to each other,
transitions to the lower and higher excited states are possible (resembled by a high
energy and low energy vibronic progression for each aggregate in (d)). (a)–(c) Own
unpublished data. (d)–(e) adapted with permission according to the CC BY 4.0 license
from Kroh et. al.29 (Chapter 12) Copyright 2022 The Authors. Advanced Functional
Materials published by Wiley-VCH GmbH.

As a final remark, it must be noted that absorption spectra usually consist of a superpo-
sition of several contributions, making the analysis more complicated. The spectrum can
often be divided into a disordered and an aggregated part, as displayed in the examples
of a P3HT solution and thin film in Figure 2.10 (a) and (b). This also allows estimating
the aggregate fraction as done in Chapters 9, 10 and 14.198 Higher optical transitions
of the aggregate can also overlap with the spectrum of the disordered phase, leading to
deviations of the spectral shape and intensity in the spectral range attributed to the
disordered fraction. Hence, the disordered fraction may be overestimated. Figure 2.10
(c) displays an example of the evolution of the aggregate fraction during blade coating
of a pre-aggregated P3HT solution.
In other cases, e.g., in Y-series NFAs, there can be vibronic progressions of more than
one aggregate species, overlapping with each other and a disordered phase. A tedious
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analysis, like that conducted by Daniel Kroh in Chapter 12, is necessary to disentangle
the different contributions.29 Examples of Y6 solutions at two different temperatures are
displayed in Figure 2.10 (d). Since the transition dipoles are not parallel (see Figure
2.10 (e)), absorption is possible to both excited state levels in this case. In examples
like this, it is important not to misinterpret the superposition of vibronic progressions
as one single vibronic progression.
Moreover, even in clear vibronic progressions, as the aggregate absorption of P3HT in
Figure 2.10 (a)–(b), a superposition of different vibronic modes of the same aggregate
may be present. While the A1 peak position is identical for all modes, the distance be-
tween the peaks ℏωi varies, leading to a broadening and smearing out of the higher-order
peaks. To account for this effect, the higher vibronic peaks can be modeled with an
increased peak width.199

The fitting in Figure 2.10 (a)–(b) is not a full Franck-Condon analysis but a simplified
model that is also used in other parts of this thesis (Chapters 9 and 10). The peak
amplitudes are fitted without restrictions, but the distances between the peaks are fixed
by the vibronic energy. This still allows determining the peak position of the first peak
A1 and the A1/A2 peak amplitude ratio between the first two peaks. Hence, the peak
position and the amplitude ratio can be interpreted in the scope of Spano’s theory, as
described above. The A3–A5 peaks are not used for interpretations.
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After the theoretical background of GIWAXS and UV-Vis absorption spectroscopy of
organic semiconductors was discussed in the two previous sections, this Chapter deals
with the method development I did in my thesis to accelerate GIWAXS and UV-Vis
absorption spectroscopy measurements.

In all parts of this thesis, nanostructural characterization plays an important role. In
Chapters 8–10, UV-Vis absorption spectroscopy is an essential tool in various varieties
(strongly absorbing solutions, in-situ during blade coating and solvent vapor annealing).
It serves as a fast method for the determination of the aggregation state. GIWAXS is a
further decisive tool for the work on thin films in Chapters 10–14.
Measuring and analyzing large amounts of data is necessary to establish nanostructure
control and investigate the underlying processes. In typical screening experiments, a
small subset of the complete data set often represents the relevant changes. Large frac-
tions of data sets often contain only minor changes or lie in irrelevant regimes. It is a
standard procedure to measure the whole dataset, analyze it semi-manually, identify the
relevant parts of the parameter space, and repeat measurements with increased point
density in these parts at a later point.
However, directly reducing obsolete measurements speeds up the parameter space explo-
ration. Progress can be boosted if each measurement point is directly analyzed, and the
result is used to decide upon the next measurement point. An optimized workflow, in-
cluding such a feedback loop due to automated analysis, especially enhances the research
efficiency of characterization techniques with short measurement times, such as UV-Vis
absorption spectroscopy.

Therefore, I focused on enabling fast measurement procedures with direct feedback loops
for different varieties of UV-Vis absorption spectroscopy. One decisive step is introduc-
ing the TFFS (Thinning Fluid Film Spectroscopy, European and US patent pending)
method, which enables highly efficient automated UV-Vis absorption measurements of
strongly absorbing solutions. As Chapter 8 deals with the TFFS method in detail, there
is only a short description of the TFFS method below (Section 3.1). The automated
measurement and analysis of in-situ absorption spectroscopy measurements during blade
coating and solvent vapor annealing are discussed in the second section (Section 3.2).
GIWAXS measurements at a laboratory system require very long integration times (at
our current setup hour timescale) compared to UV-Vis absorption measurements (mil-
lisecond timescale). Thus, integrating the data analysis into the measurement routines is
less critical. Therefore, the focus of the GIWAXS acceleration approach in the last section
(Section 3.3) is the reduction of the required manual workforce by automation, enabling
a more efficient usage of this routine method. When an X-ray source with higher flux
is used, the necessary integration time is reduced, and the increased efficiency directly
translates to a higher sample throughput.
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(a) (b) (c)

Figure 3.1: (a) Sketch of the measurement principle of TFFS. (b) Time-resolved exam-
ple measurements of a solution flowing down the measurement container walls. (c) The
identical absorption spectra with a baseline correction and normalization to the peak
absorbance. Spectra plotted in dashed lines are disregarded as they are beyond the
detection limit of the setup. The remaining spectra are averaged to the final extracted
spectrum (blue). Adapted with permission from Eller et. al.35 (Chapter 8) Copyright
2024 American Chemical Society.

3.1 Absorption Spectroscopy of Strongly Absorbing
Solutions

To measure the absorption spectra of strongly absorbing solutions, either a strong dilu-
tion or a drastic reduction of the optical path length is necessary. Dilution can change
the absorption spectra due to changed intermolecular interactions. A reduction of op-
tical path length is possible with demountable cuvettes with low path lengths down to
10 µm. However, evaporation can be a big problem with the minute solution volumes in
demountable cuvettes. Moreover, diluting solutions as well as filling the solutions into
demountable cuvettes are time-consuming processes. Filling solutions into demountable
cuvettes is also challenging to automate. Therefore, for efficient workflows enabling high-
throughput measurements, neither the dilution nor the usage of demountable cuvettes
is suitable.

To characterize the material behavior in dependency of the CID treatment strength in
various solvent systems, hundreds of absorption spectra of strongly absorbing solutions
were needed in Chapter 9. Therefore, a high-throughput measurement approach and
fast data analysis were essential. Thus, I developed the TFFS method, which exploits
the low optical path length of a thin fluid film flowing down the wall of a measurement
container (see Figure 3.1 (a)). The change of optical path length over time allows the
selection of the most suitable optical path lengths for the measured solution, enabling
measurements in a large dynamic range of concentrations or absorptivities.

The basics of the TFFS method and its advantages, limits, and automation are exten-
sively presented and discussed in Chapter 8. Hence, a detailed description of the TFFS
method is omitted in this chapter, and the focus is on the optimizations done for Chap-
ter 9. The first step of the TFFS procedure is to form a thin fluid film at the container
walls, as displayed in Figure 3.1 (a). In Chapter 9, a special form of fluid film formation
is used, which differs from the shaking and pipetting method introduced in Chapter 8.
The spark discharge used for the CID treatment leads to local solvent evaporation in
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the volume of the conducting channel. This rapid gas formation splashes solution to the
glass walls, directly leading to the required liquid film formation. Therefore, the nature
of the CID treatment can be exploited instead of taking an extra step (e.g., shaking).
The remaining procedure is identical to the processes described in detail in Chapter 8.
During the thinning of the fluid film, a time series of absorption spectra is measured
through the vial’s walls. Figure 3.1 (b) shows a time-resolved example measurement
series. Measurements absorbing too strongly are omitted (dashed lines in Figure 3.1),
while a weighted average of the remaining spectra yields the single extracted spectrum
in Figure 3.1 (c). As weight for the average, the peak absorbance is used to reduce the
impact of increased noise in weakly absorbing thin fluid films.

3.2 In-Situ Absorption Spectroscopy
Since absorption spectra of organic semiconductors contain valuable information on the
interactions between chromophores and, thus, on the short-range nanostructure, time-
resolved in-situ absorption spectroscopy is a powerful tool to understand structure for-
mation processes. In this thesis, I use in-situ absorption spectroscopy during the drying
of blade-coated films and during solvent vapor annealing (SVA). In these two processes,
important structure formation processes take place, which strongly depend on the initial
aggregation state of the solution or the thin film, respectively. Understanding these
structure formation processes is crucial to understanding the reasons for nanostructure
changes in this thesis.

I established in-situ absorption spectroscopy as a fully automated tool integrated into
the regular blade coating procedure. Since the complete data analysis is also included in
the measurement procedure, it enables in-situ measurements during the coating of every
thin film, requiring no additional effort. Hence, during the work on every project, a large
database of in-situ absorption spectra is generated. Therefore, even projects where the
whole structure formation process is not of interest contribute to this valuable knowl-
edge database. This can also be accessed in other projects or to correlate the absorption
spectra at the same spot before and after the structure formation process.

The first section deals with the automated blade coating and acquisition process, which
also captures dark and reference spectra (3.2.1). The following section discusses the au-
tomated extraction of spectra representative of the structure formation process (3.2.2).
This is followed by the last step of the in-situ absorption spectroscopy procedure during
blade coating, the additional automated data analysis (3.2.3). The last section explains
the modifications for similar in-situ absorption measurements during SVA (3.2.4).

3.2.1 Automated In-Situ Measurements During Blade Coating
This section describes the fully automated blade coating and spectra acquisition proto-
col. The spectrometer continuously measures the spectrally resolved intensity. A dark
spectrum and a reference spectrum of the white light passing through the bare glass
substrate are required to evaluate the absorption spectra from the spectrometer signal.
The coating process is designed to directly include the dark and reference spectra in the
acquired time series, making additional dark and reference measurements obsolete. This
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(a)

(b) (c) (d)

Figure 3.2: (a) Sketches of the seven different stages of in-situ measurements during the
blade coating process grouped into dark measurements (I.+VII.), reference measure-
ments (II.+VI.), scans over the sample (III.+V.), and the time-resolved drying at a
fixed position (VI.). An arrow indicates the horizontal motion of the sample with the
sample holder. (b)–(c) Normalized transmitted mean intensity in a selected spectral
range of interest of an example measurement in dependence of (b) the position of the
sample holder and (c) the elapsed time since starting the coating process. (d) Position
of sample holder as a function of time. The different stages (box-colors in (a)) of the
in-situ measurement are colored respectively in the data in (b)–(d). Own unpublished
data.

has the additional benefit of a very short time difference between the reference measure-
ment and measurements of the sample, minimizing the impact of possible light source
instabilities.

In our blade coating process (see Figure 3.2 (a)), the substrate is moved while the blade
and the measurement spot remain stationary. Thus, the measurement spot effectively
moves on the sample during the horizontal motion. When the measurement spot moves
over positions with the bare substrate (Figure 3.2 (a) II. and VI.), the reference mea-
surement can be automatedly extracted. The dark measurement can be extracted at
positions where the sample holder blocks the beam path (Figure 3.2 (a) I. and VII).

When the substrate moves, the blade spreads a thin fluid film on the substrate (I.–
III.). When the blade reaches the end of the substrate, the substrate rests until the film
is dry (IV.). Then, the blade is elevated, and the substrate is moved back to the start
position (V.–VII.). The in-situ spectra during drying are measured at the end position
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of the coating process (IV.). This is the most desired part of the complete time series,
but also the parts of the coating process, where the measurement point moves of the
sample contain valuable information. In these scans over the liquid thin film (III.) and
over the dry thin film (V.), absorption spectra of the solution and thin film are mea-
sured at numerous different positions. Therefore, the whole measurement sequence can
be divided into several valuable stages, also outlined in Figure 3.2 (a)):

I. Dark measurement blocked by the sample holder

II. Reference through the bare substrate

III. Scan over the liquid thin film

IV. Drying process at one position

V. Scan over the dry thin film

VI. Reference through the bare substrate

VII. Dark measurement blocked by the sample holder

An accurate mapping of the spectrometer timestamps to the motor positions is necessary
to distinguish between the stages. This is accomplished by precisely synchronizing the
motor control and the spectrometer acquisition from the same Python script. Results of
the mapping between spectrometer timestamps and the motor positions are displayed in
Figure 3.2 (d). For better visualization of the coating process and the associated recorded
spectra, the normalized transmitted mean intensity in a selected spectral region of in-
terest of an example measurement is displayed in Figure 3.2 (b) and (c), depending on
the position and time. The dark stages (I. and VII.) and the drying process (IV.) are
uniquely linked to the positions of the sample holder and the motion’s end position, re-
spectively. The reference position can change for different samples depending on solution
backflow. Thus, the analysis software dynamically adjusts the reference range.

3.2.2 Automated Extraction of Relevant Spectra
Only a small subset of the acquired data is relevant for further data analysis and plot-
ting. In typical thin films coated from the fast-drying solvent chloroform, the relevant
changes usually occur in less than 1 s. This means that out of the approximately 50 s
measured in the drying stage IV. (see Figure 3.2 (c)–(d)), only less than 2 % of the spec-
tra must be considered for further analysis as they show relevant changes. Therefore, an
automated extraction of the relevant spectra is needed, which is discussed in this section.

I use two different methods to extract the data. Both involve evaluating a spectral
change metric (SCM) to automatically detect the degree of spectral change over the
whole spectrum between two time steps separated by ∆t. To calculate the SCM, at
first, a spectrum with a time shift ∆t (e.g., ∆t = 25 ms) before the current spectrum is
subtracted from the current spectrum. The SCM is then given by the mean (averaged
over the photon energy E) of the absolute value of this difference spectrum:

SCM(t) = 1
N

N∑
i=0

|A (t, Ei) − A(t− ∆t, Ei)| (3.1)
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(a) (b) (c)

Figure 3.3: (a) Example of the normalized spectral change metric (SCM) for the whole
drying phase with an inset of the more relevant range around the film formation process.
The SCM is calculated by the mean of the absolute value of the difference to the
spectrum 25 ms before the acquired spectrum (more details in main text). All spectra
above the threshold (here 0.05) and an additional 10 spectra before and after this
range are selected for further data processing. (b)–(c) All selected absorption spectra
of this P3HT:Y12 sample plotted (b) as 1D profiles, and (c) in 2D in dependence on
the time with color coded absorbance. Own unpublished data.

Here, A is the absorption spectrum, which depends on the acquisition time t and the pho-
ton energy E. N is the number of averaged spectrometer pixels in the relevant spectral
range, and the index i enumerates the pixels with the corresponding photon energy Ei.
Finally, the SCM can be normalized to obtain values of the normalized SCM between 0
and 1. An example of this normalized SCM during the whole drying stage is displayed in
Figure 3.3 (a) with an inset of the more relevant range around the film formation process.

The first method of extracting relevant data is defining a threshold value for the spectral
change metric, above which the drying dynamics are considered significant. In this way,
the start and end points of the plotted time interval can be defined as the first and last
points above the threshold. This is done in Figure 3.3 (a), where an additional 10 data
points before and after the threshold were also added to soften the cutoff. With this
approach, a fully automated extraction of spectra in equidistant timesteps during strong
drying dynamics is possible, as shown in Figure 3.3 (b)–(c). The only disadvantage
is that slow spectral changes occurring early in the solution stage or while the film is
almost dry are not displayed. Alternatively, many spectra must be plotted and analyzed.

This problematic aspect is tackled in the second method of automated extraction of
relevant spectra during drying. Instead of using equidistant time steps, it uses equidis-
tant spectral change steps. This means that the density of extracted spectra is high
where the SCM is high and low where the SCM is low. Therefore, the extracted spectra
are scattered across the whole measured time range but still resolve the relevant spectral
changes well.
To achieve this, a normalized cumulative sum over the SCM from Figure 3.3 (a) is
evaluated (displayed in Figure 3.4 (a)). The cumulative sum over the SCM possesses
contributions due to the drying dynamics but also due to the random noise of the spec-
tra. Random noise results in a linearly increasing cumulative sum. Therefore, the linear
increase in the dry stage at the end of Figure 3.4 (a) can mainly be attributed to random
noise. A partial noise correction can be done to avoid an overrepresentation of almost
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(a) (b) (c)

Figure 3.4: (a) Normalized cumulative sum over the SCM from Figure 3.3 (a). (b)
Cumulative SCM from (a) corrected by 90 % of the slope at the end of the measurement
and normalized afterward. 25 spectra with equidistant corrected cumulative SCM (red
points) are extracted and plotted in (c). Own unpublished data.

identical dry spectra. Therefore, a line through the origin with 90 % of the slope at
the end in the dry stage can be subtracted from the cumulative sum, resulting in the
corrected cumulative SCM in Figure 3.4 (b).
Then, an arbitrarily defined number of spectra (here 25) is extracted from equidistant
points on the corrected cumulative spectral change scale (see red points in Figure 3.4
(b)). The resulting spectra are displayed in Figure 3.4 (c). As intended, spectra from
the complete measurement range are shown with a strong focus on the same strong dry-
ing stage as in the first approach with equidistant time steps. But now they also cover
possible further structure formation dynamics disregarded by the first method.

Whether equidistant time steps during the strong drying phase or equidistant spectral
change steps during the whole measurement are more valuable depends on the purpose
of analysis. Since both methods require negligible computing time, evaluating the in-situ
absorption spectra during the drying process with both methods is, therefore, the best
option. This allows for the choice of a method based on direct comparison.

3.2.3 Additional Automated Data Analysis

To add further scientific value, data analysis of the extracted spectra can directly be
included in the same Python script. In Figure 3.5 (a), a simple example is displayed,
where the peak positions of two peaks in the absorption spectra of P3HT:Y12 blends
are tracked. Beyond that, complete curve fits of the absorption spectra or other more
complex analysis procedures are also possible in the same way. Figure 3.5 (b) shows an
example of the time dependence of fit parameters from a drying P3HT film (the solution
was pre-aggregated by the CID treatment presented in Chapter 9). The included data
analysis offers the possibility for direct quantitative feedback on the processed film within
a few seconds after processing. Thus, it can give direct guidance for processing the next
film, making the interpretation of the experiments immediately accessible.
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(a) (b) (c)

Figure 3.5: (a) Peak positions of peaks mainly attributed to Y12 and P3HT respectively
tracked from the in-situ absorption spectra of the P3HT:Y12 blend in Figure 3.3 (b).
(b) Aggregate fraction and peak ratio between the first two vibronic peaks extracted
from fits of the in-situ absorption spectra from a drying P3HT film processed from
a pre-aggregated solution treated with the CID treatment from Chapter 9. (c) Peak
ratio between the first two vibronic peaks and position of the first vibronic peak from
the same measurement as (b) plotted over the aggregate fraction. Own unpublished
data.

(a) (b) (c)

Figure 3.6: (a) Photograph and (b) sketch of the solvent vapor annealing (SVA) setup.
(c) Extracted spectra with equidistant spectral change steps from SVA of a P3HT:Y12
film with Toluene from Chapter 10 (yellow before SVA, black after SVA; spectral
evolution during SVA indicated by arrows). (c) Adapted with permission according to
the CC BY 4.0 license from Eller et. al.36 (Chapter 10) Copyright 2024 The Authors.
Advanced Energy Materials published by Wiley-VCH GmbH.

3.2.4 Automated In-Situ Characterization During Solvent Vapor
Annealing

The in-situ solvent vapor annealing (SVA) measurements and the corresponding analysis
are similar to the in-situ measurements during blade coating but simpler. The setup for
the in-situ SVA measurements is displayed in Figure 3.6 (a) and sketched in (b). The
bottom of a petri dish is completely covered with solvent, the sample is placed above
the fluid level, and the petri dish is closed with a lid. The white light is passed through
the petri dish, the solvent, and the sample. Since no moving sample stage is involved,
the reference measurement cannot be extracted from the measurement itself. Therefore,
a separate reference measurement is done manually, where a blank glass substrate re-
places the sample. Along with the reference measurement, a dark measurement is also
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automatically done by electronically closing the shutter of the light source.

The extraction of selected relevant spectra from the complete time series of absorption
spectra during SVA is identical to the spectra selection for blade coating. For SVA, the
extraction method with equidistant spectral change steps over the complete time range is
especially valuable as there is often more than one typical timescale involved during SVA.
An example of extracted spectra during SVA with equidistant spectral change steps is
displayed in Figure 3.6 (c).

3.3 Accelerated GIWAXS Routine
Since the data analysis is now completely automated and included in the in-situ UV-
Vis absorption spectroscopy during blade-coating and SVA, the theoretical background
from Section 2.3 allows drawing conclusions on the nanostructure in real-time. How-
ever, when an in-depth understanding of the nanostructure is desired, the vast amount
of nanostructural information accessible with GIWAXS measurements (see Section 2.2)
is indispensable. Therefore, the strategy in this thesis is usually fast screening using
in-situ UV-Vis absorption spectroscopy followed by slower GIWAXS measurements of
promising samples. Even though GIWAXS integration times are much longer, efficient
workflows and quick feedback on the nanostructure are also highly beneficial here, which
is the aim of this section.

An Xeuss 3.0 X-ray scattering machine in our laboratory makes almost continuous mea-
surements possible around the year. In contrast to measurements at synchrotrons, the
photon flux is much lower. Still, the extensively available measurement time allows for a
huge sample throughput at any time of the year with a flexible machine booking. Thus,
research does not rely on a few beamtimes a year across the world at fixed dates with
a few days at each beamtime for measurements shared between several group members.
A further significant advantage is that the instrumentation is always identical, so iden-
tical measurement and analysis routines are possible, and all peculiarities specific to the
setup are well-known. This opens the possibility for automation routines to streamline
the research. Experienced researchers benefit from a more time-efficient workflow like
novices, who can use established protocols directly. I analyzed the whole workflow from
the alignment of the samples (3.3.1), over the measurement of the samples (3.3.2), the
standardized pre-analysis and screening of the results (3.3.3) to the material-specific
peak fitting (3.3.4), identified the bottlenecks and developed automated solutions to
these bottlenecks.

3.3.1 Automated Sample Alignment Procedure
The measurements can be easily automated via measurement macros with minimal hu-
man interaction. However, the measurements require a precise alignment of the samples.
The semi-manual standard sample alignment procedure (see Figure 3.7) is challenging
to automate and consumes a considerable workforce. Thus, it is the bottleneck in the
GIWAXS measurement process, limiting its efficiency. I developed and established a
very reliable, fully automated GIWAXS alignment process (see Figure 3.8), strongly en-
hancing the efficiency of GIWAXS measurements. Only about 10 min of working time
is required to change samples and specify the measurement positions and settings. This
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(a) (b)

(c) (d)

Figure 3.7: Standard semi-manual alignment procedure. The steps of the alignment
procedure are (a) a z-scan for a first height calibration (go to z at half maximum), (b)
optionally a rough ω-scan over a broad angular range to ensure an alignment in the
right angular range (go to maximum), (c) a finer ω-scan (extrapolate the right flank,
then go to intersection with left flank), (d) a further z-scan with the now flat substrate
(go to z at half maximum). Own unpublished data.

section explains the automated alignment procedure in detail and compares it with the
conventional semi-manual alignment procedure.

Since in GIWAXS usually very shallow angles of incidence (αi) are used (typical val-
ues for organic semiconductors with Cu Kα X-ray source αi ≈ 0.16◦), a very precise
alignment of the ω-angle (tilt angle toward beam) and the z-position (height) of the
sample is required. With a laboratory X-ray source, monitoring the direct beam in a
suitable, freely chosen region of interest (ROI) on the detector is possible for alignment.
This is usually not possible at synchrotrons, where a photodiode usually monitors the
direct beam intensity to avoid beam damage on the detector.
For the vertical alignment, a scan in z-direction (vertical) is done, where the intensity
in an ROI around the direct beam is tracked (see Figure 3.7 (a)). The desired position
is at half of the maximum intensity, with the beam center at the sample’s surface. The
z-alignment is also suitable for automation in this standard procedure and does not re-
quire changes (Figure 3.8 (a)).
The standard ω-alignment (possibly split into a rough and a finer scan) is similar to the
z-alignment. The intensity of the same ROI around the direct beam is tracked during an
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(a) (b)

(c) (d)

(e)

Figure 3.8: New fully automated alignment procedure exploiting the position of the
reflected beam on the detector. The steps of the alignment procedure are (a) a z-scan
for a first height calibration (go to z at half maximum), (b) a rough ω-scan over a broad
angular range to ensure an alignment in the right angular range (go to maximum), (c)
a first ω-scan around an ω-rotation of about 0.4° (go to maximum), (d) a finer ω-
scan with smaller ROI (go to center of mass), (e) a further z-scan with the now flat
substrate (go to z at half maximum). Own unpublished data.

ω-scan (see Figure 3.7 (b)–(c)). A larger fraction of the beam is blocked when the sam-
ple is tilted to the beam or the detector. Thus, at the ω-position of the peak intensity,
the sample surface should be parallel to the beam. However, this view only considers
the direct beam but not the reflected beam. The reflected beam adds intensity to the
ROI at ω-values slightly above αi = 0, shifting the peak position to higher ω-values (see
sketch in Figure 3.7 (c)). Therefore, αi = 0 cannot be found by searching for the peak
position but at the intersection of the extrapolated slopes, where no reflection signal
is in the ROI (see Figure 3.7 (c)). This selection is usually done manually using two
triangle rulers on the screen. Automation of this process would be possible by fitting
the slopes and calculating the intersection. However, this process possesses significant
uncertainty, is prone to errors, and cannot even be used in measurement macros written
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in the proprietary programming language.
Since most sample surfaces are very flat, there is a well-defined reflected beam signature
on the detector. The law of reflection determines its position. In turn, the position of the
reflected beam can be used to extract the αi and, therefore, to conduct the ω-alignment.
This is done by setting the ROI to an elevated position on the detector and conducting
an ω-scan around the ω-value, where the reflected beam is expected to reach the ROI.
When it passes the ROI, there is a sharp peak in the ω-scan (see Figure 3.8 (c)). In a
second refined scan with decreased height of the ROI and finer ω step size, a very precise
and reliable ω-alignment is possible (see Figure 3.8 (d)). Here, the center of mass of
the measured peak is used to extract the angle of incidence αi very precisely. The only
problem with reliability, which can occur with this procedure for sufficiently smooth
surfaces, is when the sample is significantly tilted compared to the previous sample and,
therefore, to the starting point of the ω-alignment. Then, the range of the first reflection
ω-scan (Figure 3.8 (c)) is too small to capture the reflected beam in the ROI. Instead
of increasing the scan range drastically, the peak position of a standard ω-scan with the
ROI on the direct beam and low resolution is used as the starting point for the ω-scan
in reflection geometry (Figure 3.8 (b)).
At the first z-alignment, a possibly tilted substrate can lead to a shift in the z-alignment
position. Therefore, in the standard alignment as well as in the fully automated align-
ment, a further z-scan with a smaller range and higher resolution finishes the alignment
procedure (Figure 3.7 (d), Figure 3.8 (e)).

This fully automated alignment procedure (Figure 3.8) did not fail for a single organic
semiconductor sample on glass or silicon so far after several hundred aligned samples.
Compared to the standard alignment procedure (Figure 3.7), its accuracy and reliability
are higher, requiring neither human interaction nor human supervision. Thus, it signifi-
cantly improves precision and efficiency by removing the bottleneck in the measurement
process. This impact is even more critical when X-ray sources with higher flux are used.
The higher flux enables a higher sample throughput, which is only possible with an effi-
cient, fully automated alignment procedure.

Since the alignment procedure is no longer the limiting factor, the measurements of
single samples can also be split into different independently aligned positions on the
sample. I usually measure three different positions on the sample to obtain a better rep-
resentation of the average nanostructure and the spread of the results depending on the
position. Moreover, it helps to identify artifacts or scattering features that only occur
at single positions and are not characteristic of the complete sample.

3.3.2 Automated Measurement Procedure
Since the alignment procedure is now fully automated, the whole measurement proce-
dure can be conducted in one fully automated procedure. This section elaborates on
the structure of this fully automated procedure. A special focus lies here on closing the
gap between the two parts of the detector to prevent the loss of important scattering
information lying in the gap. Keeping the fully automated pre-analysis following the
measurement procedure in mind, the gap can be easily closed without increasing the
complexity of the measurement or analysis routine.
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The measurement procedure consists of a large series of commands saved in a mea-
surement macro. To minimize the required work and the risk of mistakes, just variables
at the start of the measurement macro are changed between different measurement se-
ries, while the macro itself is unchanged. The variables are, e.g., the positions of the
samples, the sample-to-detector distances (SDDs), and angles of incidences (αi), which
should be measured, as well as the exposure times. The macro is designed in a way that
allows different numbers of samples and various numbers of measurements with different
settings to maximize its versatility.

One point to consider is that the 2D detector is split into two detector parts with a
horizontal gap between the detector parts. Scattering features in this detector gap are
not recorded, and cake cuts including parts of the gap can have artifacts close to the
gap. The manufacturer offers a measurement mode called multidetector, which conducts
measurements at different detector positions, closing the gap and significantly broaden-
ing the measurement range. However, this comes at the cost of a reduced signal-to-noise
ratio (SNR). In the multidetector mode, the SNR in the whole image is determined by
the minimum SNR present. In the case of a multidetector acquisition with two measure-
ments to close the detector gap, the measurement time is doubled at an unchanged SNR.
When only the detector gap should be closed, but the measurement range is sufficient,
a slight vertical detector shift is also enough. Then, most parts of the images lie in
the overlap of the two detector positions, and in these parts, a better SNR is present
when both measurements are considered. An automated pre-analysis (described in detail
in the next section) will follow the measurements in any case. In this pre-analysis, an
automated merging of the measurements at shifted detector positions can be included.
Thus, the complexity of the whole workflow is not increased. In this way, the detector
gap is closed while maintaining all gained data and, therefore, also SNR. The SNR is
solely lower in some parts of the resulting merged images, which were part of only one
detector position (see Figure 3.9 (a)).

Since the automated pre-analysis in the following section allows for fast visualization
of the measurements, this tool can also be used to get an overview of the current state
of the measurements while the measurements are still running. With this functionality
of the pre-analysis in mind, it makes sense to divide the measurements into several loops
over all samples, where the single acquisition times are relatively short (usually 30 min
per detector position). This is a valuable tool as suitable acquisition times may vary
between samples, e.g., due to sample thickness, amount of ordered material, and elec-
tron density contrast. Thus, there is no risk that the SNR is too low due to insufficient
acquisition time. Also, strongly scattering samples do not occupy the X-ray scattering
machine longer than required.

Additionally, an AgBeh calibrant and an empty beam (acquisition of direct beam with-
out any sample) are measured in every cycle. These are especially safety features to
track down possible changes in detector positioning, beam flux, or beam shape in case
there are changes in measurements during the routine.
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(a) (b)

Figure 3.9: (a) Example of merged data with low counts and no interpolation between
pixels, where the reduced signal-to-noise ratio (SNR) in the detector gaps is still visible
(examples, where this is not the case anymore in Figure 3.10 further down and in
Chapters 10, 12, 13, and 14). For comparison, (b) shows a 2D map, which was used
for scaling the counts to the same virtual integration time. Own unpublished data.

3.3.3 Automated Pre-analysis
The data analysis is divided into two parts. The pre-analysis is a standardized analysis
applicable to all measurements, regardless of the material system. Its role is to convert
the raw data into suitable formats to start the second part of the analysis, a more detailed
and material-specific analysis, like peak fitting cake cuts. The automated pre-analysis
assigns the raw data to samples and measurement settings, merges measurements with
identical measurement settings, and saves them with meaningful file names and meta-
information. After the q-conversion of the merged data, cake cuts in the vertical and
horizontal directions are extracted. Moreover, by plotting the data, the automated pre-
analysis directly gives an overview of the data. In this section, I explain the different
steps of the automated pre-analysis that I developed.

All measurement files contain necessary meta-information, such as motor positions and
acquisition time, in their header. The x-position (horizontal shift perpendicular to beam)
is used to identify the sample. The ω-position determines the angle of incidence (αi) by
the difference to the 0-position from the alignment of the sample. Therefore, an as-
signment of samples to positions and the alignment result of ω is first required. These
positions are automatically read from dummy files saved at the end of the alignment of
every sample and need a manual assignment of the sample names only once.

With this information, all measurements of the same sample with identical αi and SDD
can be identified for merging. The shift of the detector position and the acquisition
times are also read from the header. This enables an automated merging of an arbitrary
number of measurements at an arbitrary number of different detector positions with
arbitrary acquisition times. Due to the detector gaps, dead pixels, and possibly different
numbers of measurements or different acquisition times at various detector positions, the
effective total acquisition time per pixel varies across the image. Therefore, the intensity
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(a) (b)

Figure 3.10: Exemplary output from the automated pre-analysis with (a) a 2D map
and (b) extracted cake cuts in the horizontal and vertical direction. Apart from the
plots displayed here, the data for further analysis is also saved. Own unpublished
data.

of every pixel is scaled with its effective total acquisition time to a virtual acquisition
time specified in the analysis routine (example of a normalized inverse acquisition time
map used for rescaling in Figure 3.9 (b)). This also makes the scattering intensities of
samples measured with different acquisition times easily comparable.
The merged data of every sample with every combination of αi and SDD is saved with
file names containing this information. The meta-information in the header of the files
contains the meta-information describing the merged sample, making it fully compatible
with any analysis applied to non-merged raw data. In the merged file headers, the cor-
rect αi is included instead of the uncorrected ω-position from the initial measurements,
allowing to read the αi directly from the header (valuable for later batch processing).

The merged data is still raw data, where the detector gap is closed but is still not
converted to reciprocal space (q-space). The conversion to q-space is essential for the
data interpretation, as it is outlined in detail in Section 2.2.1. The q-conversion of the
2D data, which also introduces the missing wedge in the vertical, is done with the pro-
prietary software XSACT via batch-processing of all files. Thus, it is the only step of
the automated pre-analysis, which is outsourced to other already existing software.

In the last step, the q-converted 2D data are plotted, and cake cuts in the horizon-
tal and vertical directions are extracted, saved, and plotted (example in Figure 3.10).
The 2D and cake cut plots offer the possibility for a quick first control of the measure-
ments and are already a valuable resource for a detailed qualitative interpretation of the
data. For quantitative analysis, the cake cuts are usually fitted, which is now possible
with the saved data and will be explained in detail in the next section.

The automated pre-analysis is a highly automated standard approach identical for all
GIWAXS measurements, saving plenty of working time that can be spent on other tasks
instead of routine work. It is only necessary to provide sample names once at the mea-
sured positions. The automation also allows dividing the measurements into shorter
measurements without any extra work to get faster feedback, which would not be prac-
tical for manual data analysis. The automated pre-analysis is already widely used in
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the complete working group and is valued as an important tool in every GIWAXS data
analysis.

The software is designed to allow an easy implementation of further modules in the
future. The different parts of the pre-analysis are performed after each other and re-
peated in a non-stop loop. The necessary meta-information of measurements already
considered for the analysis is stored in a .json file. When further measurement files are
added to the folder, the corresponding new data are directly merged with the previous
data known from the .json file. Also, for plotting, only new q-converted data is consid-
ered. This fast reaction to newly added data opens the door to a continuous real-time
pre-analysis on the measurement PC (or any other PC with cloud access) upon every
new measured file. Therefore, only the implementation of a q-conversion module is still
necessary. Then, it is possible to directly access and view the merged and plotted data
at any time instead of the raw data, completely removing the standard pre-analysis task
for every user.

3.3.4 Standardized Automated Material-Specific Analysis
In contrast to the universal pre-analysis, the detailed analysis of the extracted cake cuts
is material-system specific. However, it is also possible to establish general routines,
especially for related material systems – here, disordered organic semiconductors. This
section outlines the standardized material-specific analysis of GIWAXS cake cuts of or-
ganic semiconductors. Sections 2.2.2 and 2.2.3 provide the theoretical background for
interpreting the cake cuts. Hence, this section only deals with the implementation.

As introduced in Section 2.2.3, scattering peaks can be modeled by pseudo-Voigt peaks.
Thus, the whole cake cuts in vertical and horizontal direction can be modeled by a su-
perposition of a certain number of pseudo-Voigt peaks and a background consisting of
a decay at small q-values (GISAXS range) and a constant contribution. Therefore, the
general fitting model is the same for all samples. Still, the number of peaks, necessary
constraints, and suitable starting values for different fitting parameters usually vary.
Since the fitting model is complex and involves many fitting parameters, performing the
fits in a multistage process is sometimes also necessary. Therefore, only single parts of
the cuts are fitted initially, while other contributions are fixed. In the end, a global
optimization of all fit parameters is performed.
The multistep fitting process already ensures that all peaks are fitted reliably, but these
complex fits have two main challenges. On the one hand, sometimes, even when the
fitting curve fits very well, confidence intervals of single components of the fits can get
very large. This often indicates that the fitting model is too unspecific and requires
more constraints, e.g., to fix a peak position. Another reason can be that the model is
generally unsuitable to describe the fitted cut (e.g., an essential contribution is missing,
or unsuitable constraints are chosen). To identify the problem of too large confidence
intervals, it is very valuable to evaluate the confidence intervals of the whole fit and
every component and display them directly with the fit result. An example is depicted
in Figure 3.11. Further examples are in Figure 1 (g)–(j) of Chapter 10. The example
in Figure 3.11 clearly shows that most peaks are fitted with exceptional confidence but
also raises awareness that, e.g., the broad peak in the qz direction possesses significant
uncertainty.
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(a) (b)

Figure 3.11: Exemplary fits of cake cuts extracted from a GIWAXS measurement of
PM6 (a) in the horizontal direction and (b) in the vertical direction. The data is
displayed in blue, the total fit curves are in solid red lines, and the single components
of the fit are in dashed red lines. The 1σ-intervals of the uncertainty of the whole fit
function and the single components are displayed as grey bands. Own unpublished
data.

On the other hand, there may also be fit parameters that do not contribute sufficiently
to the scattering profile to be evaluated. Critical parameters are especially pseudo-Voigt
mixing parameters of minor peaks, where it is impossible to differentiate between a Gaus-
sian and a Lorentzian peak shape. These unspecified parameters cause problems when
evaluating the uncertainties of other fit parameters and the confidence intervals. To
overcome this problem, I developed a fitting routine that identifies the parameters that
are not significantly influencing the outcome. Subsequently, it sets them to a constant
value in the next fitting cycle. This loop is repeated until all insignificant parameters
are omitted, and a meaningful fit result with all uncertainties and confidence intervals
can be evaluated.

Even though the explicit modeling of all scattering features is specific to the material
system, the key aspects described in this section enable a reliable automated analysis
for all samples of the same material system. Other material systems only require some
changes to the existing routine.
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4 Thesis Summary
This thesis aims to achieve tailored nanostructure control in organic semiconductors.
Accelerated nanostructure analysis helps to achieve this goal. The thesis addresses its
issue in eight chapters and is grouped into three blocks. These three thematic blocks
and the corresponding articles are also shown in Figure 4.1. Section 4.1 gives a short
overview of the structure of the thesis while Section 4.2 elaborates in more detail on the
individual publications with a focus on my contribution to them.

4.1 Overview of Thesis Structure
The largest block contains my personal core topics (publications 1, 2, and 3), which fea-
ture the whole process from the introduction of a new spectroscopy method to accelerate
the nanostructure analysis (publication 1, Chapter 8) over the introduction of the novel
CID solution treatment to control P3HT aggregation in solution (publication 2, Chapter
9), and finally nanostructure control in neat and blend thin films (publication 3, Chapter
10). Each publication requires the previous publication as the necessary starting point.

Publication 1 (Chapter 8) introduces the spectroscopy method TFFS (Thinning Fluid
Film Spectroscopy, European and US patent pending), verifies its validity, and investi-
gates its advantages and limitations. TFFS enables automated absorption spectroscopy
measurements of strongly absorbing solutions within seconds. In contrast to conven-
tional approaches involving dilution of the solutions, TFFS prevents possible artifacts
from diluting solutions due to concentration-dependent interactions.

The TFFS method enabled in publication 2 (Chapter 9) a comprehensive study of more
than 600 solutions treated with the current-induced doping (CID) treatment introduced
in this publication. Thus, a deeper understanding of the treatment can be achieved by
screening an ample parameter space influencing the solution aggregation.

With this knowledge of how the aggregate fraction and the ordering of the aggregates
can be tuned via the CID treatment, in publication 3 (Chapter 10), I transfer the aggre-
gation control in solutions from publication 2 to nanostructure control in thin films cast
from CID-treated solutions. In neat P3HT films, the highly ordered aggregates from
solution lead to a strongly increased molecular ordering (nanostructure control) and an
up to 25-fold increase in OFET mobility (device performance control). In blends with
the highly miscible NFA Y12, a strong P3HT nanostructure control is also possible via
the CID treatment. Moreover, I demonstrate that Y12 nanostructure control can be
achieved via solvent vapor annealing (SVA).
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Figure 4.1: Flow chart showing the overview of the research blocks and the correspond-
ing research articles. The numbers in the grey circles are the publication numbers
attributed to the blocks.

The second block (publications 4, 5, 6, 7, Chapters 11, 12, 13, 14) consists of different
publications, where I conducted the nanostructural analysis of thin films closely related
to the samples in publication 3 (NFAs, blends with NFAs, and P3HT) via GIWAXS
measurements in collaboration with other researchers. In these joint projects, I char-
acterized the impact of the chemical structure of the NFA, thermal annealing, solvent
additives, different solvents, and molecular weight on the nanostructure and correlated
this, together with my co-workers, with device performance and results from other com-
plementary measurement techniques to obtain conclusive pictures of the nanostructure
and the structure-property relationships.

The third block (publication 8, Chapter 15) applies the TFFS method introduced in
publication 1 (Chapter 8). Here, I measured the absorption spectra of perovskite precur-
sor solutions of various concentrations and in different solvents, supplementing spectra
from in-situ spin coating. The absorption spectra of the material system investigated
here strongly depend on the concentration. My TFFS method enabled individual mea-
surements of these strongly absorbing solutions with a known, constant concentration.
This example nicely corroborates the need for the new, previously inaccessible, experi-
mental possibilities that TFFS now enables for a broad range of research communities.
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4.2 Individual Publications
The previous section already outlined the structure of this thesis. In this section, I want
to give a more detailed summary of each article with a focus on my contributions to
these articles.

In publication 1 (Chapter 8, Facilitating Absorption Spectroscopy of Strongly Absorbing
Fluids: A High-Throughput Approach), I introduced Thinning Fluid Film Spectroscopy
(TFFS), a simple and highly automatable method enabling reliable absorption spec-
troscopy measurements of concentrated solutions. This measurement method was neces-
sary to allow the large parameter study of concentrated P3HT solutions with different
CID treatments in publication 2 (Chapter 9) but also possesses broad application po-
tential in many other fields. Therefore, publication 1 (Chapter 8) is more general with
applications to different material systems. Beyond the basic measurement and anal-
ysis principle, I developed three exemplary measurement modes of TFFS suitable for
many applications and validated the TFFS measurements with control data obtained
in specialized low optical path length cuvettes. I conducted the validation over a broad
concentration range to analyze the suitability of the measurement modes in dependence
on the concentration.
To demonstrate the automation possibilities, I developed a spectroscopy robot covering
two measurement modes that are most suitable for highly efficient and high-throughput
lab work. The robot was also used for the measurements for validation and comparison
of the measurement modes and for an automated temperature-dependent spectroscopy
study on highly concentrated PM6 suitable for coating organic solar cells. Beyond the
spectroscopy robot, I also developed an in-line setup, which can be incorporated into
various pipe systems. I applied it to conduct a repeatability study and to monitor chem-
ical reactions.

Therefore, publication 1 (Chapter 8) is the basis to enable my main research strand,
with publications 2 and 3 addressing the systematic control of pre-aggregation in solu-
tion (publication 2, Chapter 9) and subsequently in dried films (publication 3, Chapter
10).

The properties of semiconducting polymers are strongly influenced by their aggrega-
tion behavior, that is, mainly their aggregate fraction and backbone planarity. However,
tuning these properties, particularly the backbone planarity, is challenging. To over-
come this challenge, I developed in publication 2 (Chapter 9, Spark Discharge Doping–
Achieving Unprecedented Control over Aggregate Fraction and Backbone Ordering in
Poly(3-hexylthiophene) Solutions) a solution treatment to precisely control the aggrega-
tion of semiconducting polymers, namely current-induced doping (CID). It utilizes spark
discharges between two electrodes immersed in a polymer solution to create strong elec-
trical currents resulting in temporary doping of the polymer. I designed and built a setup
for reproducible CID treatments and also implemented TFFS in this setup. Therefore, I
can quickly measure absorption spectra after every CID treatment step without diluting
the solution. This enabled me to conduct a broad parameter study of the CID treat-
ment of P3HT in dependency of solvent, temperature, concentration, and CID treatment
strength, always as a function of the number of CID treatment steps.
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Rapid doping-induced aggregation occurs upon every treatment step for the semiconduct-
ing model-polymer P3HT. Therefore, the aggregate fraction in solution can be precisely
tuned up to a maximum value determined by the solubility of the doped state. I devel-
oped a qualitative model to explain the dependences of the maximum aggregate fraction,
which also serves as a tool for the rational selection of suitable parameters. Besides con-
trolling the aggregate fraction, CID also allows for strong control of the aggregate order.
Remarkably, the CID treatment can yield an extraordinarily high quality of backbone
order and planarization, expressed in UV-Vis absorption spectroscopy and differential
scanning calorimetry (DSC) measurements. Depending on the selected parameters, an
arbitrarily lower backbone order can be chosen using the CID treatment, allowing max-
imum aggregation control. This method may become an elegant pathway to finely tune
aggregation and solid-state morphology for thin films of semiconducting polymers, which
is demonstrated in publication 3 (Chapter 10).

At first, I addressed in publication 3 (Chapter 10, Tackling P3HT:Y-Series Miscibil-
ity Through Advanced Processing for Tunable Aggregation) neat thin films processed by
blade coating the CID-treated P3HT solutions with the strongest ordering. This results
in a substantial increase in aggregate ordering in the thin films, seen by UV-Vis spec-
troscopy and GIWAXS. Moreover, the achieved nanostructural control leads to a 25-fold
increase in OFET hole mobility. The first CID treatment step is already sufficient to
achieve a tenfold increase, demonstrating the great importance of the highly ordered
aggregates produced by the CID treatment as nuclei for further aggregation. I could
confirm this also by in-situ UV-Vis spectroscopy during drying of the thin films, where
I could observe that the P3HT aggregation behavior already sets in at an earlier time
with the CID treatment compared to untreated P3HT.
In addition to the study of neat P3HT thin films, the P3HT nanostructure control offers
especially the potential to improve the morphology in blends with an acceptor used in
organic solar cells. The high miscibility in blends of P3HT and state-of-the-art Y-series
NFAs suppresses phase separation and aggregation, challenging successful charge trans-
port to the electrodes. My approach was to use the CID treatment of P3HT solutions to
enable aggregation and phase separation induced by the aggregation in blends of P3HT
with Y12. This results in a broad tunability of the P3HT aggregation in the presence of
Y12. At the same time, the Y12 long-range ordering is heavily suppressed by increasing
P3HT aggregation.
However, I could identify solvent vapor annealing (SVA) as a post-treatment procedure
leading to an extraordinarily high Y12 ordering and a further improvement of P3HT
aggregation. The Y12 crystallite orientation after SVA depends on the strength of the
CID treatment. I also tracked the SVA in-situ with UV-Vis absorption spectroscopy,
giving immediate feedback on these nanostructure changes. The in-house GIWAXS mea-
surements complemented the nanostructure results quickly after processing. A broad
range of different degrees of aggregation of both materials can, therefore, be obtained
in the final thin films solely by changing processing parameters without changing the
composition of the material system.

I highly value the exchange with fellow researchers and particularly enjoyed contribut-
ing to collaborative research efforts with the common goal of understanding structure-
function relationships with my expertise in nanostructural characterization using GIWAXS
in publications 4–7 (Chapters 11–14).
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Publications 4 and 5 (Chapters 11 and 12) are from one big joint project with a dif-
ferent focus on the same material systems, the polymer PM6 blended with the NFA Y6
compared to blends with the NFA N4. Blends with Y6 have better solar cell performance
due to a higher VOC , as also shown in publication 4 (Chapter 11). My task in this project
(and the further projects in this block) was to characterize the nanostructure in thin films
of the neat materials and blends via GIWAXS and contribute the nanostructural insights
to the overall research question.

In publication 4 (Chapter 11, Understanding the Role of Order in Y-Series Non-Fullerene
Solar Cells to Realize High Open-Circuit Voltages), the focus was on the different ener-
getic disorder in the blends due to the different DOS (density of states) as a reason for
the different VOC . I could demonstrate with GIWAXS, that the blends with Y6 and N4
possess different packing structures and that the PM6:N4 blend exhibits a higher struc-
tural disorder than the PM6:Y6 blend. This fits the insights from the other methods
used in this publication, demonstrating a higher energetic disorder in PM6:N4.

In publication 5 (Chapter 12, Identifying the Signatures of Intermolecular Interactions
in Blends of PM6 with Y6 and N4 Using Absorption Spectroscopy), the aim was to
understand the nanostructure and local interactions leading to changes in performance
due to the different chemical structures of the NFAs N4 and Y6 and also due to the
post-treatment of thermal annealing. With spectroscopy and GIWAXS, we could in-
dependently identify different aggregates in N4 and Y6. They also change in N4 with
thermal annealing, while in Y6 hardly any changes to the nanostructure occur with ther-
mal annealing. The detailed analysis of the N4 and Y6 UV-Vis absorption spectra in
this work also laid important fundamentals for interpreting the Y12 (structurally very
similar molecule) contributions to the absorption spectra in publication 3 (Chapter 10).

In publications 4 and 5 (Chapters 11 and 12), we could see the great importance of
even slight changes to the chemical structure of the molecules used (only small changes
in the alkyl chains) on the nanostructure and many other dependent parameters. Thus,
the choice of “suitable” materials is important but does not offer a knob for an easily
tunable nanostructure, as it is the case in publication 3 (Chapter 10).

Publication 6 (Chapter 13, Effects of the diphenyl ether additive in halogen-free pro-
cessed non-fullerene acceptor organic solar cells) was a further study on the dependence
of the performance of organic solar cells on the nanostructure. In this case, we used
the solvent additive DPE in green-solvent processed blends of a further polymer:NFA
blend (TPD-3F:IT-4F) to enhance the nanostructure formation for better solar cell per-
formance. Therefore, I analyzed the nanostructure in the different blends via GIWAXS
and could identify the desired substantial enhancement of the nanostructure of the donor
polymer due to the usage of the additive DPE. This improved morphology did not only
lead to an enhanced power conversion efficiency due to an increased short-circuit current
and fill factor but also to a higher stability under illumination.

While the first part of block 2 with publications 4–6 (Chapters 11–13) dealt with thin
films for NFA-based organic solar cells, publication 7 (Chapter 14, Microstructural
and Thermal Transport Properties of Regioregular Poly(3-hexylthiophene-2,5-diyl) Thin
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Films) is based on P3HT thin films for thermal transport. Thus, all publications in block
2 are closely related to the work on P3HT and P3HT:Y12 thin films in publication 3
(Chapter 10) in block 1. In publication 7 (Chapter 14), we used different P3HT batches
with different molecular weights and solvents with varying boiling points to process the
thin films. In my GIWAXS measurements of the nanostructure, the parameter variation
had hardly any impact. With these little changes to the aggregates’ properties, the effect
on the absorption spectra and thermal transport was also minor. This again underlines
the significance of the strong P3HT nanostructure control offered by the CID treatment
introduced in publication 2 (Chapter 9) and applied to thin films in publication 3 (Chap-
ter 10).

In block 3 (publication 8, Chapter 15, Solvated PbI2 Clusters preceding the Crystal-
lization of Lead Halide Perovskites – a UV/VIS In-Situ Study), I applied the TFFS
method from publication 1 (Chapter 8) to highly concentrated perovskite precursor so-
lutions in different solvents from collaborators. Publication 8 (Chapter 15) deals with
modeling the early stage of the perovskite film formation during spin coating monitored
by UV in-situ absorption spectroscopy. The absorption spectra change drastically with
concentration, which increases during spin coating by evaporation. Hence, an indepen-
dent measurement of the absorption spectra at a fixed concentration was necessary. This
is possible by my newly introduced TFFS method.
The measurements were a challenging application as the absorption of the perovskite
precursor solutions lies in the UV range, where light source intensities are low, and
transmission through glass is reduced. However, I could adapt the standard setup to ac-
complish the measurements with the TFFS method in shaking mode with quartz tubes,
a strong UV-light source, and increased spectrometer integration times. This demon-
strates the broad applicability of the TFFS method developed in publication 1 (Chapter
8) to many applications, also demanding ones.
I am particularly proud that my efforts to enable absorption spectroscopy on highly ab-
sorbing fluid thin films have already proven useful for our research community. Hence,
my work contributes to understanding structural control also beyond organic semicon-
ductors.
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The work presented in this thesis is a close interconnection of accelerated nanostructural
analysis and nanostructure control of organic semiconductors. The highly efficient re-
search on the nanostructure control of organic semiconductors in this thesis was only
possible to this extent as I developed the TFFS (Thinning Fluid Film Spectroscopy)
method and strongly accelerated the work with GIWAXS and in-situ UV-Vis absorption
spectroscopy.

The work on the nanostructure of organic semiconductors is split into the work on the
CID treatment as a direct handle on the aggregation control and several projects involv-
ing different influence factors on the nanostructure in Chapters 11–14. The chemical
structure of the NFAs in Chapters 11 and 12 has proven to have a substantial impact
on the nanostructure. This underlines the high importance of the chemical design of
the molecules involved. Therefore, the engineering of molecular structures will continue
to play an essential role in the field of nanostructure control. Unfortunately, chemical
structure changes are always discrete without the possibility of gradual changes.

In contrast, arbitrary gradual changes are enabled with the external processing param-
eters involved in the CID treatment. I demonstrated that the aggregate fraction and
quality in P3HT solutions can be systematically controlled with the CID treatment utiliz-
ing the number of treatment steps, the treatment strength, temperature, concentration,
and solvent composition. The deep understanding of the underlying working mechanism,
in combination with a broad parameter study, enables a highly tailored control of the
solution aggregation state over wide ranges.
The highly efficient parameter study was enabled by the TFFS method introduced in
Chapter 8. Therefore, I implemented the TFFS method directly into the CID setup so
that only seconds are required to measure each spectrum. This rapid automated char-
acterization of the aggregation state in solution directly upon the CID treatment offers
the possibility of precisely setting a desired aggregate fraction. The TFFS measurement
coupled with an automated data analysis can immediately determine the aggregate frac-
tion and, hence, offers a control parameter. Consequently, the CID treatment can be
conducted until the desired aggregate fraction is achieved.

The unprecedented aggregation control from Chapter 9 is also the basis of Chapter
10, where thin films were processed by blade coating from CID-treated solutions. Since
a high quality of the backbone ordering was desired in this study, the parameters of
the CID treatment were chosen accordingly. The exceptional aggregate ordering was
also transferred to the thin films when neat films were processed from the CID-treated
solutions. This nanostructure control toward films with high backbone planarity and
enhanced edge-on orientation led to a 25-fold increase in OFET mobility.
The possibilities of nanostructure control, which the CID treatment offers, become even
more apparent in highly miscible P3HT:Y12 blends. An increasing CID treatment al-
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lows to control the thin film nanostructure from a thoroughly intermixed blend to a
high P3HT ordering. This high P3HT ordering suppresses at the same time the Y12
ordering. An additional SVA post-treatment also enabled a high Y12 ordering. Thus, in
total, combining the CID treatment with SVA, a nanostructure control between highly
disordered intermixed films, and high P3HT and Y12 ordering is possible, exceeding the
initial expectations.

Chapter 10 mainly sets the boundaries of nanostructure control enabled by the CID
treatment and SVA and gives guidelines on achieving different nanostructures. This
nanostructure control framework offers plenty of space for optimizations of the nanos-
tructure for various applications, e.g., organic solar cells. A controlled SVA process can
also lead to intermediate Y12 ordering in this context, which is an ongoing project.
Moreover, the broad range of possible nanostructures is highly valuable for fundamental
research on the impact of the nanostructure in various fields. It should also be noted
that Chapter 10 only utilized highly ordered pre-aggregates, but the CID treatment can
also produce more disordered aggregates under different conditions. This demonstrates
that the CID treatment introduced in the scope of this thesis offers a magnitude of pos-
sibilities for nanostructure control going far beyond the achievements presented here.

In this thesis, the CID treatment was only applied to P3HT. I tested to transfer the
CID treatment to several state-of-the-art donor-acceptor-copolymers used for OPV but
could not achieve an aggregation control like for P3HT. Hence, the working mechanism
of the CID-induced aggregation is highly dependent on the molecular structure. P3HT
fulfills the requirements that the backbone is planarized upon doping, and permanent
π − π stacking is induced. In contrast, examples like PM6 are designed to possess a pla-
nar backbone even without doping and do not favor π − π stacking. Hence, aggregation
control via CID treatment is unsuitable for them. There may be other semiconducting
polymers where CID can also lead to aggregation control, but at least in the field of
OPV donor polymers, the current trend is toward stiff donor-acceptor-copolymers like
PM6.
P3HT is probably the most studied semiconducting polymer but has gained less at-
tention in recent years due to the increasing OPV performances of other material sys-
tems. However, recently stable P3HT solar cells with PCEs exceeding 10 % have been
reported.25, 26, 59–61 Combined with the low cost of P3HT, its easy synthesis, and high
stability, P3HT solar cells can increase their industry relevance again.61 Aggregation con-
trol via the CID treatment may help with incremental nanostructure tuning to optimize
the nanostructure.
Moreover, applications of P3HT are not limited to OPV. P3HT can also be used for
organic and hybrid field effect transistors (see also results in Chapter 10),200–203 OECTs
(organic electrochemical transistors),204–209 transport layer for perovskite solar cells,210–217

in photocatalysis,218–224 and several other applications. P3HT has even been used to give
blind rats sight again.225–227 Therefore, the application potential of the CID treatment
also lies in other fields than the prominent field of OPV.

Turning toward the automated nanostructure characterization, the achievements acceler-
ating the research in this thesis can directly be transferred to any other research project
utilizing the same methods. Thus, the increased research efficiency has a long-term ef-
fect translating to the whole group and research community. In this context, the novel
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TFFS method is especially noteworthy. Through publication 1 in Chapter 8, we made
all details of the TFFS method public to the whole research community, closing the gap
existing so far for efficient absorption spectroscopy measurements of strongly absorbing
solutions. Chapter 15 also demonstrates the necessity and value of the TFFS method in
other research areas.

With the high level of automation, where the complete data analysis is included in
the measurement process, the possibilities for further acceleration of this workflow are
limited. The limiting factor is now often the duration of the experimental processes,
e.g., processing thin films. Entire robotic systems, as also developed in this thesis for
the TFFS method, can be a further improvement. Even though they cannot reduce the
processing time, the required human working time is reduced. When the robotic system
is coupled to a system for AI-based autonomous discovery, the efficiency of parameter
space mapping can be further increased. During the work on my thesis, I also initiated
an ongoing project of AI-based parameter space mapping using the robot I developed for
the TFFS method. This process is still very similar to the research in this thesis. The
automated analysis gives direct feedback, which is then used to determine the parame-
ters of the subsequent measurement. In both cases, the aim is to obtain a maximized
scientific output by a minimum number of necessary measurements. The only difference
is that the human or the AI determines the measurement settings of the next point.
Hence, this is a continuous further development and optimization of the strategy used
in this thesis.
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6 Authors’ Contributions
In this section, the contributions of all co-authors to all included publications are sum-
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ABSTRACT: Measuring absorption spectra of strongly absorbing
solutions is usually only possible by diluting the solution. However,
the absorption spectra can be heavily influenced by concentration-
dependent interactions, so dilution leads to misleading results. To
enable reliable absorption measurements of concentrated solutions,
we introduce in this work thinning fluid film spectroscopy (TFFS),
a simple and highly automatable method. We present three
exemplary measurement modes of TFFS suitable for many different
applications and validate the TFFS measurements with control data
obtained in specialized, low optical path length cuvettes. Addi-
tionally, we compare the suitability of the different measurement
modes over a broad concentration range and demonstrate the
automation possibilities with a spectroscopy robot. Beyond this automated approach for highly efficient and high-throughput lab
work, we also show the possibility of direct integration into production systems with an in-line setup, which can be incorporated into
a variety of pipe systems. The TFFS method is not limited to samples from material science but can be transferred to a broad variety
of research and industry fields, including proteins, food, and pharmaceuticals or also agriculture and forensics.

1. INTRODUCTION
UV−vis absorption measurements provide a powerful method
for material investigations in solutions in many scientific
communities ranging from biology, chemistry, and physics to
engineering and medicine.1−5 Particularly when the interaction
of materials is being investigated, higher solution concen-
trations and hence strongly absorbing solutions are of interest.
However, such measurements are impossible or at least
challenging in 10 and 1 mm cuvettes. Low photon counts on
the detector become dominated by noise or stray light,
resulting in seemingly lower absorbance and, hence, a
nonlinear distortion of the overall absorbance as a function
of wavelength. To compensate for this effect, the first option is
to perform strong dilutions. However, the dilution of solutions
can strongly change the absorption spectra of the solute as the
intermolecular interactions that determine this spectrum often
change with concentration or even contain the information on
interest in such studies.6−9 Furthermore, dilution is an
additional step in the measurement procedure, limiting in
situ or high-throughput applications.
Second, specialized cuvettes with optical path lengths down

to 0.01 mm exist to access 100-fold higher concentrations, but
more strongly absorbing solutions are still inaccessible. To
broaden this limited measurement range, here we introduce a

novel method, thinning fluid film spectroscopy (TFFS) where
a thin fluid film is created to carry out absorption spectroscopy
in transmission. After the walls of a measurement container
were wetted with the desired solution, multiple absorption
spectra are obtained from white light passing the thinning fluid
film flowing down the walls as a function of time recorded by a
spectrometer. An automated analysis procedure returns a static
absorption spectrum. Due to the simplicity and flexibility of
this approach, it is less costly and more reliable than working
with specialized, low optical path length cuvettes and is less
labor intensive, and the measurement procedure can be fully
automated. Particularly, the possibility for high-throughput
measurements on strongly absorbing solutions makes TFFS an
attractive approach for a broad range of research and
technology applications, from synthesis to processing.
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2. METHODS
2.1. Materials. Rhodamine B was purchased from

Magnacol, PM6 (Mn = 45 kDa, Mw = 93 kDa, PDI = 2.07)
from Brilliant Matters, o-DCB from Acros Organics, KMnO4
from Grüssing, and NaOH from Hedinger.

2.2. Solutions. All of the solutions used were prepared by
weighing the powder to be dissolved, adding the specified
solvent to achieve the given concentration, and eventually
heating it to dissolve all material. For the study of the chemical
reaction of KMnO4 in Figure 3c, 500 μL of a 50 mg mL−1

KMnO4 in H2O solution was mixed with 500 μL of a 100 mg
mL−1 NaOH in H2O solution (first spectrum). 20 μL aliquot
of 100 mg mL−1 Na2SO3 in H2O solution was added for every
further measured spectrum until 400 μL of total addition was
reached.

2.3. Cuvettes. The used low optical path length cuvettes
are Hellma Demountable Cell 106-QS with path lengths of
(0.10 ± 0.005) mm and (0.01 ± 0.003) mm.

2.4. TFFS Measurements. All TFFS measurements were
conducted with an AvaLight-HAL-S-Mini2 halogen white light
source and an AvaSpec-ULS2048CL-EVO-RS-UA spectrom-
eter (both from Avantes). An integration time of 1.8 ms for
pipetting and shaking and 0.1 ms for in-line measurements was
used throughout and averaged as described in the main text
and the figure captions. The measurement times were chosen
individually for every solution, depending on the time scale
with which the absorbance is decreasing with. The
spectrometer was controlled from the same Python scripts as
the pipetting, shaking, and in-line fluid film formation enabling
a measurement start still during the fluid film formation or
immediately after it before the fluid film is thinned too much.
In the case of the shaking mode, the measurement was started

immediately after the last shaking move is finished, while for
the pipetting and in-line measurements, the measurements
were started while the fluid ejection was still ongoing. In
Figures 2 and S4, extracted spectra obtained from several
repeated TFFS measurements were averaged to ensure a high
reliability of the validation. Reference and dark measurements
were used to obtain the absorption values. In the Supporting
Information, the section “Guide to conducting TFFS measure-
ments” provides especially important guidance to find suitable
measurement settings, but also other hints for successful TFFS
measurements.

2.5. Automation. The home-built measurement robot
includes a three-dimensional positioning system for positioning
the pipet tips and glass vials as well as for shaking the glass vials
(ROTH Rotilabo sample vials 4 mL, borosilicate glass, clear)
and taking and dropping the pipet tips (servoprax MINIPET
transparent pipet tips 200 μL), a pneumatic gripping system to
pick and place vials, and a home-built syringe pump for
infusing and withdrawing the solution into the pipet tips.
Moreover, a temperature-controlled heating stage to heat the
glass vials (including all parts of the wall) for temperature-
dependent studies is included in the measurement robot. The
prototypical in-line unit is realized by connecting two air
pumps to a glass tube. The solution can be sucked up into the
measurement tube until the desired filling level is reached, and
the other pump can dispense the solution again when the
hydrostatic pressure and Bernoulli’s principle are not suitable.

3. RESULTS AND DISCUSSION
In the first part of this study, we present our approach of
extracting the absorption spectra from a time series of spectra
acquired, as well as several exemplary measurement modes of a

Figure 1. (a) Sketch of the measurement principle of TFFS and in (b)−(d) three exemplary measurement modes: (b) shaking, (c) pipetting, (d)
in-line. All measurement modes rely on different methods to generate a thin fluid film flowing down the container walls. (e) Time-resolved
absorption spectra of a 1 mg mL−1 Rhodamine B in H2O solution in the shaking mode. The same spectra (f) normalized to peak absorbance and
(g) with an additional baseline correction (extracted from 1.1 eV to 1.4 eV). Dashed lines are disregarded as they are beyond the detection limit;
the light blue curve is the extracted spectrum formed by the average of suitable spectra. (h) Examples of possible applications.
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fully robotic system. In the second part, the presented
measurement modes are validated by measurements in
specialized low optical path length cuvettes. Finally, we
demonstrate the advantage of automated monitoring of
spectral changes with this method.

3.1. Basic Measurement Principle and Exemplary
Measurement Modes. The first step for TFFS measurement
is the generation of a thin fluid film on the walls of the
measurement container. The incoming light examines
simultaneously the front and back film on the container walls
(Figure 1a). Here, we present three exemplary possibilities to
generate such a liquid film for subsequent measurements with
shaking, pipetting, and an in-line approach. These three modes
are suitable for a broad range of applications. In the shaking
mode, a closed vial is rapidly agitated such that the walls above
the fluid level are covered by solution (see sketches in Figures
1b and S1a). In the pipetting mode, the solution is sucked up
into a transparent pipet tip and ejected again. If the wetting
conditions are appropriate, a thin fluid film of solution remains
on the walls instead of being fully ejected (see sketches in
Figures 1c and S1b). Of course, this procedure of sucking up
and ejecting a solution is not only limited to pipet tips but also
applies to, e.g., glass tubes. For an in-line approach, a
transparent tube is mounted onto an existing pipe system
through which the solution of interest flows. By applying a
pressure difference, the solution is sucked up and released
again by inverting the pressure difference to leave behind the
desired fluid film (see sketch in Figures 1d and S2). Moreover,
there are unlimited further possibilities to generate such thin
fluid films, which may be more suitable for specific applications
or exploit special circumstances in the application.
After the fluid film is generated, the fluid flows down the wall

under gravity, thinning the film, while a time series of
absorption measurements records the absorption spectra. The
film thickness decreases with time, and thus, the absorbance
decreases as well, as can be seen in Figure 1e. As the aim of a
measurement is to obtain one single absorption spectrum of
the solution, the time series of spectra requires further
processing. This involves the selection of suitable spectra
from the time series, an averaging procedure of these selected
spectra, and optional baseline correction and normalization.
When all spectra from Figure 1e are normalized to the peak
absorbance in Figure 1 f, it can clearly be seen that the first
strongly absorbing spectra significantly deviate from later
absorption spectra. As discussed before, this is due to low
photon counts and stray light effects when the thickness of the
film is too high. To avoid these artifacts, only spectra with
sufficiently low absorbance are selected for further analysis
(spectra with dashed lines in Figure 1f are omitted). The
threshold for the peak absorbance can be set either manually
by visual control or automatically using a deviation metric
from, e.g., a median spectrum. On the other end of the time
series, spectra are excluded if the films start having too weak
absorption to reduce the noise in the final combined spectrum.
All selected, normalized spectra are averaged to obtain one
single absorption spectrum of the solution. Especially when
many weakly absorbing spectra are included for averaging, the
noise can be reduced by using a weighted average with a higher
weight for the stronger absorbing spectra. Normalized spectra
are obtained since the optical path length at each measurement
is unknown. To extract the molar extinction coefficient a
calibration measurement is necessary to obtain absolute
spectra. To avoid misunderstandings in this regard, we

normalize the spectra to the peak absorbance or to the
absorbance at other characteristic energies in this paper. While
the unknown path length might seem inconvenient compared
to cuvettes, it has to be noted that the uncertainty of the 0.01
mm cuvette used is 3 μm (30%), which also heavily limits the
absolute precision of the results with such low path length
cuvettes. Moreover, even minute evaporation can change the
concentration drastically, as only a few microliters of solution
are used (2.6 μL in the used cuvette). Since the complete
spectrum can sometimes be slightly offset to higher or lower
absorbance (most likely due to refraction effects), a baseline
correction can further increase the precision of the measure-
ment. This predominantly occurs when using relatively weakly
absorbing solutions (as in Figure 1) for TFFS, where larger
film thicknesses can lead to stronger refraction effects. When a
spectral range without absorbance exists, this range can be used
to extract the baseline subtracted from the spectrum. In other
cases, baseline subtractions should be handled with care. In
Figure 1g, we performed a baseline correction to all spectra
(baseline extracted in the low energy range of 1.1−1.4 eV),
which collapses all selected spectra to a single curve.
The minimal measurement time is determined by how

quickly spectra without spectral distortions are recorded and
depends on the solution, the wetting properties of the surface,
the range of interest in the irradiated white light spectrum, and
the spectrometer itself. The typical measurement time to
obtain an averaged spectrum is dominated by the nonsuitable,
initial time of thinning to an appropriate film thickness
followed by further integration time for the acquisition of
suitable spectra, which is in most cases below 10 s. In the
Supporting Information, the section “Guide to conducting
TFFS measurements” also provides guidelines to find a suitable
measurement duration. As the automated analysis can be
performed directly together with the measurement procedure,
the duration from the start of the measurement until a single
fully analyzed absorption spectrum is saved and displayed is in
the same time frame. Due to this short measurement and
analysis time and the simple measurement routine, TFFS is
highly suitable for automation and high-throughput measure-
ments. We developed a measurement robot, which can
measure in shaking (also heated vials) as well as the pipetting
measurement mode, and a prototype of an in-line system
(Figure S2). Thus, this method enables a broad range of highly
efficient studies on strongly absorbing solutions, e.g.,
automated sampling, quality control, chemical reactions,
external parameter studies like temperature studies, and
concentration-dependent studies, just to name a few possible
examples (depicted in Figure 1h). We have applied spectros-
copy to agitation-wetted walls to examine the aggregation state
in semiconducting polymer solutions and used such controlled
solutions to examine the resulting thin film properties.10,11

3.2. Validation and Comparison of Measurement
Modes. To validate the measurements in shaking and
pipetting modes, we compare them with conventional
measurements in specialized low optical path length cuvettes
for varying solution concentrations. Additionally, we examine
the suitability of the shaking and pipetting measurement
modes for different concentration regimes. In Figure 2a−c,
comparisons of three exemplary concentrations of the
prototypical fluorescent dye Rhodamine B in water are
displayed, and comparisons of further concentrations are
displayed in Figure S4. At a concentration of 8 mg mL−1 in
Figure 2b, the spectra of both measurement modes fit perfectly
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to the measurement in a 0.01 mm optical path length cuvette,
demonstrating the validity and high suitability of the shaking
and pipetting measurements. At an even higher concentration
of 32 mg mL−1 in Figure 2c, the shaking and pipetting
measurements are also in very good agreement, but the
measurement in the 0.01 mm optical path length cuvette is
deviating strongly due to the detection limit of the
spectrometer (as also observed in Figure 1d with too high
film thicknesses). This demonstrates that we can exceed the
measurement range achievable with a 0.01 mm cuvette toward
higher concentrations with our method (see also Figure 2e).
Mere visual control is insufficient to identify that the cuvette
measurement is distorted. In the Supporting Information
section “Are my static absorption spectra distorted?”, we
provide guidelines to detect distorted spectra in cuvette
measurements. There, we also proved in Figure S6 by tilting
the cuvette (setup in Figure S5) that the 32 mg mL−1 cuvette
measurement is distorted. At a relatively low concentration of
0.25 mg mL−1, the shaking measurement is also very well in
line with the measurement in a 0.1 mm cuvette (see Figure
2a), so that the shaking measurements cover a large dynamic
range starting from where standard 1 mm cuvettes are not
usable anymore up to very strongly absorbing solutions (see
Figure 2e). The pipetting measurements show weaknesses at a
concentration of 0.25 mg mL−1 with an increased noise level
and a deviating spectrum. The reason is that the polypropylene
surface of the pipet tips has different wetting properties
compared to the glass vials used for shaking. Therefore, the
solution flows off faster (approximately 0.1 s for complete
dewetting), reducing the available measurement time drasti-
cally for water-based solutions. When a complete dewetting
takes place within less than 1 s, the results should be handled
with care. In the case of low concentrations, poor wetting is a
disadvantage, but it turns into an advantage at high
concentrations, where the waiting time until the absorbance
drops to a suitable measurement level is also drastically
decreased. Thus, at the lower absorbance boundary, the
shaking mode (glass walls) is more suitable, while at the upper

absorbance boundary, the pipetting mode (polypropylene
walls) is faster and results in thinner wetting films for water-
based solutions. In the broad intermediate range, both
measurement modes are highly suitable, and the selection of
one measurement mode depends more on the practicability of
the application. The wetting behavior heavily depends on the
fluids used, and most nonwater-based solutions, e.g., solutions
in organic solvents, do not feature dewetting issues, neither on
polypropylene nor on glass (see more detailed note on
wettability in Supporting Information).
An overview of reliable spectra obtained from different

concentrations in the shaking mode is displayed in Figure 2d.
The large concentration dependency of the absorption spectra
of Rhodamine B clearly demonstrates that the dilution of a
concentrated solution to measure its absorption spectrum can
yield strongly deviating results. Therefore, a method to
measure strongly absorbing solutions is inevitable for
undistorted measurements and enables studies without
changing molecular interactions within the investigated system.

3.3. Automated Monitoring of Spectral Changes.
TFFS is highly suitable for automated characterization. Our
robotic setup includes a heating station for glass vials, enabling
automated temperature studies of the absorption spectrum, as
shown for the semiconducting polymer PM6 in o-DCB (Figure
3a), a high-performance polymer for organic solar cells. For
each temperature step, the heated glass vial is picked up by the
robot and moved to the measurement position, where the
shaking and measurement take place. Then it is placed back
into the heating station. After reaching the new temperature
and further 2 min of equilibration, the measurement is
repeated. The same automated pick-and-place measurement
principle can also be used for autosampling of different
samples, possibly also combined with a temperature scan of a
variety of samples. The resulting temperature scan in Figure 3a
shows a gradual transition from an aggregated polymer phase
at low temperatures to an amorphous polymer phase at high
temperatures.12−14 Usually temperature scans like this are done
on highly diluted solutions in 10 or 1 mm cuvettes, but apart

Figure 2. (a)−(c) Comparisons of the same Rhodamine B in H2O solutions measured with the pipetting and shaking measurement mode and in a
short optical path length cuvette ((a) 0.10 mm, (b) and (c) 0.01 mm) for three different concentrations: (a) 0.25 mg mL−1, (b) 8 mg mL−1, and
(c) 32 mg mL−1. (d) Concentration-dependent absorption measurements of Rhodamine B in H2O measured in the shaking mode. (e) Schematic
comparison of the dynamic concentration range of the TFFS method compared to the dynamic concentration range of different cuvette path
lengths. The vertical lines schematically demonstrate the concentration of the measured solutions in (a)−(c) on the log(c/c0)-axis, where c0 is an
arbitrary reference concentration.
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from changes in the absorption spectra, this can also change
the transition temperatures. This can be seen in Figure 3b,
where about 10 °C more is needed to achieve a similarly
amorphous state in an 8 mg mL−1 solution compared to a 2 mg
mL−1 solution due to increased polymer−polymer interactions.
Compared with the automated sampling in shaking and

pipetting modes, an in-line approach offers other possibilities
for automation. A liquid flowing through a pipe system can
(almost) continuously be monitored, either for quality control
(QC) purposes or to trigger processing actions. Especially for
QC purposes, high repeatability of the measurements is
important to differentiate between natural fluctuations and
quality problems. Therefore, we conducted a repeatability test
with our prototypical in-line measurement unit. In Figure 3c,
50 consecutively extracted static spectra of alkaline 25 mg
mL−1 KMnO4 in H2O solution using the in-line system are
displayed. This clearly demonstrates a high repeatability, which
is suitable for many QC applications. Additionally, in Figure
3d, we show the simple possibility of monitoring spectral
changes occurring in the solution flowing through the pipe
system. In a stepwise manner, we added identical volumes of a
Na2SO3 solution to an alkaline KMnO4 solution, monitoring
the resulting absorption spectra. Due to the chemical reduction
of MnO4

−, there is a gradual color change from pink over
green (MnO4

2−) to brown (MnO2).
15−17 The color change to

brown is accompanied by precipitation of the solute, leading to
light scattering over the whole spectral range, which is
(partially) corrected by the baseline correction.

4. CONCLUSION
We developed a novel absorption spectroscopy method, TFFS,
for strongly absorbing solutions, which exploits the low optical
path length through fluid films on surfaces after they are wetted
with the desired solution. As the solutions gradually flow off
the surface, a broad range of optical path lengths is accessible.
A weighted average over normalized and background-corrected
spectra extracted from path lengths suitable for the specific
solution is used to extract a static absorption spectrum of the
solution. Therefore, the same setup can be used to measure a
large dynamic range of absorbances. We demonstrated, for an
example material system (Rhodamine B in water) that the
covered measurement range extends from solutions, which can
still be measured in 1 mm cuvettes, to solutions with
significantly higher concentrations than we can measure
without distortion in 0.01 mm cuvettes. Thinning fluid films

can also be used in many other applications where longer path
lengths can be an issue, like self-absorption in photo-
luminescence measurements of strongly absorbing solutions.18

There exists a multitude of possibilities to generate a thin
liquid film, making this approach very versatile for many
different applications. In this work, we introduced, validated,
and compared three different exemplary measurement modes
(shaking, pipetting, and in-line). There is very good agreement
with measurements in specialized cuvettes, making TFFS
highly suitable to obtain absorption spectra for a broad range
of concentrations in an automated manner. However, it has to
be noted that due to the unknown optical path length, no
absolute absorbances, but only normalized absorbances, can be
extracted. In cases in which an application requires absolute
absorbances, possibilities may be to add marker molecules
(with known absorbance and no interaction with the solute),
exploit white light interference, or use separate calibration
measurements.
All three introduced measurement modes are highly suitable

for automated high-throughput measurements and cover a
broad range of possible applications. To demonstrate the
automation potential, we implemented TFFS in a spectroscopy
robot combining the pipetting and shaking measurement
modes, which was also used to fully automatically acquire a
temperature series of polymer solution absorption spectra.
Moreover, the separate in-line setup, which we used to monitor
a chemical reaction, is also fully automated and can be
incorporated into pipe systems, e.g., to monitor industrial
processes.
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Figure 3. (a) Temperature scan of 8 mg mL−1 PM6 in o-DCB solution in the shaking mode. (b) Comparison between PM6 in o-DCB solutions
with 8 mg mL−1 and 2 mg mL−1 at 160 °C and 8 mg mL−1 at 170 °C. (c) Repeatability test of an in-line measurement unit: 50 repeated spectra of
an alkaline 25 mg mL−1 KMnO4 in H2O solution. (d) Stepwise addition of a Na2SO3 solution to an alkaline KMnO4 solution measured in the in-
line measurement unit (baseline correction at 1.2 eV, normalization at 3.3 eV).
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Figure S1. Sketches of the experimental realization of the (a) shaking, and (b) pipetting 

measurement mode used in this work: (a) A mechanical gripper places the measurement 

container in the white light beam and performs a horizontal shaking motion with high 

frequency. When the last move of the shaking motion is finished, the TFFS measurement is 

started immediately. (b) The pipette holder, which is mounted to the three-dimensional 

positioning system, takes up the pipette tip and immerses it into the desired solution. A syringe 

pump, which is connected via a tube and o-ring to the pipette holder, is used to suck up the 

solution. After positioning the pipette tip at the measurement position, the solution is ejected 

by the syringe pump and the measurement is started while the ejection is still ongoing. 
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Figure S2. Sketch of prototypical in-line setup. The fluid is pumped through a pipe system, 

where a TFFS unit is inserted. Air pump 1 generates a negative pressure above the fluid level 

in the TFFS unit, which leads to a rising fluid level in the TFFS unit. The fluid level drops again 

when air pump 1 is switched off and air pump 2 is switched on, leading to a positive pressure 

above the fluid level. Absorption spectra can then be measured through the remaining liquid 

film on the TFFS unit. 

 

Guide to conducting TFFS measurements 

 

Figure S3. Decay of the peak absorbance over time extracted from the measurement displayed 

in Figure 1 in the main paper. 

 

This section provides a guide to conducting TFFS measurements. It focuses on the important 

points for finding suitable measurement settings. To ensure that the complete relevant part of 

the fluid film thinning of the solution is captured, it is the safest option to start the time-resolved 

spectroscopy measurement directly when the fluid film thinning starts or even before. Thus, 
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either a proper synchronization between the mechanism controlling the buildup of the fluid film 

and the measurement, e.g. by a trigger or control from the same software, or a sufficient time 

buffer before the measurement should start, is required. 

Of the measurement itself the important settings are the duration of the complete measurement 

and the repetition rate of the time-resolved measurement. To find suitable settings an empirical 

approach is the best option as these settings heavily depend on the viscosity, wetting properties 

and absorption of the solutions. A suitable approach is to track the peak absorbance or the 

absorbance at another point in the absorption profile over time, as it is done in Figure S3. The 

timescale of the decay of the absorbance determines a suitable time resolution as well as a 

suitable measurement duration. The duration needs to be long enough so that the film thinning 

continues far enough to be in the range of undistorted measurements. A procedure to find the 

point, from where the spectra are undistorted is presented in Figure 1 (e)-(g) and the 

corresponding main part of the publication. This evaluation can be carried out once for a 

material to determine at which peak absorbance the detection limit roughly lies. This rough 

limit may also be used for other materials with similar absorption profiles but needs to be redone 

when the range of strong absorption lies in spectral ranges with different light source intensity, 

e.g. in the UV. It is important to measure sufficiently long in the undistorted regime. When the 

peak absorbance range for undistorted measurements is known, the measurement duration can 

be chosen to reach well into this regime.  

When the detection limit and the suitable measurement duration are known, the repetition rate 

can be optimized. It is important that no averaging over strong thickness changes is taking place, 

hence that the peak absorbance barely changes between measurements. This is the case when 

the difference between the peak absorbance of two neighboring data points in the decay curve 

is small compared to the actual peak absorbance. If the difference is too big this may result in 

artifacts. In the example in Figure S3 in the early range of the measurement with peak 

absorbances above roughly 1.5 the changes are too big, but as this range also lies in the detection 

limit, this is no problem. Oversampling with a higher than required time-resolution is of course 

possible but increases file sizes and computing time for the analysis without improvement of 

the result. 

When the measurement settings are chosen according to this guide, reliable measurements are 

conducted, which can be converted into a single absorption spectrum as described in the main 

part of this publication belonging to Figure 1 (e)-(g). When the used solvent is volatile in the 

measurement settings, e.g. due to a low boiling point or elevated temperature care has to be 
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taken to avoid excessive evaporation. In these cases, the shaking mode with tightly sealed 

containers is a particularly good choice.  

 

Figure S4. Comparisons of Rhodamine B in H2O solutions with different concentrations 

measured with the pipetting (not for (a)) and shaking measurement mode and in short optical 

path length cuvettes ((a)-(c) 0.10 mm, (d)-(i) 0.01 mm): (a) 0.125 mg mL-1 (concentration too 

low for pipetting measurement), (b) 0.25 mg mL-1, (c) 0.5 mg mL-1, (d) 1 mg mL-1, (e) 2 mg 

mL-1, (f) 4 mg mL-1, (g) 8 mg mL-1, (h) 16 mg mL-1, (i) 32 mg mL-1. The deviations of the 

pipetting measurements in (b)-(d) are due to too fast dewetting (approx. 0.1 s), while in (e)-(i), 

no dewetting but thinning took place, which was on the second timescale.  The deviations in 

(h) and (i) are due to a too strong absorbance in the cuvette, resulting in low counts beyond the 

detection limit for the cuvette but adequate measurements for the pipetting and shaking. 
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Are my standard static absorption spectra distorted? 

In TFFS measurements it is easy to determine when spectra are distorted due to detected light 

intensity below the detection limit, as it was demonstrated in Figure 1 in the main paper. This 

easy proof relies on changing optical path lengths, where the normalized and baseline-corrected 

absorption spectra must not change with path length. When the spectra deviate for higher path 

lengths (i.e. of the initially too thick fluid film), these spectra are not reliable as counts on the 

detector due to stray light contribute significantly and distort the obtained spectra. 

However, varying the optical path length in standard static absorption spectra in cuvettes is less 

straightforward. If there is a cuvette available with lower optical path length, it can be used to 

check for deviations. However, when testing such limits, usually the cuvette with the lowest 

optical path length available is already in use. A possible method to change the optical path 

length without changing the cuvette is to tilt it. We designed a cuvette holder suitable for all 

standard cuvettes (see Figure S5), where cuvettes can be inserted perpendicular to the light path, 

but also tilted by 30°, increasing the path length by about 15%. The light source and 

spectrometer can be connected by glass fibers to the cuvette holder. The CAD-files for 3D-

printing are available as further files of the supporting information and on MakerWorld 

(https://makerworld.com/en/models/687708). In Figure S6 (a)-(b) normalized and baseline 

corrected absorption spectra of Rhodamine B solutions with concentrations of 8 mg mL-1 and 

32 mg mL-1 in a 0.01mm cuvette measured at 0° (perpendicular) and tilted by 30° are displayed. 

At 8 mg mL-1 in Figure S6 (a) both spectra are almost identical, implying that the measurements 

are undistorted. In contrast, the analogous measurements of the 32 mg mL-1 solution in Figure 

S6 (b) show clear deviations, which is a clear indicator, that stray light contributes significantly 

to the signal. Thus, a lower path length, either by a suitable cuvette (if available) or by TFFS, 

is required for reliable measurements. These measurements can also be done in the same cuvette 

holder with cuvettes with other path lengths, e.g. in Figure S6 (c)-(d) with 10 mm cuvettes, 

where there are also deviations visible in Figure S6 (d) in contrast to the perfect match in S6 

(c). 

There may also be other options to use knowledge about the solutions (e.g. peak shape analysis, 

use of known spectra) to identify distorted spectra due to the detection limit of the setup. 

However, it has to be noted that using the knowledge of the setup and solutions always includes 

significant uncertainty strongly depending on how good the knowledge is and may also be less 

sensitive than comparing measurements at different path lengths. 
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Figure S5. (a) Cuvette holder designed to measure absorption spectra through cuvettes (b) 

perpendicular and (c) tilted by 30° (in (b) and (c) 10 mm cuvette). (d) Adapter inset to perform 

same measurements on (e) 1 mm cuvettes. (f) Very thin demountable cuvettes (here 0.01 mm) 

can also be inserted together with the corresponding holder pressing the two parts together. The 

CAD files for 3D-printing the cuvette holder in (a) and the adapter inset in (d) are available as 

separate files in the SI and on Makerworld (https://makerworld.com/en/models/687708) 
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Figure S6. Measurements of Rhodamine B solutions with different concentrations in cuvettes 

perpendicular and tilted by 30° to the light path: (a) 8 mg mL-1 solution in 0.01 mm cuvette, (b) 

32 mg mL-1 solution in 0.01 mm cuvette, (c) 0.00391 mg mL-1 in 10 mm cuvette, (d) 0.0156 

mg mL-1 in 10 mm cuvette. 
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Note on wettability: 

The wetting behavior heavily depends on the fluids and surfaces used as the affinity between 

the fluid and the surface controls its contact angle and, therefore, the wettability. The strong 

polarity and hydrogen bonding of water compared to the almost vanishing polarity and 

hydrogen bonding of polypropylene leads to dewetting issues in the extreme case of water on 

polypropylene, while there are no problems with water on glass due to the higher affinity and 

also for most other solvent-surface combinations.[1] For example, many organic solvents 

possess low polarity and hydrogen bonding, leading to a high affinity to polypropylene with 

very low contact angles.[1] We have successfully carried out the shaking and pipetting 

measurement mode with water and different organic solvents, e.g. chloroform, 

dichlorobenzene, and o-xylene. The wettability of arbitrary solvents can be checked via their 

Hansen Solubility Parameters.[1,2] In case there are wetting issues for a certain surface-solution 

combination, surface treatments, e.g. plasma treatment, silanization or coatings, or alternatively 

surfactants in the solutions can help to increase the wettability. 
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1. Introduction

A major branch of organic semiconductor research deals 
with understanding and optimizing morphology. In this field, 

The properties of semiconducting polymers are strongly influenced by their 
aggregation behavior, that is, their aggregate fraction and backbone planarity. 
However, tuning these properties, particularly the backbone planarity, is 
challenging. This work introduces a novel solution treatment to precisely 
control the aggregation of semiconducting polymers, namely current-induced 
doping (CID). It utilizes spark discharges between two electrodes immersed 
in a polymer solution to create strong electrical currents resulting in tempo-
rary doping of the polymer. Rapid doping-induced aggregation occurs upon 
every treatment step for the semiconducting model-polymer poly(3-hexylth-
iophene). Therefore, the aggregate fraction in solution can be precisely tuned 
up to a maximum value determined by the solubility of the doped state. A 
qualitative model for the dependences of the achievable aggregate fraction 
on the CID treatment strength and various solution parameters is presented. 
Moreover, the CID treatment can yield an extraordinarily high quality of 
backbone order and planarization, expressed in UV–vis absorption spectros-
copy and differential scanning calorimetry measurements. Depending on 
the selected parameters, an arbitrarily lower backbone order can be chosen 
using the CID treatment, allowing for maximum control of aggregation. This 
method may become an elegant pathway to finely tune aggregation and solid-
state morphology for thin-films of semiconducting polymers.
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particularly intensive work is done on 
polymer aggregation as it paves the way 
toward efficient charge transport.[1–4] 
Moreover, the altered aggregate absorp-
tion spectrum enables harvesting a 
broader spectral range of light. The most 
common ways of influencing aggrega-
tion are thermal annealing, solvent vapor 
annealing, processing from a mixture of 
good solvents with fractions of marginal 
or poor solvents, and using other solvent 
additives.[5–8] Some of these methods 
are post-treatment steps for the dried 
film, while others modify the aggrega-
tion behavior during the drying process. 
Complexity further increases moving 
from single materials to multi-component 
blends. Therefore, it is desirable to obtain 
a well-defined aggregation state already in 
solution before blending of materials and 
further processing.

Poor solvent additives have success-
fully been used to induce pre-aggregation. 
However, this pre-aggregation has limited 
control, because such additives can have 
further effects, like gel formation, and the 

quality of backbone order is often reduced due to the lower sol-
vent quality.[9–12] The reason for the associated lower backbone 
ordering is linked to the different mechanisms responsible 
for the ordering in different molecular directions: backbone 
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ordering, side-chain ordering, and π–π stacking.[13] Depending 
on the driving forces of the aggregation process, different direc-
tions of molecular ordering contribute to a different extent, ena-
bling a higher quality of order in one direction at the cost of the 
quality of order in one or both other directions.[13,14] As trans-
port properties are mostly influenced by backbone ordering, an 
aggregation mechanism leading to a high quality of backbone 
order is of interest.

Doping-induced aggregation can lead to pre-aggregation in 
solution with the desired high quality of backbone order. Mole-
cular doping results in backbone planarization, which then 
transfers to the high quality of backbone order in the produced 
aggregates.[15] Usually, doping is achieved by adding dopant 
molecules to the polymer solution, for example, F4TCNQ 
(2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane). A charge  
transfer between the dopant and the polymer occurs, and 
the dopant counterions subsequently remain in the solu-
tion and also in produced thin films, permanently doping the 
system.[15–19]

In some cases, permanent doping is desired. However, the 
most suitable dopant amount for aggregation control and per-
manent doping is not necessarily identical. Thus, decoupling 
doping-induced aggregation from permanent doping would be 
highly beneficial.

Here, we present an approach to exploit doping-induced 
aggregation without permanently doping the material 
system. Using this novel current-induced doping (CID) 
treatment allows us to achieve temporary doping of the 
polymers leading to an accompanying temporary change of 
solubility. We demonstrate that this electronic solution treat-
ment works in a wide variety of solvents, including green 
solvents, and does not require any chemical additives. The 
CID treatment allows for the systematic control of the aggre-
gate fraction as well as the quality of backbone order of the 
semiconducting polymer poly(3-hexylthiophene) (P3HT) in 
solution.

2. Temporary Doping for Aggregation Control

In general, for aggregation to occur, the backbone of a polymer 
needs to straighten before folding or attaching to an existing 
aggregate.[20] A doping-induced aggregation pathway known 
from the literature occurs according to the steps shown in 
Figure  1c: The charge induced by the dopant influences the 
rigidity of the backbone and decreases the solubility in non-
polar organic solvents compared to the neutral polymer.[16,17,19] 
Hence, after planarization, the chain folds and forms a 
single-chain aggregate where the charge is delocalized in the 
conjugated system and stabilized via π–π stacking.[16] This 
single-chain aggregate can act as a nucleating site for neutral 
chains stabilizing the charged aggregate further through addi-
tional π–π interactions.[16]

In this paper, we actively aim to exploit this mechanism by 
temporarily charging some of the backbones electronically. 
To achieve a uniform charge distribution on the backbone in 
order to examine the general principle of this doping mecha-
nism, we choose a highly investigated conjugated homopol-
ymer, namely the model polymer P3HT. Using simulations, 
we demonstrate that doping this backbone results in the pla-
narization step necessary for aggregation. Density functional 
theory (DFT) simulations show that dihedral rotation between 
two P3HT monomers is suppressed due to a strongly increased 
energy barrier when positive charge is added to the mono-
mers (Figure  1a). This results in the planarization of a doped 
backbone section.

2.1. Proposed Process

To gain specific aggregation control, we choose a process 
that allows us to temporarily dope a fraction of the poly-
mers within a solution. We achieve this with a strong cur-
rent through the polymer solution. As displayed in Figure 1b, 

Small 2023, 19, 2207537

Figure 1.  a) Simulation results of energetic profiles (shifted to minimum energy at 180°) upon rotating the dihedral angle between two 3-methyl-
thiophene monomers. The energetic profiles were obtained with DFTB3 simulations and rescaled with the more precise energy barriers obtained 
from DFT simulations (more details in the Experimental Section and Table S1, Supporting Information). The inserted molecular structures 
visualize a part of the simulated molecules (consisting of four monomers) at 90° and 180°. b) Schematic diagram of the experimental setup 
for CID treatment consisting of two tungsten wires connected to a charged capacitor. The field strength between the wires is increased above 
the breakdown field strength for a spark discharge to occur. This spark results in the doping and, hence, planarization of a polymer chain.  
c) In doping-induced aggregation, the doped chain (red) can fold and act as a nucleating site for neutral chains (black) to form highly ordered 
aggregates.[16]
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we approach two tungsten wires within our polymer solution 
connected to a charged capacitor. When the distance between 
the wires in solution is decreased sufficiently that the elec-
tric field strength between the two electrodes is increased 
above the breakdown field strength, a conductive channel 
builds up, consisting of ionized solvent and polymer.[21] The 
strong current flow locally induces evaporation in a small 
volume around the conductive channel due to Joule heating. 
This rapid expansion of the evaporating solvent then mixes 
the solution. Hence, the charged polymer and other ions 
and radicals generated in the conductive channel are spread 
across the complete solution. The ion and radical species 
depend on the solvent, but they are reliably produced, regard-
less of the solvent. The charged, that is, doped, polymer can 
start doping-induced aggregation in the complete volume. 
Moreover, certain ions and radicals can act as dopants and 
dope further polymer chains increasing the effect. It has to 
be noted that there may be more than one charge on some of 
the polymer chains. The doping and resulting aggregation are 
both demonstrated in the absorption spectra upon CID treat-
ment of P3HT in chloroform (CF). The doped chains give 
rise to a polaron signature in the low energy region, and the 
aggregation changes the absorption in the visible region, see 
Figure S1a, Supporting Information. After the termination 
of the current and, therefore, also of the energy input, the 
ionization and radical generation are stopped. The remaining 
ions and radicals recombine again with counterions and 
other radicals to neutral non-reactive products. With time the 
excess charge dissipates in the system and, thus, the doping 
process and the aggregation stop.

This way, we achieve a fast, temporary, and additive-free 
doping-induced aggregation of the prototypical semiconducting 
polymer P3HT.

3. Controlled Increase of Aggregate Fraction

To demonstrate the range of control available with the pro-
posed CID, we systematically investigate the aggregation pro-
cess and the resulting aggregates as a function of experimental 
parameters.

Carrying out the CID treatment repeatedly, we can demon-
strate a systematic increase in aggregate fraction and analyze 
the produced aggregates. Figure  2a shows solution spectra of 
12 mg mL−1 P3HT in CF solutions with an increasing number 
of identical CID treatment steps. Every additional treatment 
step leads to an increased aggregate absorption, which can 
be clearly identified by the A1 and A2 peaks in the range of  
1.9–2.3  eV (related  to the 0–0 and 0–1 vibronic transi-
tions  of  non-aggregated  P3HT). To determine the increasing 
aggregate fraction, we used the approach of scaling an amor-
phous spectrum to the high-energy shoulder of the obtained 
absorption spectra at ≥2.6  eV, fitting the A1–A5 peaks to the 
remaining fraction of the spectra and considering the different 
molar extinction coefficients of the amorphous and aggregated 
P3HT (details in Experimental Section).[22,23] Figure 2b and fur-
ther data in Figure 5 demonstrate that in this experiment, the 
aggregate fraction in solution could be tuned between 0% to at 
least about 57%, which is a typical value for aggregate fractions 
in thin films.[24,25] Two references for P3HT without CID treat-
ment are provided, namely, 12 mg mL−1 P3HT in CF solutions 
were 1) left for 25 days at 20 °C (time-induced aggregation) and 
2) cooled for 65  min at −18 °C (temperature-induced aggre-
gation), see Figure  2b, blue and green dots. Both procedures 
yielded aggregate fractions of 2.4% and 5.1%, respectively, 
which meet the expectations in the good solvent CF.[26]

The aggregate fraction is further influenced by several dif-
ferent parameters. We systematically studied the effect of 

Small 2023, 19, 2207537

Figure 2.  a) Normalized absorption spectra of 12 mg mL−1 P3HT in chloroform (CF) solutions with an increasing number of spark treatment steps 
(from yellow (untreated) to purple (highest number of treatment steps); capacitor charged with 300 V). b,c,e) Results of fitting the vibronic structure 
(A1 and A2 first two peaks; details in Experimental Section) in spectra from (a) and reference spectra of 12 mg mL−1 P3HT: 1) left for 25 days at 20 °C 
(time-induced aggregation) and 2) cooled for 65 min at −18 °C (temperature-induced aggregation). b) Minimum aggregate fraction, c) A1 peak posi-
tion, and e) ratio between peak amplitudes of the A1 to A2 peak. d) Thermogram of the first DSC heating cycle of 12 mg mL−1 P3HT in CF vacuum-dried 
solutions with CID treatment (purple) and reference without treatment (orange).
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temperature, polymer concentration, solvent, poor solvent addi-
tion, and CID treatment strength on the achievable aggregate 
fraction. In Figure  3a–c, the aggregate fractions upon CID 
treatments with 600  V discharges at three different tempera-
tures of 2 mg mL−1 P3HT in tetrahydrofuran (THF) solutions 
are displayed. At all three temperatures, we observe the same 
general trend. The first CID steps result in a rapid increase in 
the aggregate fraction. However, the effect due to further CID 
steps is getting weaker, and a constant value for the aggregate 
fraction is approached, which we will refer to as the maximum 
achievable aggregate fraction under a specific set of conditions. 
This maximum value increases with decreasing temperature. 
At 30 °C, an aggregate fraction of up to 53% can be achieved, 
while it is 39% at 40 °C and only 27% at 50 °C. In other words, 
an aggregate fraction below 27% can be achieved with all three 
tested temperatures by adjusting the number of treatment 
steps. However, a lower temperature must be chosen to reach 
higher aggregate fractions.

Moreover, we increase the treatment strength in a 2 mg mL−1 
P3HT in THF solution at 40 °C by increasing the voltage for 
charging the capacitor. With a higher charging voltage, more 
charge is stored on the capacitor for the spark discharge, and 
the breakdown field strength is already reached at a larger dis-
tance between the two wires. In Figure 3d, the capacitor was at 
first charged with a voltage of 300 V, resulting in the aggregate 
fraction leveling off at only 12%. Increasing the voltage to 450 V, 
the stronger treatment strength increases the achievable aggre-

gate fraction up to 36%. Still on the same solution, the voltage 
was further increased to 600  V, yielding another increase in 
the achievable aggregate fraction of up to 46%. Apart from this 
consecutively increased treatment strength, it is also possible to 
use one fixed treatment strength (600 V in Figure 3b), resulting 
in a systematic but not identical increase in aggregate fraction.

We also tested the impact of the polymer concentration and 
the poor solvent content (see Figure S2, Supporting Informa-
tion) on the achievable aggregate fractions. The maximum 
value increases with the polymer concentration and the content 
of the poor solvent.

4. Quality and Tunability of Backbone Order

While the aggregate fractions can be tuned over a wide range 
using consecutively increasing as well as a fixed treatment 
strength, the quality of backbone order is also of great interest 
in organic electronics. From the absorption spectroscopy data, 
we can extract information on aggregate properties. The peak 
positions of the A1 absorption and the peak ratios between 
the A1 and A2 peaks of the aggregates (obtained from the cor-
responding fits) reveal information on the quality of backbone 
order. Compared to the reference samples, the peak positions 
of the A1 peak (lower energy peak) show a clear redshift by  
≥10 meV (Figure  2c). This shift can be attributed to a higher 
conjugation length and, thus, to a more planar polymer back-
bone within the aggregates.[27–29]

The conclusion on the higher backbone ordering for CID 
aggregates is further supported by the relative changes of the 
peak ratios between the A1 and A2 peaks, where the CID aggre-
gation leads to the highest peak ratios of up to 1.16, Figure 2e. 
A higher peak ratio results from smaller inter-chain electronic 
couplings, which result from larger conjugation lengths, 
and, thus, more planar backbones of the π-stacked polymer 
chains.[27,30–32]

For subsequent CID steps, the peak ratios between the A1 
and A2 peaks show a decay with increasing treatment strength. 
This indicates that the quality of backbone order is slightly 
decreasing with an increasing number of treatment steps.

The enhanced backbone planarization is further supported 
by the strong stability of the aggregates revealed by differential 
scanning calorimetry (DSC) measurements on vacuum-dried 
polymer solutions. The thermogram of the first heating cycle 
(Figure 2d) reveals the melting peak of the material with CID 
treatment at 248.7 °C. This melting peak is with 8.8 °C signifi-
cantly higher than the melting peak of the untreated reference 
material at 239.9 °C, which was processed identically except for 
the CID steps. A peak at 248.7 °C is a surprisingly high value 
for P3HT. Usually, from the position of the melting peaks, 
it is possible to calculate ζ, the number of repeating units 
of the polymer along the chain axis, based on the following 
relationship[33]

a T

T T
ζ =

−
· m

0

m m
0

� (1)

Tm
0  is the melting temperature of a P3HT crystal of infinite size 

and a is an experimentally derived constant. Snyder et al. obtained 
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Figure 3.  Fit results from associated UV–vis measurements: aggregate frac-
tion in dependency of the number of spark treatment steps for 2 mg mL−1  
P3HT in tetrahydrofuran (THF) solutions; a–c) with fixed treatment 
strength (capacitor charged with 600  V), but different temperatures:  
a) 50 °C, b) 40 °C, and c) 30 °C; d) with the same temperature (40 °C) 
but consecutively increasing voltage for charging the capacitor from 300 
(yellow) to 450 V (pink) and finally 600 V (purple).
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from their study of short P3HT chains without chain folding 
and oligomers Tm

0  = (545 ± 6) K (272 °C) and a = −5.4 ± 0.5.[33]  
Using these values and setting the results in relation to litera-
ture values of lamellar widths, we can assume an increase in 
lamellar width of at least 30%.[34,35] This indicates that the pla-
narized parts of the involved backbones need to be significantly 
longer for the CID-treated P3HT.

Similar results can be achieved by investigating solutions of 
CID-treated and reference P3HT in CF. Upon heating, the ref-
erence P3HT dissolves in CF at around 40 °C, while the P3HT 
with CID treatment can only be entirely dissolved in CF under 
sealed conditions at about 80 °C (see Supporting Information).

Re-dissolved P3HT solutions with CID treatment possess 
a nearly identical molecular weight distribution compared to 
untreated solutions (Figure S3, Supporting Information). In 
addition, the second heating curves of the CID-treated sample 
and the reference feature an almost identical melting peak 
(Figure S4, Supporting Information). Furthermore, the fact that 
the CID-treated P3HT can be completely re-dissolved demon-
strates the reversibility of the CID treatment. This treatment 
only forms improved aggregates but does not significantly alter 
the chemical structure of the polymers permanently.

4.1. Role of Treatment Protocol

Evaluating the absorption spectroscopy data of the experiments 
with variation in treatment protocol from Figure  3 reveals 
further information on the formation process. The results in 
Figure 4a show the general tendency that after a range of rela-
tively constant quality of backbone order, that is, constant A1 
peak position, at intermediate aggregate fractions, the quality of 
backbone order decreases at high aggregate fractions, reflected 

in the blueshift of the A1 peak. This decrease is more pro-
nounced and sets in at lower aggregate fractions for the treat-
ment with consecutively increasing strength. At low aggregate 
fractions, a higher quality of backbone order can be achieved 
with lower treatment strength (300 V treatment vs 600 V treat-
ment). The values for the A1 to A2 peak ratio in Figure 4b, with 
an initial plateau and a decreasing trend for higher aggregate 
fractions, support the same conclusion for the impact of the 
consecutively increasing and fixed treatment strength on the 
backbone ordering.

Therefore, we can conclude that a lower treatment strength 
is beneficial at low aggregate fractions, however, limiting the 
achievable range of aggregate fractions. For high aggregate frac-
tions, a higher fixed treatment strength yields a better aggregate 
quality than the consecutively increasing treatment strength.

4.2. Role of Solvent

The CID treatment allows inducing aggregation in various sol-
vents, including green solvents. We examined the CID treat-
ment in the following solvents: chloroform (CF), toluene (TOL), 
o-xylene (OX), tetrahydrofuran (THF), and various mixing ratios 
of OX and the poor solvent acetonitrile (ACN). For all tested sol-
vents, control over the aggregate fraction can be realized. The 
main changes between the solvents are systematic differences in 
the quality of the backbone order. In Figure 5a,b, we summarize 

Small 2023, 19, 2207537

Figure 5.  Fit results from associated UV–vis measurements: a) A1 peak 
position and b) ratio of the peak amplitudes between the A1 peak and the 
A2 peak obtained from fitting the vibronic structure from more than 600 
individual spectra obtained in more than 30 independent CID treatments 
series. The data are categorized by the used solvents: chloroform (CF, 
black), toluene (TOL, blue), o-xylene (OX, orange), tetrahydrofuran (THF, 
red), and various mixing ratios of o-xylene and acetonitrile (OX + ACN 
mixtures, purple).

Figure 4.  Fit results from associated UV–vis measurements: a) A1 peak 
position and b) peak amplitude ratio between A1 peak and A2 peak 
obtained from fitting the vibronic structure from the spectra of the experi-
ments in Figure 3b,d (same color code used).
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the results of fitting more than 600 spectra obtained in more than 
30 independent CID treatment series, mainly using various non-
chlorinated solvents. All datasets from one solvent are shown in 
a single color. The A1 peak position, as well as the peak ratios 
of the absorption spectroscopy data, shows the same systematic 
tendencies: The quality of the backbone order is decreasing at 
high aggregate fractions after relatively constant values at inter-
mediate and low aggregate fractions. Aggregates in CF possess 
an exceptionally high quality of backbone order. For the other 
solvents, the overall quality of backbone order can be corre-
lated with the polarity of the solvents. A high Hansen polarity 
parameter δp indicates a high solvent polarity. While o-xylene  
(δp = 1.0 MPa) and toluene (δp = 1.4 MPa) have the lowest polarity, 
they show the highest backbone ordering, THF (δp  = 5.7  MPa) 
shows a lower backbone ordering.[36] The ACN (δp = 18.0 MPa) 
admixture to OX further boosts the solvent polarity and results in 
the lowest quality of backbone order.[36]

5. Discussion

5.1. Aggregate Formation

Examining CID in CF (see Figures  2 and  5), we showed that 
direct control of the aggregate fraction between 0% and at 
least about 57% could be achieved with the CID treatment. 
The extracted information on backbone ordering supports our 
assumed model for aggregate formation because high-quality 
aggregates are formed particularly for the initial CID steps, 
which is shown in a clear redshift of the A1 peak, a high A1 to A2 
peak ratio, and the strong shift to higher melting temperatures 
in DSC (Figure  2c–e). Combined with the apparent polaron 
absorption (Figure S1, Supporting Information), we conclude 
that the backbone’s planarization occurs due to doping. Those 
more planar chains are then incorporated into aggregates, 
explaining the high planarity in the aggregates. Moreover, the 
increased backbone stiffness upon doping observed in the 
simulations in Figure  1a supports suppressed chain folding 
resulting in a more extended lamellar width.

In general, each CID step results in further aggregation 
events. Initially, mainly the long and defect-free chains aggre-
gate.[10,37–39] Subsequent treatment steps induce aggregates with 
lower quality, gradually decreasing the observed average quality 
of backbone order since more and more chain-ends and regio-
defects must be incorporated, which causes torsional disorder 
along P3HT backbones within aggregates.

5.2. Tunability of Aggregate Fraction

The simplest way to control the aggregate fraction is by moni-
toring the aggregate fraction with UV–vis absorption spec-
troscopy and stopping the spark treatment when the desired 
aggregate fraction is achieved. In our measurements, we always 
observe the same characteristic dependence of the aggregate 
fraction on the number of treatment steps: the initial sub-
stantial increase of aggregate fraction is slowed down until it 
reaches a plateau at a specific constant aggregate fraction (Fig-
ures  2 and  3). Assuming that under fixed processing condi-

tions with a fixed CID treatment strength, a specific fraction of 
the polymer can be aggregated, this general tendency can be 
explained purely statistically. A certain portion of the polymer 
chains gets doped upon a CID treatment step. A fraction of 
these doped chains starts to aggregate, while another fraction 
does not aggregate because it cannot form aggregates under 
the chosen conditions (e.g., defects hampering the aggrega-
tion or tie-chains between aggregates). A third fraction of the 
doped chains does not aggregate because it is already aggre-
gated. With increasing aggregate fraction, the third fraction 
of the already aggregated chains grows at the cost of the first 
fraction of chains that can be aggregated. Thus, the aggregation 
rate decreases with every treatment step until it is 0 because all 
chains that can be aggregated under the given conditions are 
already aggregated.

In Figure 3 as well as in Figure S2, Supporting Information, 
we could demonstrate that by carrying out CID for selected 
solution parameters (temperature, concentration, and poor sol-
vent additive), we reach a specific achievable aggregate fraction, 
that is, the level of the plateau reached after sufficient treat-
ment steps. However, the plateau does depend on the treatment 
strength. To explain the dependencies of the achievable aggre-
gate fraction using CID treatment, we extend the literature 
models for disorder–order transitions of neutral polymers by a 
further dimension.

Temperature-induced disorder–order transitions in semicon-
ducting polymers are widely studied.[20,37,40–45] When the tem-
perature of a polymer solution is decreased, the solvent quality 
decreases, and thus the polymer’s solubility decreases accord-
ingly. Upon reducing the temperature, P3HT undergoes a dis-
order–order transition from a random coil via a planarized coil 
and a disordered aggregate to a planarized aggregate and pos-
sibly a crystallized aggregate.[20] The temperature acts as a para-
meter controlling the solubility, where for lower solubility, less 
material is in an amorphous random coil phase and increas-
ingly more material in an aggregated phase.[20,37] Other param-
eters, such as, for example, poor solvent content and polymer 
concentration, can have a similar effect, and also other poly-
mers undergo similar disorder–order transitions.[7,10–12,20,40–46] 
In the following, we will refer to the parameters influencing the 
solubility, like the polymer concentration, poor solvent concen-
tration, and temperature as solubility parameters.

The clear polaron signature in Figure S1a, Supporting Infor-
mation, suggests that the strong current flow induced by the 
CID treatment leads to doping (charging) of the polymer. 
The solubility of charged polymers is lower compared to the 
corresponding neutral polymers in the nonpolar organic sol-
vents generally used for semiconducting polymers.[16,17,19] Also, 
increasing the doping ratio further reduces the polymer’s 
solubility.[18] With a stronger CID treatment, more current is 
flowing, and we can expect on the one hand a higher number 
of doped chains and on the other hand higher doping ratios 
of single chains. Thus, more chains can be aggregated and 
there is a lower solubility. Therefore, the solubility during CID 
processing is a) a function of solubility parameters discussed 
in the previous paragraph and b) a function of the treat-
ment strength. For simplicity, we consider only one solubility 
parameter in the following, but more could be considered 
analogously.

Small 2023, 19, 2207537
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Using the solubility parameter as one dimension and the 
treatment strength as a further dimension, we draw a qualita-
tive 2D parameter space map (scale of solubility and treatment 
strength qualitative). In this 2D parameter space, the achievable 
aggregate fraction (plateau reached after sufficient treatment 
steps) can be displayed as a measure of solubility. The lower 
the solubility is, the higher the achievable aggregate fraction. 
In Figure 6a, such a 2D map is sketched. The achievable aggre-
gate fraction is color coded from yellow (fully amorphous/
no aggregation achievable) to purple (high aggregate frac-
tion achievable). The polymer is nearly fully amorphous with 
a high solubility parameter and low treatment strength.[47] By 
decreasing the solubility parameter and/or increasing the treat-
ment strength, an increasing aggregate fraction is achievable.

On this basis, the measurements in Figure 3 can be discussed. 
Without CID treatment, the accessible parameter space is the 
ordinate at 0 treatment strength. Conducting the CID treatment 
temporarily charging the polymer leads to a temporary, horizontal 
shift in the qualitative 2D map from 0 treatment strength to a 
specific treatment strength. These jumps in parameter space are 
sketched in Figure 6b for three different temperatures (=at three 
different solubility parameters) representing the measurements 
in Figure 3a–c. With identical treatment strength, there is always 
the same horizontal jump. In the example here (Figure 6b), the 
starting point of the transition is vertically shifted due to car-
rying out the treatment at different solubility parameters (by 
using different temperatures). Only minimal aggregation occurs 
at the starting point for all three sketched temperatures (e.g., 
first absorption spectrum in Figure 2a). However, with the CID 
treatment, the now charged polymer temporarily experiences an 
environment with higher aggregation tendency leading to signifi-
cant aggregate fractions for repeated CID treatments. The largest 
aggregate fractions from Figure  3a–c are achieved at 30 °C, fol-
lowed by 40 °C, and the lowest at 50 °C, because the jump occurs 
into a region with larger (30 °C) or smaller (50 °C) aggregation 
tendency as seen from the 2D parameter space maps. The aggre-
gates are still stable at the initial condition since only the forma-
tion is suppressed at that condition and not the final state.

Analogous 2D maps of the achievable aggregate fraction with 
the spark treatment can also be drawn in dependence on other 
solubility parameters as, for example, poor solvent content or 
polymer concentration, as shown in Figure S5, Supporting 
Information. It is important to note that there are also condi-
tions where no aggregation occurs upon CID treatment (e.g., in 
Figure S2c, Supporting Information).

The 2D parameter space maps also explain the aggregation 
behavior if the solubility parameter is kept constant and the 
treatment strength is adjusted. Figure  6c shows the induced 
jumps in parameter space with different CID treatment 
strengths (data in Figure 3d). The jump for 300 V is still parallel 
to the treatment strength axis but shorter than in Figure  6b 
with 600 V. With the consecutive increase of voltage, the overall 
jump depth is increased, allowing for an increased achievable 
aggregate fraction.

Thus, the qualitative model presented here can explain a 
large variety of results of the achievable aggregate fraction and, 
therefore, can be used as a guide to choose experimental con-
ditions to achieve the desired aggregate fractions for various 
material systems.

The different results obtained by increasing the CID treat-
ment strength consecutively up to a specific strength compared 
to a treatment with the same fixed treatment strength are due 
to the different starting point of the 600  V treatment. From 
Figure 4 it is clear that the aggregate properties after the 450 V 
treatment are different to the aggregate properties at the same 
aggregate fraction with a fixed treatment strength of 600  V. 
This will be discussed in more detail in the following section. 
Depending on the properties of the already existing aggregates 
and the remaining amorphous chains different fractions of the 
involved material are accessible for aggregation.

5.3. Tunability of Aggregate Properties

Our 2D parameter space maps only allow a statement about the 
achievable aggregate fraction, while the aggregate properties 

Small 2023, 19, 2207537

Figure 6.  a) Sketch of a qualitative 2D parameter space map displaying the achievable aggregate fraction (plateau reached after sufficient treatment 
steps) color-coded from yellow (fully amorphous/no aggregation achievable) to purple (high aggregate fraction achievable) as a function of the treat-
ment strength and a solubility parameter. b) Exemplary jumps for spark treatments from Figure 3a–c) with the same treatment strength (capacitor 
charged with 600 V) at different temperatures (30 °C, 40 °C, and 50 °C) and c) from Figure 3d at the same temperature (40 °C), but consecutively 
increasing treatment strength (capacitor charged with 300 V, then increased to 450 and 600 V).
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(e.g., quality of molecular ordering and aggregate size) must 
be considered separately and will highly depend on the chosen 
processing path. With the results from UV–vis spectroscopy, we 
mainly access the quality of backbone order, which is of great 
importance for charge transport.

Considering the basics leading to the 2D parameter space 
map for the achievable aggregate fraction can also explain the 
differences observed in the backbone ordering. A low treat-
ment strength only achieves aggregation of long and defect-
free polymer chains.[10,37–39] Defect-free chains naturally have 
a higher quality of packing. Therefore, high-quality backbone 
ordering can be expected for the low voltage (=low treatment 
strength). When in contrast, a stronger treatment strength is 
used, it is likely that already in the first treatment steps, shorter 
and defective chains are among the aggregated material. There-
fore, the average order is lower, supporting the results in the 
low aggregate fraction range in Figure 4. An increasing doping 
ratio due to a stronger treatment strength leads to a stronger 
planarization of the polymer chains prior to chain folding. 
This can translate to an increased backbone ordering in the 
aggregates, which we observe in Figure  4 at higher aggregate 
fractions.

Comparing the different solvents in Figure 5, the backbone 
ordering upon CID treatment appears to be correlated with sol-
vent polarity (for the tested non-chlorinated solvents). Taking 
selective backbone and sidechain solubility into consideration, 
our hypothesis is that the polarity of the solvent compared to 
the sidechains and the charged backbone is decisive.[48] While 
the hexyl sidechains are nonpolar (note, n-hexane, chemically 
similar to the sidechains, has a vanishing Hansen polarity 
parameter of δp = 0 MPa), the polymer backbones charged by 
the CID treatment are polar.[36] The polarity of all used solvents 
can be expected to lie between the polarity of the sidechain and 
the charged backbone. Considering a very nonpolar solvent, the 
aggregation would be expected to be driven by the stacking of 
the charged backbones leading to a strong backbone ordering. 
With increasing polarity of the solvent, the affinity between the 
sidechains is increasingly contributing to the driving forces of 
the aggregation. In this case, sidechain ordering and backbone 
ordering are both contributing, and the quality of the backbone 
order suffers in a more polar solvent.[13,14]

Compared with the non-chlorinated solvents, CID treatment 
in CF leads to exceptionally high backbone ordering despite 
possessing a higher polarity (δp  = 3.1  MPa) than o-xylene and 
toluene.[36] One reason causing an increased planarization 
during the CID treatment could be an exceptionally high and 
sufficiently long-lived doping ratio achieved in CF. For a more 
strongly charged backbone, the backbone aggregation domi-
nates the side chain aggregation stronger than if less charged. 
If the doping is strong enough, this can then compensate for 
the slightly higher solvent polarity. In contrast to other solvents, 
we observed a characteristic polaron absorption in CF solu-
tions upon CID treatment (Figure S1, Supporting Information), 
which supports the hypothesis of a high doping ratio.[49–52] This 
strong doping is probably possible due to several factors. Due 
to the intrinsic instability of CF and its function as a Lewis acid, 
P3HT chains in CF are, on average, slightly positively charged 
even without spark treatment.[53,54] We already demonstrated 
this property in a previous work by the positive electrophoretic 

mobility of P3HT in CF and used it to move P3HT in a wet thin 
film driven by an electric field.[55] If P3HT is further positively 
charged beyond this intrinsic effect, that is, further electrons 
are transferred from P3HT to CF, charge remains localized on 
the P3HT for a longer time. The reason is that the CF− anion 
is unstable, and a Cl− anion splits off upon charging a CF mol-
ecule negatively.[56–58] A HCl2C• radical is left behind, and the 
Cl− anion forms a quite stable and long-lived cluster anion with 
a neutral CF molecule stabilizing the doped P3HT.[56,57] With 
this slower decay of the P3HT doping ratio, a stronger and 
more ordered aggregation can be achieved in CF compared to 
the other (non-chlorinated) solvents, explaining the exceptional 
role of the solvent CF we observe in Figure 5. This longer life-
time is also in line with the possibility to observe the polaron 
absorption in CF, but not in other solvents (Figure S1, Sup-
porting Information).

6. Conclusion

We developed a novel solution treatment for controlled polymer 
aggregation. CID utilizes spark discharges between two tung-
sten electrodes immersed in a polymer solution. This treatment 
induces a fast subsequent aggregation process, which we mon-
itor for every treatment step by absorption spectroscopy. We 
show that the aggregation process is a special form of doping-
induced aggregation, where strong electric currents through 
the solution can be used to quickly switch on and off doping.

Our newly presented CID treatment aims to achieve max-
imum control over the polymer aggregation process in sev-
eral ways. We demonstrated a stepwise control for setting the 
aggregate fraction in various solvents. Moreover, we intro-
duced a qualitative model describing the achievable aggregate 
fraction as a function of solubility parameters (e.g., tempera-
ture, polymer concentration, or poor solvent content) and the 
treatment strength. The tunability of the achievable aggregate 
fraction proposed by our model is in good agreement with 
numerous experiments examining various solubility param-
eters (temperature, polymer concentration, and poor solvent 
content) and experimental settings (CID treatment strength).

Beyond the control over the aggregate fraction, we can also 
control the backbone ordering with the CID treatment. This 
is partially possible by choosing an appropriate treatment 
strength, but the highest control is possible by choice of sol-
vent. Particularly the solvent polarity appears to be an essential 
factor where nonpolar solvents can yield the highest backbone 
order among the tested non-chlorinated solvents. The highest 
backbone order among all tested solvents could be achieved 
with CF. The other extreme case of the lowest backbone order 
could be achieved by admixtures of the highly polar solvent 
ACN. Therefore, a broad spectrum of backbone ordering can 
be achieved with the CID treatment by rationally choosing the 
solvent.

We demonstrated that our approach of exploiting the CID 
treatment can be successfully employed to control the aggre-
gation state of P3HT in solution before further processing. 
Therefore, this method may become an elegant pathway to 
finely tune aggregation and solid-state morphology for thin-
films of semiconducting polymers, especially if employed for 

Small 2023, 19, 2207537
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multi-component systems, like binary donor–acceptor mix-
tures. We further anticipate that this CID treatment can also be 
transferred to other semiconducting polymers to control their 
aggregation in solution. These solutions can be further pro-
cessed to dried films and will be investigated next.

7. Experimental Section
Materials: P3HT with a regioregularity of 96% was purchased from 

Rieke Metals (size  exclusion  chromatography  (SEC) data on molecular 
weight in Figure S3, Supporting Information), chloroform from Sigma-
Aldrich, THF from Fisher Chemical, o-xylene from Alfa Aesar and 
toluene as well as ACN from VWR Chemicals. All materials were used 
as received.

CID Treatment: The untreated P3HT solutions were prepared by 
dissolving P3HT in the specified solvent at 50 °C for 20  min. Prior to 
the CID treatment, the solutions were kept for 15  min at the desired 
temperature to allow for proper equilibration. This temperature was also 
kept constant throughout the complete CID treatment. As seen in the 
schematic diagram of the setup for the CID treatment in Figure  1b, a 
capacitor (WIMA MKS 4, 3.3 µF) was charged to the specified voltage 
and subsequently connected to two tungsten wires separated by several 
millimeters and immersed into the P3HT solution. These two tungsten 
wires were then approached until a spark discharge occurred below 
a separation of 1  mm before the wires are brought into contact. This 
procedure of charging the capacitor, connecting, and approaching the 
tungsten wires was repeated until the desired number of CID treatment 
steps was achieved. A photograph of the comparison between an 
untreated solution and a solution with CID treatment is displayed in 
Figure S6, Supporting Information. A safety evaluation for each solvent 
was carried out prior to the start of experiments.

UV–Vis Absorption Spectroscopy: For acquiring the UV–vis absorption 
measurements, a combined deuterium and halogen white light 
source from Ocean Optics and an AvaSpec-HSC1024 × 58 TEC-EVO 
spectrometer from Avantes were used to measure the absorption of the 
solutions. Short optical path lengths in the range of 100 µm and less were 
realized by time-resolved measurements of wet thin films with a time 
resolution of 6 ms. Spectra were evaluated before any drying dynamics 
occurred. Amorphous spectra measured at the same concentration 
and temperature in the same solvent were scaled to the high-energy 
shoulder of the absorption spectrum at ≥2.6  eV.[22,23] This rescaled 
amorphous spectrum was subsequently subtracted from the absorption 
spectrum, which was then fitted by the sum of five equidistant (distance 
of 0.17  eV between peaks) gaussian peaks for the A1 to A5 peaks.[22,23] 
While an identical peak width was fitted for the A2 to A5 peaks, a smaller 
peak width was fitted for the A1 peak.[59,60] The minimum aggregate 
fraction was calculated using the area below the fits and below the 
rescaled amorphous spectrum considering the different molar extinction 
coefficients of the amorphous and aggregated P3HT described by Clark 
et  al.[23] This procedure yields an estimate for the minimum aggregate 
fraction as higher optical transitions of the aggregate can contribute to 
the high energy shoulder leading to an overestimation of the amorphous 
absorption.

Simulations: The energy barriers upon dihedral rotation of the backbone 
of poly(3-methylthiophene) oligomers including four monomers without 
charge and with a charge of +1e were simulated using the Amsterdam 
Modeling Suite (AMS). In AMS, potential energy scans  of the SCCS 
dihedral angle were used exploiting DFTB3, an extension of the self-
consistent-charge density-functional tight-binding method.[61,62] To obtain 
more precise results, we also conducted DFT simulations for the syn 
(0°), transition state (90°), and anti (180°) conformation with AMS using 
B3LYP/TZ2P.[63–67] While the minima at 0° and 180° were fully optimized, 
for the transition state, a constrained optimization was performed with 
the SCCS dihedral angle fixed to 90°. The DFTB3 PES scans were 
rescaled to fit the energy difference between the transition state and the 
anti-conformation obtained with DFT.

Differential Scanning Calorimetry: DSC was performed using a Mettler 
Toledo DSC 3+. For the preparation of solid samples, differently treated 
solutions of P3HT were prepared, and the solvent was removed entirely 
under vacuum overnight. About 3–10  mg of the dried samples was 
weighed into DSC pans, which were then closed with a cover lid. All 
samples were heated from 50 to 300 °C under nitrogen. The cooling and 
heating rates were always 10 K min−1. The reported melting temperatures 
refer to peak temperatures in the DSC thermograms. The DSC data were 
corrected by a baseline correction.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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DFT results 

Table S1. Energies obtained with DFT (B3LYP/TZ2P) in the different conformations 

between two 3-methylthiophene monomers (within an oligomer including four monomers) 

without charge and with a charge of +1 e. The angles refer to the S-C-C-S dihedral angle. 

Charge Energy syn (0°) 

[kcal mol
-1
] 

Energy TS
a)
 

(90°) [kcal mol
-1
] 

Energy anti (180°) 

[kcal mol
-1
] 

0 e 0.13 2.63 0 

+1 e 0.75 14.93 0 

a)
 Transition state 

 

Polaron absorption signature 

Upon performing an increasing number of the current-induced doping (CID) treatment steps 

with poly(3-hexylthiophene) (P3HT) solutions in chloroform (CF), the typical aggregate 

absorption increases, and also a characteristic polaron absorption in the low energy range 

emerges, as can be seen in Figure S1 (a).
[1–3]

 This polaron band is a clear sign that the CID 

treatment results in the doping of P3HT in the CF solution. For the tested non-chlorinated 

solvents, we could not observe this polaron absorption, which is exemplarily shown for a 

sample of P3HT in tetrahydrofuran (THF) with CID treatment in Figure S1 (b). However, it 

can be expected that doping also occurs in other solvents but may be short-lived, hampering 

the observation of these states. The reasons for the longer lifetime of polarons in CF solutions 

are discussed in detail in Section 5.3 of the main paper. 

 

Figure S1. Normalized UV-vis absorption spectra of 2 mg ml
−1 

P3HT in (a) chloroform (CF) 

and (b) tetrahydrofuran (THF) solutions with an increasing number of CID treatment steps 

(from yellow (first treatment step) to purple (highest number of treatment steps); 3.3 μF 

capacitor charged with (a) 300 V and (b) 600 V respectively). The spectra were measured 

about 15 ms after a CID treatment step. 
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Study of concentration and bad solvent additive 

By decreasing the polymer concentration of P3HT in o-xylene (OX) from 2 mg ml
−1

 to 0.5 

mg ml
−1

 at 20 °C, the achievable aggregate fraction decreased from 39 % to 16 %, as can be 

seen in Figure S2 (a)-(b). At 50 °C no aggregation could be induced by the spark treatment for 

a 2 mg ml
−1

 P3HT in OX solution (Figure S2 (c)), while 30 % aggregate fraction could be 

achieved by adding 5% of the poor solvent acetonitrile (ACN) (Figure S2 (d)) and 44 % by 

adding 10 % ACN (Figure S2 (e)). The corresponding qualitative 2D parameter space maps, 

as introduced in section 5.2, are displayed in Figure S5 (a)-(b). 

 

 

Figure S2. Aggregate fraction in dependency of the number of spark treatment steps for (a)-

(b) P3HT in o-xylene (OX) solutions at 20 °C with the same treatment strength (3.3 μF 

capacitor charged with 600 V) at different concentrations (a) 0.5 mg ml
-1

, (b) 2.0 mg ml
-1

. (c)-

(e) P3HT in o-xylene:acetonitrile solutions at 50 °C with the same treatment strength (3.3 μF 

capacitor charged with 600 V) with different acetonitrile (ACN) content (c) 0 % ACN, (d) 

5 % ACN, (e) 10 % ACN.  

 

 

Molar mass 

Size exclusion chromatography (SEC) was performed using a Waters HPLC pump 515 and a 

Waters 2998 photodiode array detector. For the separation process, a guard column (PL, 

ResiPore, length: 5 cm, diameter: 0.8 cm) and two analytical columns (PL, ResiPore, length: 
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30 cm, diameter: 0.8 cm) were utilized. Tetrahydrofuran (THF) was used as eluent at a flow 

rate of 0.5 ml min
-1

. The molecular weight was reported with respect to narrowly distributed 

standards of polystyrene. Solutions of the CID treated and reference P3HT (12 mg ml
−1

) in 

chloroform (CF) are dried under reduced pressure. Some of the polymer was dissolved in 2 ml 

of THF, and ortho-dichlorobenzene was added as an internal standard. Prior to the 

measurement, the solution was filtered using a 0.2 µm polytetrafluoroethylene syringe filter. 

 

Figure S3 shows the molar mass distributions obtained with SEC for the polymer with and 

without CID treatment. The reference sample features a number-average molar mass of 29.3 

kg mol
-1

, and the treated sample shows a slightly reduced number-average molar mass of 26.4 

kg mol
-1

. This slight shift due to the CID treatment may have multiple reasons. For example, 

the vacuum-dried solutions are redissolved with THF and consequently filtered, removing 

undissolved aggregates from the sample. As shown, aggregates produced with the CID 

treatment in CF are more stable than reference aggregates. Hence, more material may remain 

insoluble and may, therefore, be removed by the filtering step. This effect might influence the 

molar mass distribution as long chains are expected to be especially included in the highly 

stable aggregates, decreasing the overall number average molar mass of the filtered 

solution.
[4,5]

 In addition, damage to the chains by the CID treatment could also contribute to 

the slightly decreasing molar mass. However, it should be noted that the decrease in the 

number average molar mass is only slight. In other words, the effects observed by the CID 

treatment cannot be explained by the changes in the molar mass.  

 

 

 

Figure S3. Relative mass fractions obtained with size exclusion chromatography of a P3HT 

sample with CID treatment (purple) and a reference without treatment (orange). Both curves 

are normalized to their area and show very similar behavior. The distribution of the treated 
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sample is slightly shifted to lower molar masses. The dashed lines visualize the number 

average molar mass Mn (Mn = 29.3 kg mol
-1

 for reference, Mn = 26.4 kg mol
-1

 for CID 

treatment). 

 

Re-dissolution of aggregates 

Analogously to the increased melting point of the vacuum-dried solution with spark treatment 

compared to the reference, we also observed an increased dissolution temperature required to 

dissolve the aggregates due to the CID treatment. In fact, dissolving all aggregates in 

chloroform (CF) at atmospheric pressure was impossible. To realize higher temperatures, 

despite the low boiling point of CF, we conducted DSC measurements (Mettler Toledo DSC 

3+) in solution using a hermetically sealed container. To observe significant melting and 

recrystallization signatures of the P3HT solution (12 mg ml
−1

) in CF with CID treatment 

temperatures of at least 80 °C were required. Comparatively, aggregates produced by cooling 

or drying usually dissolve in CF at around 40°C. This significant difference further 

emphasizes the drastically increased interactions of the aggregates due to the CID treatment.  

Moreover, temperature-dependent absorption spectroscopy of P3HT in CF solutions with CID 

treatment diluted to the very low concentration of 25 μg ml
-1

 in chlorobenzene (CB) and o-

xylene (OX) showed that the last aggregates dissolved only at about 80 °C.  

Furthermore, in the classical DSC measurements of dried samples, we observe a significant 

melting temperature shift in the first heating cycle, as evaluated in the main text. However, 

starting with the second heating cycle, the melting temperatures are almost identical (Figure 

S4). Therefore, the CID treatment significantly changes the interaction in the aggregates, 

resulting in the shift at the first heating cycle. Still, it does not significantly alter the chemical 

structure of the polymers, as the second heating shows almost no difference. 

 

Figure S4. DSC data of the first two heating cycles of 12 mg ml
−1

 P3HT in CF vacuum-dried 

solutions with CID treatment (purple) and reference without treatment (orange). The solid 
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lines are the data from the first heating cycle, while the dotted lines are from the second 

heating cycle. While the first heating cycle shows significant differences in melting behavior 

due to the CID treatment, the second heating cycle is almost identical for both samples. 

 

Qualitative model 

 

Figure S5. Sketch of a qualitative 2D parameter space map displaying the achievable 

aggregate fraction (plateau reached after sufficient treatment steps) color-coded from yellow 

(fully amorphous/no aggregation achievable) to purple (high aggregate fraction achievable) as 

a function of the treatment strength and a solubility parameter. Exemplary jumps for spark 

treatments are included: (a) P3HT in o-xylene (OX) solutions at 20 °C with the same 

treatment strength (3.3 μF capacitor charged with 600 V) at different concentrations (0.5 mg 

ml
-1

, 2.0 mg ml
-1

; corresponding data in Figure S2 (a)-(b)), (b) P3HT in o-xylene:acetonitrile 

solutions at 50 °C with same treatment strength (3.3 μF capacitor charged with 600 V) with 

different acetonitrile (ACN) content (0 %, 5 %, 10 %; corresponding data in Figure S2 (c)-(e)). 
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Photographs of solutions 

   

Figure S6. Comparison of an untreated P3HT in CF solution (on the left) and a P3HT in CF 

solution with CID treatment (on the right). 
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Tackling P3HT:Y-Series Miscibility Through Advanced
Processing for Tunable Aggregation

Fabian Eller, Christopher R. McNeill, and Eva M. Herzig*

Polymer and small molecule blend thin films are of strong interest for organic
electronics and particularly organic solar cells. The high miscibility in blends of
ordinary P3HT and state-of-the-art Y-series non-fullerene acceptors (NFAs) sup-
presses phase separation and aggregation challenging successful charge sep-
aration and transport. In a recent work, current-induced doping (CID) is intro-
duced, a method to precisely control the aggregation of Poly(3-hexylthiophene)
(P3HT) in solution. The highly ordered pre-aggregation in solution is used here
to control the P3HT aggregation in neat films and blends with Y12 (BTP-4F-12).
This results in a 25-fold increase in hole mobility in P3HT organic field-effect
transistor (OFET) devices and tunability of the P3HT aggregate quality in
the presence of Y12 over large ranges. At the same time, particularly the Y12
long-range ordering is heavily suppressed by increasing P3HT aggregation.
However, solvent vapor annealing (SVA) leads to an extraordinarily high Y12
ordering, changes in the crystal orientation of Y12, and a further improvement
of P3HT aggregation. A broad range of different degrees of aggregation of both
materials can therefore be obtained in the final thin films solely by changing pro-
cessing parameters without changing the composition of the material system.

1. Introduction

The introduction of Y-series non-fullerene acceptors (NFAs) like
Y6, Y7, Y12, or others in the field of organic photovoltaics (OPV)
led to a boost in power conversion efficiency (PCE) in combina-
tion with donor-acceptor copolymers like PM6.[1,2] Historically
P3HT played an important role in OPV research, due to its sim-
ple and cheap synthesis and its high stability, making it still an
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attractive material.[3–11] However, in re-
cent years it received less attention due
to inherently low OPV efficiencies with
most Y-series NFAs.[10,12,13] One reason is
the lower open circuit voltage (Voc) com-
pared to, e.g., PM6 due to the higher
HOMO of P3HT[12,14,15] and the higher
energetic disorder of the Y-series NFA
in P3HT than in, e.g., PM6,[16,17] but the
detrimental problem is the high misci-
bility between P3HT and Y-series NFAs,
which prevents the necessary phase
separation for charge separation and
transport.[10,12,18] With ZY-4Cl a Y-series
NFA was explicitly designed to reduce the
miscibility with P3HT, enabling a PCE of
≈10%.[11,18–20] Thus, chemical modifica-
tion of NFAs is one possibility to achieve
phase separation. Here we demonstrate
that applying a new technique called
current-induced doping (CID)[21] to ob-
tain high-quality P3HT aggregates in so-
lution can improve the P3HT aggrega-
tion in dried thin films with and without
a second component present and hence

causing an effective phase separation in an otherwise miscible
material system.

During a CID treatment strong, electrical currents in the form
of spark discharges between two tungsten electrodes immersed
into the P3HT solution lead to a temporary doping of P3HT,
which in turn results in aggregation. In our previous work, we
demonstrated that the CID treatment allows unprecedented con-
trol over the aggregate fraction and quality of backbone ordering
in solution.[21] The number of treatment steps and the strength of
the treatment are two parameters to control the aggregation in so-
lution, which are directly related to the CID treatment. Moreover,
the solvent as well as concentration, and especially the tempera-
ture during treatment play an important role.[21]

We want to investigate the influence of the CID treatment on
the film formation of neat P3HT and especially on blends with
Y12, a highly miscible Y-series NFA with alkyl chains identical to
ZY-4Cl. To control the aggregate fraction in the solution prior to
casting the films, we varied the number of CID steps.

In the first part of this study, we examine aggregation control
of neat P3HT films and the effect on organic field-effect transistor
(OFET) devices. In the second part, we add untreated Y12 solu-
tion to CID-treated P3HT solution to blade-coat thin films and
exploit solvent vapor annealing (SVA) to demonstrate tunable ag-
gregation within both materials. Overall this approach only relies
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on processing parameters alone while conventional approaches
to tune aggregation properties in thin films rely on the addi-
tion of extra components like high boiling point solvents,[22–24]

dopants,[25–28] or changing solvents.[29–35]

2. Results and Discussion

2.1. Increasing Backbone Planarity in neat P3HT Films using CID
Treatment

Current-induced doping (CID) allows us to produce solutions
with different aggregate fractions with highly ordered P3HT ag-
gregates. Further aggregation will take place upon drying such a
solution to obtain thin films.

In Figure 1a absorption spectra of dried neat P3HT films with
an increasing number of CID treatment steps (yellow to purple)
are displayed. A particularly strong spectral change can be seen
between the dried P3HT film without CID treatment (yellow) and
the film with 1 CID treatment step. Despite the small amount of
highly ordered aggregates with 1 CID step before coating (aggre-
gate fraction of only ≈8% in Figure 1c), we observe a strongly
increased A1/A2 ratio in the film (Figure 1d) accompanied by a
redshift of the A1 peak position (Figure 1b). These trends con-
tinue with an increasing number of CID steps finally reaching in
the saturated regime an A1/A2 ratio of 0.85 and a peak position
of 2.015 eV (redshift of 12 meV), which are both clear signs for a
strong increase of backbone planarity.[36–41]

In general, aggregation in drying thin films starts upon reach-
ing a critical concentration.[42] Examining the temporal evolution
of the aggregate fraction for different CID treatment steps, allows
us to investigate the effect of the presence of highly ordered ag-
gregates in solution. The comparison of the slope of the temporal
evolution of the aggregate fraction obtained from time-resolved
in situ UV–vis spectroscopy during drying of blade coated thin
films is therefore plotted without CID treatment and with 1 CID
treatment step in Figure 1e. If no highly ordered aggregates are
present (no CID treatment), the aggregation takes place within a
well-defined, short time. The presence of highly ordered aggre-
gates (with CID treatment) leads to a slow, systematic increase in
aggregate fraction already in the wet film prior to the fast aggre-
gation that occurs after reaching the critical concentration.

Combining the information from the temporal evolution with
the strong increase of the backbone planarity from no solution
treatment to a single CID step (Figure 1d) demonstrates that the
aggregation process during drying is altered by the presence of
the high-quality aggregates in solution, suggesting that these act
as nuclei for further highly ordered aggregation.

Comparing grazing incidence wide angle X-ray scattering (GI-
WAXS) cake cuts of a dry samples without CID treatment and a
strong treatment of 45 CID steps in Figure 1g–j shows that the
scattering intensity of the lamellar stacking peaks (100), (200),
and (300) is strongly increased in the vertical (out of plane, OOP)
direction, while the (100) peak in the horizontal (in plane, IP) di-
rection is significantly reduced. Both aspects lead to a strongly
increasing ratio between the (100) OOP to IP amplitudes from
60 to 420 (increase by a factor of 7), demonstrating an increasing
edge-on character (Figure S1, Supporting Information). More-
over, mixed index peaks like the (11l) and (012) (peaks shown
in Figure 1h,j) at ≈1.24 and 1.87 Å−1 respectively) become more

prominent, which is a clear sign that aggregates are highly or-
dered in all three crystallographic directions.

Highly ordered aggregates with a highly planarized backbone
and a strong edge-on character are ideal conditions for improving
in-plane charge transport as required in OFET device geometries.
Hole mobilities in the saturation regime of OFETs show this ex-
pected strong increase (Figure 1f, Figure S3,S4, Supporting In-
formation). As in the UV–vis data, we also see here a particularly
strong impact of the first CID step leading to an immediate, ten-
fold increase of the mobility demonstrating the importance of the
function of the highly ordered aggregates as nuclei for aggrega-
tion. Equally in accordance with the UV–vis data, a saturation in
mobility sets in with a final mobility increase of a factor of 25
compared to no treatment. Applying thermal annealing does not
alter the mobilities and repeated measurements after storage in
the glovebox for five weeks do not show any significant changes
in the mobilities (see Figure S2, Supporting Information).

Hence, we have demonstrated that applying CID treatment to
P3HT solutions allows us to obtain highly ordered aggregates
in edge-on configuration in blade-coated P3HT thin films with
highly improved charge transport properties solely by changing
processing conditions without changing solvents, composition,
or usage of additives.

2.2. Deliberate Enhancement and Suppression of Aggregation
Behavior in Blend Films

For energy materials not only neat films are of interest but also
nanostructural control in blended systems. In OPV the domain
sizes of the blended material and the nanostructure of the com-
ponents within these domains are decisive for charge separation
and transport. In the following, we show that using CID on P3HT
solutions we particularly tune the aggregate properties of P3HT
in the resulting blend thin film, while using solvent vapor anneal-
ing after coating we dominantly enhance the aggregation behav-
ior of the small molecule acceptor.

2.2.1. Enhancing P3HT Aggregation in as Cast Blend Thin Films
Using CID Treatment

First, we examine the highly miscible blend of P3HT and the
NFA Y12. Without any CID treatment, the UV–vis spectrum of
the dried thin film is dominated by a very broad absorption peak
≈2.4 eV (red data in Figure 2a). In this peak, no vibronic shoul-
ders are discernible, which is in contrast to the separated vibronic
shoulders observed for neat P3HT (Figure 1a) or also in blends
with many other acceptors (e.g., EH-IDTBR in Figure S5, Sup-
porting Information). The addition of Y12 to P3HT therefore
results in an increased energetic disorder, broadening the sin-
gle peaks in the vibronic structure to an extent that these are
no longer discernible. The behavior of the Y12 in the identical
drying process in the low energy range of the in situ spectra in
Figure 2a shows a clearly blueshifted absorption maximum in
comparison to PM6:Y12 blends, and an even stronger blueshift
for neat Y12 (see Figure S6, Supporting Information). This in-
dicates an increased disorder not only for P3HT but also of the
Y12 in the P3HT:Y12 blend, confirming the miscibility of the two
materials.
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Figure 1. a) Normalized UV–vis absorption spectra of dry P3HT with an increasing number of CID steps (from yellow (untreated) to purple (45 CID
steps)). b)-d) Results of fitting the vibronic structure in the dry film spectra (red) from a) and the respective solution spectra (blue) before drying: b)
A1 peaks position, c) minimum aggregate fraction, and d) ratio between peak amplitudes of the A1 to A2 peak. e) Normalized slope of the temporal
evolution of the aggregate fraction during drying without CID treatment and with 1 CID step. f) Hole mobility in the saturation regime of bottom-contact
bottom-gate field effect transistors. g)-j) Vertical (OOP) and horizontal (IP) cake cuts (blue) with fits (red) and 1𝜎 confidence intervals (grey) of P3HT
g), h) without CID treatment and i), j) with 45 CID steps.
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Figure 2. In situ UV–vis absorption spectra during the drying of 16.5 mg mL-1 P3HT:Y12 solutions: a) without CID treatment and b) with 50 CID steps.
c), d) 2D GIWAXS data of P3HT:Y12 films: c) without CID treatment and d) with 50 CID steps. e–h) 𝜋–𝜋 amplitudes relative to the disordered ring at
≈1.4 Å-1 and 𝜋–𝜋 peak widths from fitting vertical and horizontal cake cuts.

For increasing numbers of CID steps Figure 3d shows a
stronger suppression of the overall Y12 oscillator strength. This
can be explained by a reduction of the in-plane orientation of the
Y12 transition dipole moments since we are probing with light of
normal incidence which couples to the in-plane components of
the transition dipole moments. The loss of in-plane orientation

of Y12 is linked to the loss of face-on orientation as shown in GI-
WAXS measurements in Figure 2c,d, and discussed below. At the
same time, the CID treatment induces a very clear P3HT vibronic
structure within the final film (Figure 2b). The vibronic struc-
ture is already present in the solution before drying (blue curve
in Figure 2b and Eller et. al.[21]), but due to the superposition of a

Figure 3. In situ UV–vis absorption spectra of P3HT:Y12 films: a) without CID treatment, b) with 6 CID steps, c) with 25 CID steps during SVA in a
saturated toluene atmosphere (yellow before SVA, black after SVA). d–f) Comparison of absorption spectra with different numbers of CID steps: d)
before SVA and e), f) after SVA. The spectra in a)-e) are normalized to the Y12 peak absorbance at the end of the SVA, while in f) the spectra are
normalized to the P3HT A1 peak after SVA.

Adv. Energy Mater. 2024, 2304455 2304455 (4 of 9) © 2024 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH
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Y12 peak at ≈2.1 eV, no separation of the A1 and A2 vibronic peak
is discernible. During drying further highly ordered aggregation
of P3HT occurs, probably due to nucleation at the highly ordered
aggregates from the CID treatment in solution (see temporal
evolution of the P3HT absorbance change in Figure S7, Support-
ing Information).

For the discussion of the nanostructure in the examined
thin films we differentiate between short- and long-range order.
With UV–vis spectroscopy we probe interactions between chro-
mophores and therefore access information on short-range inter-
actions. Using GIWAXS we exploit interference effects of X-rays
reradiated by the electrons of the molecular units in a particu-
lar arrangement. In analogy to a diffraction grating, we obtain
information on the degree of structural order beyond neighbor-
ing molecular elements, hence on the long-range ordering within
the film. The weak short-range ordering of P3HT in P3HT:Y12
blends without CID treatment implies no significant long-range
ordering of P3HT. This conclusion is confirmed by the GIWAXS
measurement in Figure 2c, which lacks clear scattering signals of
long-range ordered P3HT. The relatively strong 𝜋–𝜋 peak in the
vertical (marked by orange wedge) and the scattering signal ≈0.35
Å−1 is typical for Y12 in polymer-Y12 blends (for reference Figure
S8 (Supporting Information) GIWAXS measurements of neat
Y12 and PM6:Y12). However, the peak widths of both these sig-
nals are larger than in a comparable PM6:Y12 blend (see Figure
S8, Supporting Information) and no onset of the nanostructure
scattering of the (110) and (011) Y12 peaks (corresponding crys-
tal structure see 2.2.2) is detected, implying that the long-range
ordering of Y12 is also reduced.

A strong ordering of P3HT, however, can now be induced in
the dry blend film by CID treatment. GIWAXS data of samples
with strong CID treatment (Figure 2d; Figure S9, Supporting In-
formation) show that the P3HT signal dominates the scattering
pattern. The P3HT lamellar peaks (100), (200), and (300) in the
vertical and the 𝜋–𝜋 stacking in the horizontal (marked by pur-
ple wedge) are observed, while no discernible scattering of the
Y12 nanostructure and its 𝜋–𝜋 peak is detected anymore. It ap-
pears that the P3HT solution pre-aggregation due to the CID
treatment, followed by P3HT aggregation during drying, enables
P3HT long-range ordering, but hinders at the same time the for-
mation of Y12 long-range ordering (even more than without CID
treatment). To track the rise of the P3HT and the decay of the
Y12 long-range ordering, the 𝜋–𝜋 peak amplitudes (relative to
the disordered ring at ≈1.4 Å−1) and the peak widths of the 𝜋–𝜋
peaks in the vertical (OOP) and horizontal (IP) respectively are
displayed in Figure 2e–h. Supported by the orientation of the
neat materials, we attribute the OOP 𝜋–𝜋 peak to dominantly
Y12 and the IP 𝜋–𝜋 peak to dominantly P3HT (see Figure S8,
Supporting Information). The relative 𝜋–𝜋 amplitude of Y12 de-
cays by a factor of ≈10 until it saturates at a low level, which
may also partially stem from face-on oriented P3HT. The peak
width slowly increases at low numbers of CID steps until a more
drastic increase of the peak width indicates a highly disordered
𝜋–𝜋 structure of the Y12. The P3HT 𝜋–𝜋 stacking amplitude in-
creases rapidly at low CID treatment steps and then increases
more slowly, while the P3HT 𝜋–𝜋 peak width drops rapidly
to a nearly constant level indicating a strongly increased long-
range order of P3HT with CID treatment in the 𝜋–𝜋 stacking
direction.

Furthermore, RSoXS (Resonant Soft X-ray Scattering) mea-
surements in Figure S10 (Supporting Information) show an over-
all increase in scattering intensities with an increasing number
of CID steps. This is consistent with an increase in domain pu-
rity. However, a more detailed interpretation is challenging since
film thickness and roughness need also to be considered.

Overall, we have shown that drying CID-treated solutions al-
lows us to systematically tune the P3HT aggregation in thin films
as a function of the number of CID steps while suppressing Y12
structure formation.

2.2.2. Enhancing Small Molecule Acceptor Aggregation Using
Solvent Vapor Annealing on Dry Blend Thin Films

For structural control of nanomorphology in a blended system,
both components need to be accessible for tuning. We have
shown that the CID treatment can control the aggregation be-
havior of P3HT. We therefore aim to address the small molecule
acceptor using post-treatments. We tested the two most common
post-processing techniques thermal annealing (TA) and solvent
vapor annealing (SVA). Since the Y12 structure formation with
CID treatment is heavily suppressed during drying, we need to
ensure successful nucleation of Y12 in subsequent processing.
Therefore, we choose a two-step TA approach, where a first short
(5 min) annealing step at 90 °C (close to the transition tem-
perature of Y12) should increase Y12 nucleation and a second
longer (10 min) annealing step at 120 °C should enhance larger-
scale aggregation.[43] Even though the Y12 absorption peak is red-
shifted to 1.508 eV (for comparison PM6:Y12 with the same treat-
ment 1.512 eV), GIWAXS does not reveal a significant increase
in long-range ordering (see Figure S11, Supporting Information).
Mainly the P3HT contributions in the GIWAXS measurement
shows a longer range of ordering by significantly decreased peak
widths and increased peak amplitudes after TA.

We conducted SVA in a saturated toluene environment and
tracked the UV–vis absorption during the SVA in situ, as it
is displayed for different numbers of CID treatment steps in
Figure 3a–c. We stopped the SVA treatment after 5 min for each
sample when no more changes were detectable in the UV–vis
spectra. The CID treatment and SVA strongly influence the Y12
aggregation behavior.

After SVA the reduced Y12 absorption observed after drying
recovers and the absorption peaks are clearly separated. We as-
sociate these two peaks with the two aggregate species (aggre-
gate I at lower and aggregate II at higher energy) identified in
similar material systems (Y6 and N4 as NFAs differing only in
alkyl sidechains) by Kroh et al.[44] We observe an increased or-
der of Y12 after SVA obtained from the observed redshift of ag-
gregate I and the reduction in peak width (see evolution during
SVA in Figure 3a–c; values before and after SVA in Table S1,
Supporting Information). Furthermore, we observe that there is
no strong dependency on the number of CID treatment steps
(Figure 3e, merely a slight increase of peak width in Table S1,
Supporting Information), although the nanomorphology of the
individual films prior to SVA is different. Thus, the Y12 ab-
sorption after SVA suggests, that Y12 strongly gains in ordering
and in-plane orientation of the transition dipole moments upon
SVA.
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Figure 4. 2D GIWAXS data of P3HT:Y12: a) without CID treatment, b) with 3, c) 6, d) 12, and e) 25 CID steps all post-treated with SVA in a saturated
toluene atmosphere. The lattice parameters of the Y12 unit cell 1 (peaks indexed in red) are a1 = 36.5 Å, b1 = 16 Å, c1 = 29 Å, 𝛼1 = 90°, 𝛽1 = 90°, 𝛾1
= 123°, and the lattice parameters of the Y12 unit cell 2 (peaks indexed in orange) are a2 = 29 Å, b2 = 16 Å, c2 = 29 Å, 𝛼2 = 90°, 𝛽2 = 90°, 𝛾2 = 120°.
f) Sketch of side view of the two unit cells used for indexing showing the rotation around the c-axis. For up to 6 CID steps this is ≈4.5° for unit cell 1 and
≈6.5° for unit cell 2 (top row). From 12 CID steps onward the rotation around the c-axis is ≈−22° for unit cell 1 and ≈−14° for unit cell 2 (bottom row).

Examining the behavior of P3HT upon SVA, we see that es-
pecially without CID treatment an increase in P3HT ordering is
apparent due to the increase of well-defined vibronic peaks in the
UV–vis data (Figure 3a). The already well-defined vibronic struc-
ture due to the CID treatment in Figure 3b,c with 6 and 25 CID
steps is further enhanced by the SVA annealing evident in the
increase of the A1/A2 ratio. This control of P3HT backbone pla-
narity due to the combination of CID treatment and SVA is par-
ticularly well observable when comparing the spectra after SVA
normalized to the A1 peak in Figure 3f.

Examining the long-range order of Y12 after SVA using GI-
WAXS (Figure 4, larger representation in Figures S12 and S13,
Supporting Information) clearly demonstrates an increase for all
starting conditions in line with the increase in short-range Y12
ordering as observed by UV–vis. All GIWAXS measurements
show a rich Y12 nanostructure with low peak width in the radial
direction (see Figure S14, Supporting Information, at a higher
sample-to-detector distance with smaller footprint broadening).
These observations allow the conclusion that the Y12, which was
previously in a highly disordered intermixed phase, now forms
domains with high purity consisting of highly ordered 3D nanos-
tructures. While the peaks along qxy without qz-component ((001),
(002), and (003)) are unchanged upon CID treatment, an in-
creased number of CID steps leads to an azimuthal rotation of the
remaining peaks without changes in the magnitude of q. To index
all dominant peaks, two unit cells are required. Two unit cells also
properly explain the observed (110) double peak at higher num-
bers of CID treatment steps (more details in Figure S15, Sup-
porting Information). Optimizing the lattice parameters of both
unit cells allows us to index all dominant Y12 peaks (Figure 4).

It is possible to model the 2D GIWAXS data with any number of
CID treatment steps with the identical two unit cells (marked red
and orange in Figure 4 respectively), just by varying the rotational
angle of the unit cells around the horizontal c-axis (thus varying
the tilt of the crystal structures with respect to the substrate). Ob-
serving an unchanged unit cell structure for all SVA-treated films
implies also no changes in the intermolecular arrangements in
accordance with the nearly identical spectra obtained from UV–
vis spectroscopy (Figure 3e). The optimized lattice parameters are
a1 = 36.5 Å, b1 = 16 Å, c1 = 29 Å, 𝛼1 = 90°, 𝛽1 = 90°, 𝛾1 = 123°

for unit cell 1 and a2 = 29 Å, b2 = 16 Å, c2 = 29 Å, 𝛼2 = 90°, 𝛽2 =
90°, 𝛾2 = 120° for unit cell 2.

Since all peaks in the measurements extend over a significant
azimuthal range the values of rotations extracted for the two unit
cells marked with the dots in the 2D images represent the domi-
nant orientation but occur over a broader range of unit cell rota-
tions. Initially, for no and up to 6 CID steps, the rotation around
the c-axis is ≈4.5° for unit cell 1 and ≈6.5° for unit cell 2. From
12 CID steps onward the rotation around the c-axis is ≈−22°

for unit cell 1 and ≈−14° for unit cell 2 (shown in Figure 4f).
While the sample with 6 CID steps is similar to the two data sets
in Figure 4a,b, i.e., dominated by unit cells that are weakly ro-
tated, it also contains scattering intensities of the more strongly
rotated unit cells observed for the higher numbers of CID steps
(Figure 4d,e). In Tables S2 and S3 (Supporting Information) the
values for qxy, qz, and q of all indexed peaks are displayed.

P3HT also responds to the SVA treatment with long-range or-
dering probed by GIWAXS. This response is particularly strong
when there is no prior CID treatment, where significant edge-
on aggregates are present after SVA (Figure 4a) in comparison

Adv. Energy Mater. 2024, 2304455 2304455 (6 of 9) © 2024 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH
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to no signature of aggregation of P3HT prior to SVA (Figure 2c).
For the CID treated samples, a further improvement of the pre-
existing P3HT aggregation occurs during SVA (direct compari-
son in Figure S16, Supporting Information) but keeping the in-
creasing strength of long-range order as a function of CID treat-
ment steps.

Overall, the SVA treatment dominantly addresses an improved
ordering of the Y12 on the nanoscale with no negative impact on
P3HT aggregation. We therefore have demonstrated that inde-
pendent of the pre-condition of the P3HT matrix the Y12 can be
strongly aggregated resulting in high-quality aggregates by appli-
cation of SVA.

3. Conclusion

We have successfully demonstrated the opportunity of CID treat-
ments on P3HT solutions for nanostructural control in thin
films. We observe that the high tunability within the solution
transfers to the neat thin films of P3HT leading to a 25-fold in-
crease in OFET hole mobility. It is especially remarkable that al-
ready the first CID treatment step is sufficient to achieve a ten-
fold increase demonstrating the great importance of the highly
ordered aggregates produced by the CID treatment as nuclei for
further aggregation.

Furthermore, we can use the CID treatment in combination
with SVA to demonstrate unprecedented control over the aggre-
gation behavior in the P3HT:Y12 blend. Using these process-
ing approaches we can produce from the same solvent, without
changing the composition or using additives, final films that are
either highly disordered, show only order in the Y12 or P3HT
alone, and also on the contrary highly ordered Y12 with differ-
ent orientations of Y12 and different degree of order in P3HT.
Moreover, our in situ UV–vis measurements during SVA sug-
gest, that an intermediate range of Y12 ordering may be acces-
sible by reducing the SVA time. This specific, almost separate
control over the P3HT and Y12 ordering can be highly valuable
for fundamental research. While transferring the mechanism of
inducing aggregation via CID treatment to other polymeric ma-
terials is challenging, the choice of the NFA or additional compo-
nents can be widely varied, since these materials are added after
the CID treatment. Therefore, potential fundamental studies can
include but are not limited to studies on charge transport, elec-
tron and hole mobility, energy levels, solar cell properties, stabil-
ity, and trap densities all as a function of, e.g., the degree of ag-
gregation or depending on crystal orientation. We are therefore
convinced that CID-treated thin films will be helpful for further
understanding and optimizing energy materials.

4. Experimental Section
Materials: P3HT with a regioregularity of 96% was purchased from

Rieke Metals, Y12, PM6, and EH-IDTBR from Brilliant Matters, PE-
DOT:PSS (poly(3,4-ethylenedioxythiophene) polystyrene sulfonate) from
Heraeus, chloroform from Sigma–Aldrich and toluene from VWR Chemi-
cals. All materials were used as received.

CID Treatment: Since this work is interested to exploit highly ordered
aggregates, chloroform as solvent was chosen at a temperature of 20 °C
with a voltage of 300 V for charging the capacitor, which yielded the highest
aggregate quality in this extensive previous study.[21] The untreated P3HT

solutions were prepared by dissolving P3HT in chloroform at 50 °C for
20 min. Prior to the CID treatment, the solutions were kept for 15 min at
20 °C to allow for proper equilibration. This temperature was also kept con-
stant throughout the complete CID treatment. A capacitor (WIMA MKS 4,
3.3 μF) was charged to 300 V and subsequently connected to two tung-
sten wires separated by several millimeters and immersed into the P3HT
solution. These two tungsten wires were then approached until a spark
discharge occurred below a separation of 1 mm. This procedure of charg-
ing the capacitor, connecting, and approaching the tungsten wires was re-
peated until the desired number of CID treatment steps was achieved.[21]

Sample Preparation: The glass and silicon substrates were cut to the
desired size and then thoroughly cleaned by sonication in Alconox, VE-
water, and isopropanol for 10 min each. To ensure a comparable surface
all samples were spin–coated with sonicated PEDOT:PSS at 3000 rpm. The
neat P3HT samples were coated from 12 mg mL−1 P3HT solutions treated
with the given number of CID steps. For the P3HT:Y12 blends also 12 mg
mL−1 P3HT solutions treated with the given number of CID steps were
used and subsequently blended with 24 mg mL−1 Y12 solutions (without
CID treatment) with a volume ratio of 5:3. Thus, the resulting mixing ratio
of Y12 to P3HT was 1.2:1 and the concentration 16.5 mg mL−1. All samples
were coated with a home-built blade-coating setup at a coating speed of
10 mm s−1. During every drying process on glass substrates the UV–vis
absorption was tracked in situ.[45]

UV–Vis Absorption Spectroscopy: A combined deuterium and halogen
white light source from Ocean Optics and an AvaSpec-HSC1024 × 58
TEC-EVO spectrometer from Avantes were used to acquire the in situ
UV–vis spectra of the neat P3HT samples during drying. For the in situ
drying measurements of the blend samples and the in situ SVA mea-
surements, an AvaLight-HAL-S-Mini2 halogen white light source and an
AvaSpec-ULS2048CL-EVO-RS-UA spectrometer (both from Avantes) were
used. Amorphous P3HT spectra measured at the same concentration and
temperature were scaled to the high-energy shoulder of the neat P3HT ab-
sorption spectra at ≥2.6 eV.[46,47] This rescaled amorphous spectrum was
subsequently subtracted from the neat P3HT absorption spectrum, which
was then fitted by the sum of five equidistant (distance of 0.17 eV between
peaks) Gaussian peaks for the A1 to A5 peaks.[46,47] While an identical peak
width was fitted for the A2 to A5 peaks, a smaller peak width was fitted for
the A1 peak.[48,49] The minimum aggregate fraction was calculated using
the area below the fits and below the rescaled amorphous spectrum con-
sidering the different molar extinction coefficients of the amorphous and
aggregated P3HT described by Clark et al.[46] This procedure yields an es-
timate for the minimum aggregate fraction as higher optical transitions of
the aggregate could contribute to the high energy shoulder leading to an
overestimation of the amorphous absorption.

The in situ absorption data showing the transition from liquid to solid
film or the effect of SVA was chosen to display well the occurring changes
and were not necessarily equidistant in time. To determine the slope
of the aggregate fraction the difference of data points 30 ms apart is
considered.

GIWAXS: Grazing incidence wide-angle X-ray scattering (GIWAXS)
was performed on a laboratory system at the University of Bayreuth (Xeuss
3.0, Xenocs SAS, Grenoble, France) with a Cu K𝛼 source (𝜆 = 1.54 Å),
a Dectris EIGER 2R 1 m detector, and a sample-to-detector distance of
72 mm (and 200 mm for the measurements in Figures S14 and S15, Sup-
porting Information) and a beam size of 500 μm. The presented 2D data
were wedge-corrected scattering images with solid angle correction. Scat-
tering experiments were carried out at room temperature under vacuum
on samples on PEDOT:PSS coated silicon substrates with a length of 5 mm
in beam direction. The incident angle was set to 0.18° (above the critical
angle of ≈0.16°), which probes the full depth of the films. The presented
q-profiles were cake cuts covering an azimuthal angle of 70°–110° for the
cuts in the vertical direction and 0–20° as well as 160°–180° for the cuts
in the horizontal direction.

All fits to the cuts of the GIWAXS data were Pseudo-Voigt fits, described
by the following expression for a single peak:

f (q) = A ⋅ [𝜂 ⋅ L (q) + (1 − 𝜂) ⋅ G (q)] with 0 < 𝜂 < 1 (1)
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G (q) = exp
[
−ln (2) ⋅

( q − c
b

)2
]

, L (q) = 1

1 +
(

q−c
b

)2
(2)

where A is the peak amplitude, c is the peak position, 2b is the full width
at half maximum (the obtained values for the peak width were the values
of b) of the Pseudo-Voigt peak, and 𝜂 the Pseudo-Voigt mixing parameter.
To fit the superposition of various peaks, the sum of several Pseudo-Voigt
peaks was fitted for both directions. Moreover, an additional background
was fitted. It consists of a q−4 decay in the horizontal direction and a q−5

decay in the vertical direction with an additional q−2 decay and an offset
in both directions.

To index the data a self-written Python program was used to calculate
and superimpose the various peak positions on the original data. The pro-
gram allows the rotation around individual crystal axes. In plane isotropy
is assumed.

OFET-Device Fabrication and Characterization: Substrates for organic
field-effect transistors with a bottom-gate bottom-contact (BGBC) ge-
ometry were purchased from Fraunhofer IPMS Dresden (OFET Gen. 4).
Substrate and gate-electrode consisted of heavily n-doped silicon, while
230 nm of thermally grown silicon oxide was the gate dielectric (C =
1.5 × 10−8 F cm−2). Interdigitated electrodes were patterned from gold
(30 nm) and used as source- and drain-contacts, the used channel-widths
were 20 μm. The substrates were thoroughly cleaned by sonication in iso-
propanol and acetone for 10 min each and the P3HT was deposited in the
same way as the other films. No silanization or other surface treatment
was used. Afterward, the devices were transferred into a nitrogen-filled
glovebox and the transistor characteristics were measured using the Agi-
lent Technologies B1500A Semiconductor Device Analyzer. The mobilities
were extracted from the slope of the ID

0.5 versus VG-plots in the saturation
regime, using:

ID = W
2L

⋅ 𝜇 ⋅ C ⋅ (VG − VTh)2 (3)

where ID is the drain current, W the channel width, L the channel length, C
the capacitance per unit area μsat the charge carrier mobility, VG the gate
voltage and VTh the threshold voltage.[38]

RSoXS: Resonant Soft X-ray scattering (RSoXS) measurements were
collected at the Spectroscopy Soft and Tender (SST-1) beamline at the Na-
tional Synchrotron Light Source II.[50]

Measurements were carried out in vacuum with the incident beam nor-
mal to the substrate passing through the silicon nitride window prior to
passing through the sample. Two-dimensional scattering patterns were
recorded on a charge-coupled device (CCD) detector sensitive to soft X-
rays (greateyes GmbH) at a sample-to-detector distance of 35 mm and a
photon energy of 285.4 eV.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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Figure S1. From GIWAXS cuts of neat P3HT film measurements: Ratio of the (100) vertical 

(OOP) amplitude to the (100) horizontal (IP) amplitude obtained from the fits to the GIWAXS 

data in Figure 1 g)-j). 

 

Figure S2. OFET measurements of neat P3HT: Hole mobility in the saturation regime of 

bottom-contact bottom-gate field effect transistors. The same devices were measured a) as cast, 

b) annealed at 140°C for 10 min, and c) 5 weeks after the annealing (storage in nitrogen-filled 

glovebox). In d) all data points from a)-c) are compared demonstrating no significant changes 

with annealing and storage. 
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Figure S3. Exemplary OFET transfer curves used to extract the mobilities: a)-f) as cast with a) 

0, b) 1, c) 3, d) 6, e) 12, and f) 32 CID steps. g)-l) same transistors measured after thermal 

annealing at 140°C for 10 min: g) 0, h) 1, i) 3, j) 6, k) 12, and l) 32 CID steps. m)-r) same 

transistors measured after thermal annealing at 140°C for 10 min and 5 weeks storage in 

nitrogen filled glovebox: m) 0, n) 1, o) 3, p) 6, q) 12, and r) 32 CID steps. The measurement 

data are plotted as points, while the solid lines serve as guide to the eye. 
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Figure S4. Exemplary OFET output curves: a)-f) as cast with a) 0, b) 1, c) 3, d) 6, e) 12, and f) 

32 CID steps. g)-l) same transistors measured after thermal annealing at 140°C for 10 min: g) 

0, h) 1, i) 3, j) 6, k) 12, and l) 32 CID steps. The measurement data are plotted as points, while 

the solid lines serve as guide to the eye. 
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Figure S5. In-situ UV-vis absorption spectra during the drying of a 16.5 mg mL-1 P3HT:EH-

IDTBR solution (no CID treatment). 

 

 

 

 

 

Figure S6. Film UV-vis absorption spectra: neat Y12, PM6:Y12, and P3HT:Y12 blends 

without CID treatment and with 50 CID steps. The full spectral range is displayed in b), while 

in a) a closeup on the low-energy range shows the Y12 peak shift between the films. 
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Figure S7. Normalized temporal change of the absorbance of P3HT:Y12 samples during drying 

averaged over the spectral range between 2.1 eV and 2.5 eV (dominant P3HT aggregate 

absorption). The oscillations are most likely interference effects. The results are similar to the 

normalized aggregate fraction slope in Figure 1 (e) with the difference, that more CID steps are 

necessary in the blend to achieve a significant nucleation-driven aggregation of P3HT before 

reaching the critical concentration. 

 

 

 Figure S8. 2D GIWAXS data of a) neat P3HT, b) neat PM6, c) neat Y12, d) P3HT:Y12 

(without CID treatment), and e) PM6:Y12 films. The intensity profiles of horizontal (IP) and 

vertical (OOP) cake cuts from d) and e) are compared in f). 
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Figure S9. 2D GIWAXS data of P3HT:Y12 blends with varying number of CID steps: a) no 

CID treatment, b) 1 CID step, c) 6 CID steps, d) 12 CID steps, e) 25 CID steps, and f) 50 CID 

steps. 

 

 

Figure S10. RSoXS (Resonant Soft X-ray Scattering) measurements of P3HT:Y12 films (as 

cast) with different number of CID steps. 2D-qmaps (a) without CID treatment, with (b) 3 CID 

steps, (c) 6 CID steps, (d) 25 CID steps. (e) Comparison of radial intensity profiles extracted 

from the measurements in (a)-(d). 
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Figure S11. 2D GIWAXS data of exemplary P3HT:Y12 blends with different number of CID 

steps: a)-c) no CID treatment, d)-f) 12 CID steps, and g)-i) 50 CID steps and different annealing 

conditions: a), d), g) as cast, b), e), h) 5 min at 90°C, and c), f), i) 5 min at 90°C followed by 10 

min at 120°C. 
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Table S1. Peak position and peak width 𝜎 of the low-energy shoulder (main peak of aggregate 

I) of Y12 in dependency of the number of CID treatment steps before and after SVA in a 

saturated toluene atmosphere. The values were extracted by a Gaussian fit of the UV-vis 

absorption measurements from Figure 3 (d) and (e) within a range of 50 meV around the peak. 

Number of 

CID steps 

Treatment Peak 

position [eV] 

𝜎 [meV] 

0 

no SVA 1.578 101 

SVA 1.537 72 

3 

no SVA 1.577 100 

SVA 1.528 74 

6 

no SVA 1.581 101 

SVA 1.532 74 

12 

no SVA 1.571 106 

SVA 1.531 77 

25 

no SVA 1.574 140 

SVA 1.524 81 
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Figure S12. 2D GIWAXS data of P3HT:Y12: a) without CID treatment, b) with 3, c) 6 CID 

steps all post treated with SVA in a saturated toluene atmosphere. The lattice parameters of the 

Y12 unit cell 1 (peaks indexed in red) are a1=36.5 Å, b1=16 Å, c1=29 Å, α1=90°, β1=90°, 

γ1=123°, and the lattice parameters of the Y12 unit cell 2 (peaks indexed in orange) are a2=29 

Å, b2=16 Å, c2=29 Å, α2=90°, β2=90°, γ2=120°. The rotation around the c-axis is about 4.5° for 

unit cell 1 and about 6.5° for unit cell 2. 
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Figure S13. 2D GIWAXS data of P3HT:Y12: d) 12, and e) 25 CID steps all post treated with 

SVA in a saturated toluene atmosphere. The lattice parameters of the Y12 unit cell 1 (peaks 

indexed in red) are a1=36.5 Å, b1=16 Å, c1=29 Å, α1=90°, β1=90°, γ1=123°, and the lattice 

parameters of the Y12 unit cell 2 (peaks indexed in orange) are a2=29 Å, b2=16 Å, c2=29 Å, 

α2=90°, β2=90°, γ2=120°. The rotation around the c-axis is about -22° for unit cell 1 and about 

-14° for unit cell 2. 
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Table S2. Values for 𝑞𝑥𝑦, 𝑞𝑧, and 𝑞 of all indexed peaks of unit cell 1 (indexed in red in Figure 

4, Figure S12, and Figure S13). The lattice parameters of the Y12 unit cell 1 are a1=36.5 Å, 

b1=16 Å, c1=29 Å, α1=90°, β1=90°, γ1=123°. Moreover, a rotation around the c-axis of 4.5° (up 

to 6 CID steps) and -22° (from 12 CID steps onwards) is considered. 

Peak index Rotation around 

𝑐-axis [°] 

𝑞𝑥𝑦 [Å−1] 𝑞𝑧 [Å−1] 𝑞 [Å−1] 

(001) 

4.5 0.217 0.000 

0.217 

-22 0.217 0.000 

(002) 

4.5 0.433 0.000 

0.433 

-22 0.433 0.000 

(101) 

4.5 0.282 0.098 

0.298 

-22 0.246 0.168 

(011) 

4.5 0.220 0.467 

0.516 

-22 0.279 0.434 

(-112) 

4.5 0.456 0.369 

0.587 

-22 0.523 0.266 

(110) 

4.5 0.217 0.565 

0.605 

-22 0.058 0.602 

(-132) 

4.5 0.439 1.302 

1.374 

-22 0.776 1.134 

(130) 

4.5 0.291 1.498 

1.526 

-22 0.408 1.471 

(-142) 

4.5 0.434 1.769 

1.822 

-22 0.927 1.568 

(040) 

4.5 0.147 1.867 

1.873 

-22 0.702 1.737 
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Table S3. Values for 𝑞𝑥𝑦, 𝑞𝑧, and 𝑞 of all indexed peaks of unit cell 2 (indexed in orange in 

Figure 4, Figure S12, and Figure S13). The lattice parameters of the Y12 unit cell 2 are a2=29 

Å, b2=16 Å, c2=29 Å, α2=90°, β2=90°, γ2=120°. Moreover, a rotation around the c-axis of 6.5° 

(up to 6 CID steps) and -14° (from 12 CID steps onwards) is considered. 

Peak index Rotation around 

𝑐-axis [°] 

𝑞𝑥𝑦 [Å−1] 𝑞𝑧 [Å−1] 𝑞 [Å−1] 

(001) 

6.5 0.217 0.000 

0.217 

-14 0.217 0.000 

(002) 

6.5 0.433 0.000 

0.433 

-14 0.433 0.000 

(011) 

6.5 0.223 0.451 

0.502 

-14 0.243 0.440 

(201) 

6.5 0.507 0.200 

0.545 

-14 0.420 0.348 

(-112) 

6.5 0.468 0.351 

0.585 

-14 0.521 0.266 

(110) 

6.5 0.281 0.550 

0.618 

-14 0.070 0.614 
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Figure S14. 2D GIWAXS data of P3HT:Y12: a) without CID treatment, b) with 3, c) 6, d) 12, 

e) 25, and f) 50 CID steps with additional solvent vapor annealing (SVA) in a saturated toluene 

atmosphere. In comparison to Figure 4 the sample-to-detector distance was increased from 72 

mm to 200 mm, where a smaller q-range with a smaller impact of footprint broadening is 

captured. 
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Figure S15. 2D GIWAXS data of P3HT:Y12 with 75 CID steps and additional solvent vapor 

annealing (SVA) in a saturated toluene atmosphere measured at different angles of incidence 

of the X-ray beam relative to the substrate ranging from 0.14°-0.30° in a) to e). In f) the intensity 

profiles of the double peak extracted with a vertical cake cut are displayed for all different 

angles of incidence. As the (110) double peak is detected in the measurements at 0.14° and 

0.15° below the critical angle of the film, at 0.25° and 0.30° above the critical angle of the Si 

substrate as well as at 0.18° between the critical angle of the film and the Si substrate and as no 

other clear double peaks exist, this is no artefact, but two scattering peaks of two different 

crystal structures. 
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15 

 

 

Figure S16. Comparison of GIWAXS intensity profiles extracted from vertical cake cuts of 

as cast films (yellow) and films with additional solvent vapor annealing (SVA) in a saturated 

toluene atmosphere (black): a) without CID treatment, b) with 12 CID steps, c) with 50 CID 

steps. The (100), (200), and (300) lamellar P3HT peaks are labelled. d) and e) comparison of 

samples with different numbers of CID steps (same data as in a)-c)): d) as cast, e) with SVA. 
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1. Introduction

Organic solar cells (OSCs) stand out 
because of their easy processability, flex-
ibility, light weight, and the abundance of 
materials that can act as electron donor 
(D) or acceptor (A) in the active layer of 
such devices. Great efforts are put into 
the development of even a larger library of 
materials, and the appearance of new non-
fullerene acceptors (NFAs) has injected 
new life into the technology.[1] Highest 
efficiencies are reported for single junc-
tion of ternary blends in which one of the 
components is the NFA Y6, or one of its 
close derivatives.[2–6] When blended with 
the polymer donor PM6, PM6:Y6 devices 
have high and reproducible power con-
version efficiencies (PCEs), thus many 
studies have focused on elucidating what 
makes this blend so special.[7] Free charge 
generation was shown to be essentially 

Non-fullerene acceptors (NFAs) as used in state-of-the-art organic solar cells 
feature highly crystalline layers that go along with low energetic disorder. 
Here, the crucial role of energetic disorder in blends of the donor polymer 
PM6 with two Y-series NFAs, Y6, and N4 is studied. By performing tempera
ture-dependent charge transport and recombination studies, a consistent 
picture of the shape of the density of state distributions for free charges in the 
two blends is developed, allowing an analytical description of the dependence 
of the open-circuit voltage VOC on temperature and illumination intensity. 
Disorder is found to influence the value of the VOC at room temperature, but 
also its progression with temperature. Here, the PM6:Y6 blend benefits sub-
stantially from its narrower state distributions. The analysis also shows that 
the energy of the equilibrated free charge population is well below the energy 
of the NFA singlet excitons for both blends and possibly below the energy of 
the populated charge transfer manifold, indicating a down-hill driving force 
for free charge formation. It is concluded that energetic disorder of charge-
separated states has to be considered in the analysis of the photovoltaic 
properties, even for the more ordered PM6:Y6 blend.
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barrierless which was attributed to the molecular structure 
of Y6 and its large quadrupole moment, which causes band 
bending across the heterojunction and drives charge separa-
tion.[8] The unique molecular packing of Y6 has also been 
pointed out as responsible for electron delocalization at the D:A 
interface and consequent charge separation.[9] In comparison 
to NFAs reported earlier, neat films of Y6 have more prefer-
ential face-on orientation,[7,10,11] and clusters of Y6 are better 
connected, promoting faster transport of electrons, holes, and 
excitons.[12] Despite a favorable morphology, the PM6:Y6 blend 
lags in terms of charge extraction,[13] given its fairly high bimo-
lecular recombination coefficient and moderate mobility.[8,14,15] 
Both properties are known to be related to the energetic dis-
order of the charge transporting states.[16–19] In addition, ener-
getic disorder will reduce the open-circuit voltage (VOC) because 
carriers accumulate in the tail of the electronic density of states 
(DOS).[20–22] Therefore, detailed knowledge of the interplay 
between energetic disorder and the physical processes deter-
mining the photovoltaic response is needed.

Compared to inorganics, organic semiconductors have a 
larger positional and energetic disorder. In bulk heterojunc-
tion (BHJ) solar cells, this is primarily a result of molecular 
and interfacial interactions and the multiple possible mor-
phologies upon mixing of the donor and acceptor. Research 
spanning over a decade attempted to link energetic disorder to 
the photovoltaic parameters of polymer:fullerene OSCs.[20,22–29] 
Fullerene-based blends have large energetic disorder with 
values that can even exceed 100 meV.[30–33] This is because 
of the small aggregate size of substituted fullerenes such as 
PCBM ([6,6]-phenyl-C61-butyric acid methyl ester) but also the 
significant orientational and conformational disorder even 
within these ordered domains.[34–36] Modern NFAs as used in 
state-of-the-art OSCs exhibit layers with a well-defined intermo-
lecular nanostructure.[10,11,37] For OSCs with Y-series acceptors, 
both the lowest unoccupied molecular orbital (LUMO) and the 
highest occupied molecular orbital (HOMO) exhibit energetic 
disorder values typically between 50 and 70 meV.[14,15,38,39] Often, 
the effect of energetic disorder is described through a Gaussian 
or exponential model of the density of states and the VOC can 
be analytically derived from the splitting of the quasi-Fermi 
levels in each model, while considering whether recombina-
tion occurs between free charges via bound states to the ground 
state, or between free charges and traps.[20,25,40] The different 
mechanisms can be discerned experimentally by determining 
the recombination parameters from the VOC dependence on 
carrier density (m-factor) and generation current (ideality factor, 
nid), and the recombination current dependence on carrier den-
sity (recombination order δ), as detailed in Refs. [24,40]. So far, 
though, few experimental studies have tried to link energetic 
disorder to the VOC losses, the VOC dependence on temperature 
or the main recombination mechanism in NFA blends.[38,41,42] 
An approach frequently used in literature to determine the dis-
order is to measure the Urbach energy from the slope of the 
tail of the external quantum efficiency (EQEpv) spectrum.[38,43,44] 
However, for a Gaussian disorder, this slope will always be equal 
to the thermal energy, independent of the width of the DOS, 
σ.[45] Very recently, Brus et  al.[42] explained the VOC as a func-
tion of temperature and light intensity for several polymer:NFA 
blends, using a combination of bimolecular and trap-assisted 

recombination in the bulk and at the surface. To take energetic 
disorder into account, the recombination rates were related to 
a temperature-dependent mobility according to the Gaussian 
disorder model.[16] This yielded values of σ between 46 and  
70 meV, depending on the system. Thereby, the same disorder 
was assumed for the HOMO and the LUMO. As for work on 
the PM6:Y6 blend, information on the energetic disorder was 
derived from temperature-dependent space charge-limited 
currents (SCLC) measurements but no corresponding meas-
urement of the VOC in relation to disorder was performed.[15] 
Interestingly, VOC as a function of temperature data reported so 
far reveals a charge transfer (CT) energy, ECT, of ≈1.1 eV when 
extrapolated to 0 K,[8,46,47] which is less than 0.3 eV above qVOC. 
This points to energetic disorder affecting the VOC of PM6:Y6 
solar cells, even at room temperature.

In this work, we highlight the role of energetic disorder in 
NFA solar cells, by comparing Y6 to a close derivative, namely, 
N4. Grazing-incidence wide-angle X-ray scattering (2D-GIWAXS) 
reveals distinct differences of the molecular orientation and 
order for the two acceptors blended with PM6, while temper-
ature-dependent SCLC measurements show a significantly 
smaller energetic disorder in PM6:Y6. Temperature-dependent 
bias-assisted charge extraction (BACE) measurements reveal 
that the recombination mechanism is different in both blends. 
In PM6:Y6, recombination occurs between charges in a 
Gaussian HOMO DOS and a Gaussian LUMO DOS, both of 
narrow width, whereas the main recombination mechanism 
in PM6:N4 is of carriers in a broader Gaussian LUMO DOS 
recombining with carriers in a HOMO DOS with an exponen-
tial tail. As a consequence, the VOC of PM6:N4 is considerably 
lower compared to PM6:Y6. The effect of disorder on the VOC 
as a function of temperature is quantitatively described by ana-
lytical models considering the shape and disorder of the HOMO 
and LUMO site distributions. Because of the higher disorder, 
the CT emission is well discernible in electroluminescence (EL) 
at low temperatures in PM6:N4, which we assign to emission 
from lower-lying states in a broad DOS distribution, again con-
sistent with the larger voltage loss of this blend. Finally, for a 
given generation rate, the free carrier density increases with 
decreasing temperature in both PM6:Y6 and PM6:N4. This con-
trasts the view that charge separation is temperature-assisted or 
entropy-driven. Instead, this finding supports the model that 
band bending in combination with energetic disorder provides a 
down-hill driving force for free charge formation.

2. Results

2.1. Device Characteristics

Since it is well established that PM6:Y6 has a desirable mor-
phology and thereby low energetic disorder, we aimed at 
having an in-depth comparison with an alternative NFA 
that features a different molecular packing but has a sim-
ilar molecular structure, that is, a Y-derivative. N4 is a small 
molecule acceptor that has an aromatic backbone identical 
to that of Y6 but different alkyl chains elongation, with 4th-
position branching on the nitrogen atoms of the pyrrole 
motif of the backbone (instead of 2nd-position as in Y6, see 
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Figure 1a). This increases the solubility of the N4 molecule.[48] 
Morphology studies performed by Jiang et al. showed that the 
PM6:N4 blend has a preferential edge-on orientation in contrast 
to the predominant face-on orientation of PM6:Y6. Moreover, 
R-SoXs experiments revealed larger but less pure domains in 
PM6:N4, pointing to more intermixing. As it turns out, the 
different molecular design and packing result in a poorer per-
formance for the PM6:N4 devices, which have a lower VOC, 
slightly lower fill factor (FF) but similar short-circuit current 
density (JSC) when compared to PM6:Y6. The typical current 
density–voltage (J–V) characteristics of regular devices with 
a 100  nm layer of PM6:Y6 (1:1.2, wt%) and PM6:N4 (1:1.25, 
wt%) are shown in Figure  1b. Table S1 (Supporting Infor-
mation) contains the averaged photovoltaic parameters of 
regular devices prepared in this work, while Figure S1 (Sup-
porting Information) compares in more detail the statistics 
of both regular and inverted devices. Our regular PM6:Y6 
devices exhibit a PCE average value of 14%, whereas the PCE 
of PM6:N4 is at 12%. Inspection of the photovoltaic param-
eters shows that the PM6:Y6 produces on average 1 mA cm−2  
more in JSC than the PM6:N4 (24.9 vs 23.9 mA cm−2) for the 
same active layer thickness (Figure S2 shows the photovoltaic 
external quantum efficiency, EQEpv, including the integrated 
JSC for PM6:Y6 and PM6:N4, Supporting Information). In 

addition, the FF is 2% higher, with an average value of 66.8%, 
in PM6:Y6 compared to an average of 64.7% in PM6:N4. The 
largest difference is in the VOC, which on average is 0.84 V in 
PM6:Y6 and 0.77 V in PM6:N4.

The large difference in VOC comes as a surprise as N4 has 
been reported to have a slightly deeper HOMO and higher 
LUMO than Y6.[49] In accordance, the comparison in Figure 1c 
of the sensitive photovoltaic external quantum efficiency 
(s-EQEpv) spectra shows that the absorption is blueshifted in 
PM6:N4 with respect to PM6:Y6. The same holds for the peak 
of the EQE derivative, which gives a photovoltaic gap of 1.38 
and 1.43 eV for PM6:Y6 and PM6:N4, respectively. These results 
indicate that the PM6:N4 blend suffers overall from larger 
voltage losses. This is indeed observed in measurements of the 
external quantum efficiency of electroluminescence (ELQY), in 
Figure S3 (Supporting Information).

For a given energetics, a smaller VOC would originate 
from faster geminate and/or nongeminate nonradia-
tive recombination. Our previous measurements of time-
delayed collection field (TDCF) on PM6:Y6 devices dem-
onstrated that free charge generation is very efficient and 
independent of the electric field, pointing to small gemi-
nate losses in the blend. Similar results were obtained 
now for PM6:N4 (Figure S4, Supporting Information). We 

Figure 1.  a) Chemical structures of PM6, Y6, and N4. b) Current density–voltage (J–V) characteristics of PM6:Y6 and PM6:N4 regular devices measured 
under simulated AM1.5G light (solid lines) and in the dark (dashed lines). c) Sensitive photovoltaic external quantum efficiency (s-EQEpv) of PM6:Y6 
and PM6:N4 devices (solid lines). The derivative dEQE/dE is shown in dashed lines and the photovoltaic gap EG is determined from its maximum. 
The obtained EG is 1.38 eV for PM6:Y6 and 1.43 eV for PM6:N4. d) Bimolecular recombination coefficient k2 as a function of charge carrier density of 
PM6:Y6 and PM6:N4 devices measured via PIA (full symbols) and BACE (open symbols). For PM6:N4, the value of k2 from TDCF-delay measurements 
is also plotted (star symbol).
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investigated nongeminate recombination of regular PM6:Y6 
and PM6:N4 devices with a semitransparent back electrode 
by means of charge extraction and optical-based spectro
scopy techniques under steady-state conditions, namely 
bias assisted charge extraction (BACE) and quasisteady-state 
photoinduced absorption (PIA). In BACE, the device is held 
at VOC under steady-state illumination and as soon as the 
light is turned off, a high reverse bias is applied to extract 
all charges.[50,51] Provided the recombination rate, R, follows 
a second order dependence on charge carrier density n, k2 is 
directly calculated from R  = k2 n2. PIA measurements are 
also performed at VOC, but the yield and dynamics of free 
carriers are recorded by measuring the differential absorp-
tion upon modulation of the intensity of the quasi steady-
state illumination.[52,53] Further experimental details on both 
techniques are given in the Supporting Information. The 
results from both methods point to second order recom-
bination in the blends. The recombination coefficients as 
a function of carrier density are compared in Figure  1d, 
where we observe that k2 ≈ 8 × 10−12 cm3 s−1 for PM6:Y6 and 
k2 ≈ 2 × 10−12 cm3 s−1 for PM6:N4, meaning that recombina-
tion is ≈4 times slower in PM6:N4. This comes initially as a 
surprise since it is on the contrary a higher k2 which would 
explain increased VOC losses.[20,22] We note that the k2 for the 
PM6:Y6 regular devices in this work is lower than in our pre-
vious report, which could be related to using a newer batch 
of the blend materials. To confirm the conclusions about the 
recombination loss in PM6:N4, we additionally performed 
transient recombination measurements with TDCF. TDCF 
has been already applied to PM6:Y6 and gave excellent agree-
ment to BACE results.[54] The corresponding TDCF tran-
sients for PM6:N4 are shown in Figure S5 (Supporting Infor-
mation). Analysis of these transients with an established 
model yielded the same k2 as obtained via BACE and PIA, 
as marked in Figure  1d. A further source of VOC losses is 
nonradiative recombination at the electrodes due to nonideal 
contacts. To rule out carrier losses due to surface recombi-
nation, we followed the same approach as for our PM6:Y6 
devices,[55] and measured PIA and electromodulation injec-
tion-induced absorption (EMIA) spectroscopy on the same 
PM6:N4 device with regular architecture. These two com-
plementary techniques allow us to compare photogenerated 
and dark injected charges at equivalent recombination cur-
rents (Figure S6, Supporting Information). At 1 sun, the car-
rier concentration under dark injection is slightly lower than 
under photoexcitation, but this would only cause a ≈15 meV 
difference in the quasi-Fermi level splitting (QFLS). Further-
more, we compared the photogenerated carrier concentration 
in a full device and a PM6:N4 bare film on glass (Figure S6, 
Supporting Information). Here, the PM6:N4 data on device 
and film agree very well, as was the case for PM6:Y6,[53] sug-
gesting that little carriers are lost due to the incorporation 
of transport layers and electrodes (known as interfacial or 
surface recombination). Consequently, the reason for the 
lower VOC of the PM6:N4 blend must lie in the details of the 
energetics and recombination mechanism in the bulk, which 
motivated a thorough study of the morphology and energetic 
disorder of the two blends and the resulting photovoltaic 
properties, as detailed in the following.

2.2. Morphology and Energetic Disorder

We employed grazing-incidence wide-angle X-ray scattering 
(2D-GIWAXS) to investigate the differences in the blend 
morphology of PM6:Y6 and PM6:N4 films. Figure 2a shows 
the 2D-GIWAXS images of PM6:Y6 and PM6:N4. In order to 
disentangle the contribution of the single components in the 
blend, we measured films of all neat materials. Figure 2b,c cor-
responds to the horizontal and vertical line cuts, respectively, of 
the neat materials PM6, Y6, and N4 (2D data can be found in 
Figure S7, Supporting Information), while Figure 2d,e contains 
the horizontal and vertical line cuts of the blends (from panel 
a). In Figure 2b,c, neat Y6 shows predominantly face-on orien-
tation, as we observe the π–π stacking in the vertical direction 
while the lamellar peaks are identified in the horizontal direc-
tion, in line with previous reports.[7,10,11] The Gaussian peak 
shape (coherence length of 6.4  nm) of the first lamellar peak 
suggests long range order within the Y6 network. On the con-
trary, the π–π stacking in neat N4 is in the horizontal direction, 
pointing to preferential edge-on orientation. In addition, the 
lamellar stacking of N4 shows well defined, multiple structure 
peaks into specified directions which are more pronounced in 
comparison to the N4 π–π stacking signal. Thus, the lamellar 
stacking seems to be the more dominant stacking mechanism 
for neat N4. The length of the side-chain before the branching 
point could to be decisive in this competition, as a result of 
steric hindrance and/or the better solubility of N4.[56,57] Overall, 
neat N4 is highly ordered but, in comparison to neat Y6, the 
π–π stacking is less pronounced and the width of the peak is 
larger due to stronger cumulative disorder in the π–π stacking 
of N4. For the neat PM6, there is strong lamellar stacking in the 
vertical direction, i.e., edge-on preferential orientation, while 
there is only evidence of a very weak π–π stacking (Figure S7,  
Supporting Information). The corresponding data for the 
blends are shown in Figure 2a,d,e. For PM6:Y6, we notice that 
the first lamellar peak at qxy = 0.29 Å−1 is contributed by both 
PM6 and Y6 (making it hard to distinguish them), but the 
second lamellar peak at qxy = 0.42 Å−1 must have a Y6 contribu-
tion, meaning there is long range order of Y6 present within 
the blend. We attribute the π–π stacking in the vertical direction 
at qz = 1.7 Å−1 almost solely to Y6 since the peak shape is nearly 
identical to the neat Y6 and PM6 has a weak π–π stacking. Con-
clusively, Y6 maintains its preferential face-on packing when 
blended with PM6 and spincoated from CF with 0.5% v/v CN.  
In PM6:N4, the N4 lamellar ordering (qxy  = 0.33 Å−1 and 
qxy  = 0.41 Å−1) appears to have completely vanished, since the 
observed lamellar peaks in the blend resemble those of PM6 in 
position and shape. The lamellar peak at qxy = 0.29 Å−1 of the 
PM6:N4 blend has a larger isotropic contribution than in the 
PM6:Y6 blend, i.e., PM6 is more isotropic, if blended with N4. 
Interestingly, the π–π stacking in the PM6:N4 blend is stronger 
in the vertical direction. It is unlikely that this signal is domi-
nated by the PM6 which has a slightly preferred orientation of 
the lamellar stacking in the vertical. This in turn indicates that 
N4 is partially reoriented to face-on in our PM6:N4 blend. This 
contrasts with previous morphology studies,[48] where no sig-
nificant π–π stacking could be observed for PM6:N4, while the 
lamellar stacking appeared to be similarly dominated by PM6 
and thus no information on the N4 orientation in the blend 
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could be obtained. This difference could be a result of using a 
different PM6 batch, with, e.g., different molecular weight and/
or polydispersity, or slightly different processing conditions. 
In our blends, the addition of PM6 changes the environment 
of the N4 leading to a clearly altered aggregation behavior of 
the N4 including changes in the final orientation of the π–π 
stacking and a loss in regular nanostructure between N4 mole-
cules. Taking a closer look at the π–π stacking, the intensity of 
the peaks is larger in PM6:Y6 compared to PM6:N4, meaning 
quantitatively that more NFA π–π stacking in face-on direction 
is present in our Y6 blend. We finally performed Pseudo-Voigt 
fits to the π–π peak and the disordered contribution in the ver-
tical direction (see Figure S8, Supporting Information). The 
ratio between the area of π–π peak and amorphous contribu-
tion is ≈2.5 for PM6:N4 and ≈5.4 for PM6:Y6, revealing a larger 
amorphous fraction in the PM6:N4 blend in comparison to the 
PM6:Y6 in the π-π stacking direction. Thus, all the morpholog-
ical features collected here indicate a lower degree and quality 
of stacking of N4 in the PM6:N4 blend in comparison to the 
neat N4 film, as well as in comparison to the Y6 in the PM6:Y6 
blend. Here, stacking refers to the lamellar as well as the 
π-π stacking. Particularly in the vertical direction, it becomes 
apparent that the PM6:N4 blend shows less order than PM6:Y6 
on the short length scales that are decisive for the electronic 
interactions of the materials.

We noted earlier that PM6:N4 has a lower domain purity.[48] 
To conveniently examine this, we measured time-resolved pho-
toluminescence (TRPL) on films of the neat acceptors blended 
with the inert polymer polystyrene (PS) and on the blends with 

PM6, as shown in Figure 2f,g. The PS:NFA data are fitted using 
a single exponential decay, while the PM6:NFA blends are fitted 
using two exponentials, see Note S1 and Table S2 for details 
(Supporting Information). As expected, the blends with PM6 
exhibit shorter lifetimes due to exciton quenching. In Figure 2f, 
the singlet exciton lifetime obtained for PS:Y6 is 723  ps and 
the weighted-average lifetime of PM6:Y6 is 88 ps, which gives 
a quenching efficiency of 88%. For the N4 blends, PS:N4 has a 
lifetime of 800 ps and PM6:N4 has 60 ps, thus the quenching 
efficiency is higher at 93%. Stronger exciton quenching is con-
sistent with more intermixing in PM6:N4, i.e., more interfacial 
area between donor and acceptor. This in turn could be a poten-
tial source for a broadening of the DOS. For example, the pres-
ence of the other molecule disrupts the intermolecular order 
of the majority phase, going along with a larger energetic dis-
order. Also, all Y-series acceptor molecules exhibit quite large 
electrical dipole and quadrupole moments which, when mixed 
at low concentrations into PM6, could increase the energetic 
disorder in the donor phase.[58,59] In general, more intermixing 
will create larger D:A interfaces and a larger density of CT 
states, discerned by a broader and more significant low energy 
tail in EQEpv measurements.[60,61] However, as we have previ-
ously shown for PM6:Y6,[55] the tail of the sensitive EQEpv is 
dominated by the Y6 exciton and there is no discernible evi-
dence for CT absorption. We concluded this by measuring 
the photoluminescence (PL) spectrum of the blend, which is 
largely dominated by emission from the Y6 singlet exciton and 
using the optoelectronic reciprocity by Rau[62] to calculate the 
EQEpv spectrum due to exciton absorption. We performed the 

Figure 2.  a) 2D-GIWAXS images of PM6:Y6 (top) and PM6:N4 (bottom) measured on Si substrates (the strong diffraction signal at about qxy = 1.7 Å−1, 
qz = 1.2 Å−1 is due to substrate scattering). b) Horizontal and c) vertical line cuts of the neat materials PM6, Y6, and N4. d) Horizontal and e) vertical 
line cuts of the blends PM6:Y6 and PM6:N4. Time-resolved photoluminescence measured on f) PS:Y6 and PM6:Y6 films and g) PS:N4 and PM6:N4 
films, from which a quenching efficiency of 88% and 93%, respectively, were determined.
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same characterization for PM6:N4 in Figure S9 (Supporting 
Information), where we observe that emission and absorption 
are dominated by N4 singlets. The reciprocity of the PL per-
fectly reproduces the tail of the measured s-EQEpv except from 
≈1.2  eV and below, which indeed indicates additional absorp-
tion due to a low energy CT population.

To establish the effect of the different morphologies on the 
energetic properties, we measured space charge limited cur-
rents (SCLC) of electron-only and hole-only devices as a function 
of temperature (see Note S2 and Figures S10–S11, Supporting 
Information). This approach has been shown to be sensitive to 
the shape and width of the DOS. We note that in order to avoid 
the effect of diffusion enhanced transport,[63] devices thicker 
than our typical solar cells were needed (typically larger than 
150 nm). The temperature dependence of the zero-field mobility 
μ0 for the PM6:Y6 and PM6:N4 blends is shown in Figure S12 
(Supporting Information). Table 1 summarizes the values of 
μ0 at 300 K and the energetic disorders for the HOMO, σH,D, 
and the LUMO, σL,A, obtained using the Gaussian disorder 
model (GDM), see Note S2 (Supporting Information). When it 
comes to the LUMO, the disorder is slightly larger in PM6:N4, 
at 66 meV, while it is only 60 meV in the PM6:Y6. The electron 
mobility is then 5 times lower in PM6:N4 compared to PM6:Y6. 
It is in the HOMO where striking differences in disorder values 
are observed. The σH,D increases from 74 meV in PM6:Y6 to 
90 meV in PM6:N4, going along with a 10 times decrease of 
the zero-field mobility. It seems that the lower molecular order 
of PM6:N4 leads to a slight increase of disorder in the LUMO, 
while affecting to a greater extent the width of the HOMO DOS. 
From the earlier TRPL results, we speculate that N4 molecules 
mix into PM6 domains.

In addition, it becomes meaningful to plot the logarithmic 
slope of the J–V curves, slope =  d(log J)/d(log V), to reveal the 
SCLC regime and the presence of energetic traps.[16,64–66] This 
is done in Figures S10 and S11 (Supporting Information) in 
dependence of the applied voltage for PM6:Y6 and PM6:N4 elec-
tron- and hole-only devices. The electron-only devices of both 
blends follow a slope between 2 and 2.5 at higher voltages. The 
slight increase, especially at lower temperatures, is most likely 
due to a field-dependence of the mobility. The situation is the 
same for the PM6:Y6 hole-only data. The device that behaves 
differently is the hole-only PM6:N4. Here, the slope saturates at 
higher fields and the saturation value increases with decreasing 
temperature, reaching close to 4 at 223 K. This behavior is 
characteristic for an exponential distribution of tail states.[67,68] 
For SCLCs in a pure exponential DOS, J∝V2l + 1, with l  = T0 /T 
and T0 being the characteristic distribution temperature of the 
exponential DOS (see Note S3, Supporting Information). The 
best fit of the PM6:N4 hole-only data is shown in Figure S13 
(Supporting Information) and yields T0 = 585 K. The true width 

may, however, be smaller as this analysis does not consider an 
explicit voltage dependence of the free carrier mobility.

2.3. Nongeminate Recombination

The shape of the DOS does not only affect the free carrier 
transport but also its nongeminate recombination characteris-
tics.[21,27,69–71] In brief, the recombination rate R is defined as 

the decay of charge carriers n with time, R
dn

dt
nγ= − = δ , where 

δ is the recombination order and γ the recombination coeffi-
cient. As introduced earlier, bimolecular recombination gives 
δ = 2 and the recombination coefficient is then denoted as k2. 
At VOC conditions, recombination equals generation, while the 
generation rate G can be expressed in terms of the generation 
current JG

J qdR qd nγ= = δ
G 	 (2a)

where q is the elementary charge and d is the film thick-
ness. The steady-state recombination current is connected to 
the applied voltage, V, via the ideality factor, nid, according to 

J J
qV

n k T
=







expR 0

id B

, with J0 being the dark recombination cur-

rent, T temperature and kB, the Boltzmann constant. Then, at 
open-circuit conditions

J V J V J
qV

n k T
( ) ( )= =







expG OC R OC 0

OC

id B

	 (2b)

In absence of surface recombination, the VOC is equal to the 
quasi-Fermi level splitting in the bulk which in turn, for equil-
ibrated electrons and holes, is a function of the electron and 
hole densities, n and p. For an ideal intrinsic semiconductor 

with sharp bands, n p
qV

k T
= ∝







exp

2
OC

B

. In general, the relation 

between VOC and n is written as

n p N
qV

mk T
= =







exp

2
0

OC

B

	 (2c)

where the m-factor is introduced to describe the degree of dis-
order and N0 is the effective density of states. In case of two 
Gaussians, δ  =  2, m = 1 and nid = 1, with all parameters being 
independent of temperature.[40] We already note here that for 
a Gaussian DOS, these considerations are only correct in the 
nondegenerate limit (see Note S4, Supporting Information).[72] 
As we will show later, the approximation holds for T ≳ 200 K 
in the PM6:Y6 blend. In contrast, once an exponential DOS is 
involved in recombination, at least two of the above parame-
ters depend on l, and with that on temperature,[40] given that  
l = T0 /T as introduced earlier. Moreover, it makes a difference 
whether free or trapped carriers are involved. The reason is that 
for an exponential DOS the free carrier density is a nonlinear 
function of the total carrier density according to n ∝ (nT)l.

Following Equation (2a–c), we measured J–Vs and n(VOC) 
at different illumination intensities and as a function of 

Table 1.  Energetic disorder parameters for the LUMO (σL,A) and the 
HOMO (σH,D), and zero-field electron (μe) and hole (μh) mobilities in 
the blends PM6:Y6 and PM6:N4.

Blend σL,A[meV] σH,D[meV] μe[x10−4 cm2 V−1 s−1] μh[x 10−4 cm2 V−1 s−1]

PM6:Y6 60 74 8.4 1.3

PM6:N4 66 90 1.6 0.1
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temperature. Figure 3a,b shows the recombination rate R as a 
function of carrier density, measured using BACE, to determine 
δ for PM6:Y6 and PM6:N4. For both blends, we were able to fit 
the entire temperature range with a slope close to 2 (see the 
solid lines in the plots). We also notice that the recombination 
is slowed down at lower temperatures and the carrier density 
increases in both blends, which we will discuss in greater detail 
below. Differences between the blends appear in the charge 
carrier dependence on VOC as shown in Figure 3c,d. While the 
slope of log (n) versus VOC becomes larger with lower temper-
atures in the PM6:Y6 blend, it is nearly constant in PM6:N4. 
Remarkably, the PM6:N4 data points seem to merge onto one 
line, which is clearly not the case for PM6:Y6. The same effect 
is seen in the log (JG) versus VOC plots in Figure 3e,f where we 
observe a weak (if any) T-dependence of the slope for PM6:N4.

These findings are summarized in Figure 4a, where the 
parameters δ, m and nid taken from the fits in Figure  3 are 
plotted as a function of temperature. The values of the recom-
bination order δ assemble around 2 for both blends, with no 

appreciable dependence on temperature. As anticipated for 
the PM6:Y6 device, m and nid remain constant at values of 
around 1.2 in the range of 300 K down to 200 K. The temper-
ature independence and values close to 1 support the picture 
that the recombination of free carriers in PM6:Y6 involves 
mainly two Gaussians, as we reported before.[8] This situation 
is sketched in Figure 4b. A possible cause for nid being slightly 
above one is additional recombination through midgap traps.[73] 
At 300 K, PM6:N4 has similar values of m and nid as PM6:Y6, 
close to 1, but as the sample is cooled down, both parameters 
increase to above 1.4 at 225 K. According to Hofacker and 
Neher,[40] it is only when free charges in a Gaussian recom-
bine with trapped charges in an exponential that the recom-
bination order is equal to 2 and independent of temperature, 

but m and nid depend on T. For this case, n m
T

T
= = +








1

2
1id

0 .  

This equation gives a reasonable fit to the experimental data 
(dashed gray line in Figure 4a), yielding T0 = 435 K. We will 
discuss the discrepancy to the value from the T-dependent 
SCLC measurements below. According to SCLC results of 
PM6:N4 we assign a purely Gaussian shape to the density 
of electron-transporting states, while the density of hole-
transporting states is characterized by an exponential tail 
(see Figure  4c for a schematic presentation of this situa-
tion). A possible scenario is that holes become immobilized 
in the exponential tail of the PM6 HOMO, while electrons 
move more freely in the Gaussian-shaped DOS of the N4 
LUMO. Recombination takes place either at the interdif-
fused D:A heterojunction or electrons penetrate into the  
PM6-rich phase via dissolved N4 molecules. As mentioned 
above, R-SoXS revealed a smaller domain purity in the 
PM6:N4 blend compared to PM6:Y6, and GIWAXS showed 
no significant nanostructure between different N4 molecules 
when blended with PM6 apart from π–π stacking.

2.4. Predicting the Open-Circuit Voltage as a Function  
of Temperature

The models proposed in Figure  4b,c suggest that the 
two blends will differ in their quasi-Fermi level splitting,  
QFLS = EF,e  − EF,h, and with that in their VOC and its depend-
ence on temperature and illumination intensity. For a Gauss-

ian-type HOMO and LUMO, E E
k T

k T
n

N
F e

σ= − +
2

ln, L,A
L,A
2

B
B

0

 and 

E E
k T

k T
p

N
F h

σ= + −
2

ln, H,D
H,D
2

B
B

0

, with EL,A and EH,D being the 

center of the respective DOSs. Under the assumption that the 
electron and hole densities are equal (n = p) under illumination 
at open-circuit conditions, the VOC can be described analytically 
as

q V E E E
k T

k T
n

N
F e F h

σ σ= − = − + +
2

2 lnOC , , g
L,A
2

H,D
2

B
B

0

	 (3a)

where Eg = EL,A − EH,D. As discussed in the Note S4 (Supporting 
Information), the above expression holds in the limit of an 
equilibrated population at high enough temperature, where the 

Figure 3.  Recombination rate as a function of charge carrier density 
to determine the recombination order δ at different temperatures for  
a) PM6:Y6 and b) PM6:N4 devices. Charge carrier density as a function 
of VOC to determine the m-factor at different temperatures for c) PM6:Y6 
and d) PM6:N4 devices. Generation current density as a function of VOC 
to determine the ideality factor nid at different temperatures for e) PM6:Y6 
and f) PM6:N4 devices. δ, the m-factor and nid were extracted from the 
slope of the solid line fits (see equations in the left side panels).

Adv. Energy Mater. 2022, 12, 2103422

 16146840, 2022, 12, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aenm

.202103422, W
iley O

nline L
ibrary on [12/06/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

11 Understanding the Role of Order in Y-Series Non-Fullerene Solar Cells to Realize High
Open-Circuit Voltages

148



www.advenergymat.dewww.advancedsciencenews.com

2103422  (8 of 13) © 2022 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

state population can be described by a Boltzmann distribution. 
This is the case when the quasi-Fermi levels are more than 3kBT 
away from the so-called equilibrium energies of the Gaussian 
DOSs. To predict the VOC at low temperatures, the degenerate 
case has to be considered, for which Paasch et al.[72] provided an 
analytical approximation (Note S4 and Figure S14, Supporting 
Information).

In contrast, for holes in an exponential DOS, there is no dis-
tinction between non-degenerate and degenerate regions and 

E E k T
p

N
≅ − lnF,h H,D B 0

0

.[74] Then, assuming again n = p, the VOC 

expression for the Gaussian-exponential model in the nonde-
generate limit is

q V E E E
k T

k T T
n

N
F e F h

σ ( )= − = − + +
2

lnOC , , g
L,A
2

B
B 0

0

	 (3b)

See the Note S4 (Supporting Information) for the corresponding 
equation in the degenerate regime.

Equation (3a) predicts that for the combination of two Gauss-
ians, the increase of VOC with decreasing temperature due to 
the entropic contribution becomes partially compensated by the 

reduction of the effective bandgap, E E
k T

eff σ σ= − +
2

g g
L,A
2

H,D
2

B

, espe-

cially at low temperatures. For the Gaussian-exponential case, 
the temperature dependence of both terms is reduced because 
EF,h does not depend explicitly on temperature.

These trends are indeed observed in the experimental VOC(T) 
data plotted in Figure 5a. Not only is the VOC higher for PM6:Y6, 
due to smaller disorder, but it also displays a steeper slope of 
the VOC(T) dependence at higher temperatures. For low tem-
peratures, the temperature dependence of VOC becomes smaller 
for both systems, indicating the transition to the degenerate 

Figure 5.  a) Open-circuit voltage VOC as a function of temperature for PM6:Y6 and PM6:N4 devices (full symbols). The experimental data were fitted 
according to the Gaussian–Gaussian model (full lines) or the Gaussian-exponential model (dashed lines) using the expressions in the non-degenerate 
and degenerate regions, with the transition marked between 200 and 250 K depending on the blend and charge carrier density. The fitting parameters 
can be found in Table S3 (Supporting Information). b) Temperature dependence of the charge carrier density n for the blends PM6:Y6 and PM6:N4 
devices (symbols), obtained via PIA. Dashed lines are a guide to the eye.

Figure 4.  a) Dependencies of the parameters δ, the m-factor and nid on temperature for PM6:Y6 and PM6:N4 devices. δ and the m-factor were obtained 
from temperature-dependent BACE and nid from temperature-dependent J–Vs. The dashed line is a fit to the PM6:N4 data according to the equation 

= = +

 


1

2
1id

0n m T
T

, as predicted for free-trapped recombination in the Gaussian-exponential model. b) Scheme of HOMO and LUMO density distribu-

tions for a Gaussian–Gaussian model. c) Model of the HOMO and LUMO for PM6:N4, where recombination is dominated by holes in an exponential 
tail. EF,e and EF,h are the quasi-Fermi levels for electrons and holes, respectively.
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regime. The analytical description of the experimental VOC(T) 
data requires knowledge of the temperature-dependent carrier 
density. Determination of n at low temperatures with BACE is 
problematic as this method relies on the extraction of charges. 
We have therefore applied PIA spectroscopy, which is an extrac-
tion-less technique, with the results shown in Figure  5b for 1 
sun illumination conditions. First, we observe that the car-
rier density n is consistently higher in PM6:N4, in agreement 
with the smaller k2 reported above. More importantly, for both 
blends there is an increase of n over the entire temperature 
range, being stronger at first from 300 to 200 K.

With n(T) at hand, we are now in a position to analyti-
cally describe the progression of the VOC with temperature 
(Figure  5a). For PM6:Y6 with two Gaussian distributions, 
VOC(T) was fitted with a combination of Equation (3a); and 
Equation S3e (Supporting Information); see Note S4 (Sup-
porting Information for the discussion of the applicability of 
the equations. The fitting parameters are collected in Table S3 
(Supporting Information). N0 was set to the number density of 
Y6/N4 molecules in the blend (NY6/N4 = 2.4 × 1020 cm−3)[55] and 
the values of σL,A and σH,D were fixed as obtained from SCLC, 
leaving the HOMO–LUMO gap as the only free parameter. As 
shown by the solid lines in Figure  5a, this approach explains 
well the temperature dependence of VOC, yielding a reasonable 
value for the bandgap, Eg  = 1.42 ± 0.15 eV.  Notably, when the 
system has fully entered the degenerate regime, the tempera-
ture does not appear as an independent variable anymore but 
influences VOC only through the temperature dependence of 
the carrier density. Therefore, without knowledge of n(T), the 
analysis of VOC(T) will likely lead to wrong conclusions. We 
note a small discontinuity of the predicted VOC(T) from Equa-
tion (3a); and Equation S3e (Supporting Information) at the 
transition from the non-degenerate to the degenerate regions at 
around 200 K. The reason is that Equation (3a) becomes inac-
curate at this transition, but unfortunately, there is no analytical 
approximation to provide a description of the entire transition 
region. For the same reason, the bandgap from the fit is slightly 
different for the high and low temperature regimes.

The fit to the PM6:N4 device with the Gaussian–Gaussian 
model and the disorder values deduced from SCLC works well 
in the non-degenerate regime, but the model fails to explain 
the data in the low temperature region, where it predicts a 
stronger temperature dependence (Figure  5a). In contrast, 
the Gaussian-exponential model (Equation (3b); and Equation 
(S3f), Supporting Information), marked in the plot with dashed 
lines, reproduces the VOC over the entire temperature range. 
As detailed above, the lack of a temperature dependence of the 
(quasi-)Fermi level causes a smaller dependence of the VOC 
on temperature, exactly as we observe in the PM6:N4 experi-
mental data. The data could be well fitted using T0 = 435 K, the 
value predicted from the m(T) and nid(T) data (Figure  4a). We 
notice that the VOC does not increase as much as the models 
would predict toward lower temperatures, in neither PM6:Y6 
and PM6:N4 devices. To ensure that the reduction of the VOC 
is not a consequence of high leakage current,[75] we compared 
the light and dark J–Vs in Figure S15 (Supporting Information). 
The dark current decreases with temperature, and it is much 
lower than the photocurrent at low temperatures. For both sys-
tems, at 100 K, subtracting the leakage current from the photo-

current increases the VOC by less than 5 mV, thus we conclude 
that the leakage effect is negligible. Another potential source of 
VOC saturation is a low built-in voltage, e.g., due to a too small 
difference between the electrodes or an injection barrier.[20,76,77] 
We, therefore, measured VOC(T) for different illumination 
intensities (Figure S16, Supporting Information). Instead of 
converging towards a fixed VOC, changing the intensity leads 
to a horizontal shift of the VOC(T), with little distortion of the 
shape. In fact, we could reproduce the entire data set with the 
parameters determined from the fit to the 1 sun VOC(T) data 
and assuming that recombination is bimolecular for all temper-
atures (the carrier density depends strictly on the square root of 
the intensity). We, therefore, believe that the slight deviation of 
the measured and predicted VOC at low temperatures has other 
reasons. We, finally, point out that all published VOC(T) data for 
the PM6:Y6 blend exhibit very similar behavior, implying that 
the underlying phenomena are intrinsic to the blend.

3. Discussion

Our data show that energetic disorder has a pronounced effect 
on the absolute value of the VOC but also on the steepness of 
its temperature dependence, already at room temperature. 
Consequently, disorder affects the interpretation of the linear 
extrapolation of the VOC(T) to T = 0, which is typically assigned 
to the energy of the recombining state; the charge transfer 
(CT) state (in organic solar cells). For PM6:Y6, the extrapola-
tion gives qVOC(T = 0 K)≅ 1.1 eV. Because of the strong con-
tribution of the NFA singlet excitons to the absorption and 
emission of this blend, there is yet no accurate value of the CT 
energy of PM6:Y6. Moreover, because of the energetic disorder, 
the mean energy of the populated CT state manifold is itself a 
function of temperature and referring to one CT state energy is 
meaningless.[78,79] The situation is similar for PM6:N4, where  
qVOC(T = 0 K)≅1.0 eV is an unreasonably low value. Therefore, 
the extrapolation of qVOC will not provide a reasonable estimate 
of the mean energy of the CT state manifold in these blends.

For PM6:Y6, the temperature-dependent charge transport can 
be consistently described by a Gaussian-type donor HOMO and 
acceptor LUMO, with a width of 74 and 60 meV, respectively. 
This picture is confirmed by the recombination analysis, which 
yielded nid and m independent of temperature and close to one. 
Importantly, the very same disorder parameters deduced from 
transport measurements explain the course of the temperature-
dependent VOC. It has been proposed that OSCs are non
equilibrium hot carrier devices, where photogenerated carriers 
leave the device before they equilibrate in the DOS.[31,32] While 
there is consistent proof that hot carriers assist charge extraction 
for highly disordered blends,[80] there is a current debate whether 
the same mechanism is functional at open-circuit conditions.[28] 
Very recently, kinetic Monte Carlo (kMC) simulations on a 
PM6:Y6 blend suggested a 130 meV increase in VOC compared 
to the case of fully equilibrated charges.[81] It was also suggested 
that photogenerated charge carriers exit the device via one of the 
contacts, followed by reinjection and recombination of equili-
brated charge. While we cannot fully rule out that nonequili-
brated carriers affect the measured VOC in our devices, we argue 
that experiments on PM6:Y6 blends without and with electrodes 
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gave the same recombination rate.[53] Also, our steady-state 
approach reproduces the VOC(T) on the basis of the measured 
carrier densities and disorders, for different illumination inten-
sities, with the HOMO–LUMO splitting as the only unknown 
parameter. We see this as a strong proof that the QFLS and with 
that the VOC is mostly determined by equilibrated carriers.

For the PM6:N4 blend, the combination of two Gaussians 
yields a good prediction for VOC(T) at higher temperatures 
but does not provide a good fit of the low temperature regime. 
Here, the combination of a Gaussian-shaped N4 LUMO with a 
broader PM6 HOMO that has an exponential tail gives a much 
better description. Again, we find a very similar dependence 
of the carrier density on fluence for the neat PM6:N4 film and 
device (Figure S5, Supporting Information), meaning that the 
recombination properties are not affected by the presence of 
the electrodes. It is, however, unlikely that the replacement of 
Y6 by N4 transforms the entire PM6 HOMO into an exponen-
tial DOS. Rather than that, we presume that the larger distor-
tion of the PM6 phase in the PM6:N4 blend but also the mixing 
of N4 molecules into the polymer phase broadens the tail of the 
DOS. As N4 and Y6 have the same conjugated core, we expect 
the same electric dipole and quadrupole moment for both 
molecules. It has been shown that a small concentration of 
randomly oriented electric dipoles creates a Lorentzian DOS.[58] 
Similarly, a random distribution of point charges creates expo-
nential band tails.[59] Such tail broadening has been experimen-
tally observed in doped organic molecules and polymers.[82]  
Further experiments and simulations are needed to reveal the 
true origin and shape of the PM6 HOMO, which is however 
beyond the scope of this paper. As a side note, such nonuniform 
DOS explains why T0 from the analysis of the SCLC transport 
is different from the value extracted from the recombination 
studies. The reason is that the SCLC current is proportional to 
the density of free charges while, in our model, the recombina-
tion concerns mainly charges in the tail of the distribution.

The lower VOC of the PM6:N4 blend is consistent with a pic-
ture of equilibrated charges in a broader density of states dis-
tribution. This raises the questions whether a similar broad-
ening concerns the CT state manifold. Because of additional 
disorder of the electrostatic interaction, it is predicted that the 
distribution of the CT energies is wider than that of the charge-
separated states.[83] Also, the larger morphological disorder at 
the donor–acceptor interface would potentially broaden the CT 
DOS.[29] Unfortunately, the presence of a strong absorption and 
emission from Y6 excitons prevents the determination of the 
spectral position and width of the CT emission in PM6:Y6.[55] In 
EL measurements, this is observed by injected free charges that 
are reformed into singlet excitons. Figure S17 (Supporting Infor-
mation) shows the EL spectra of a PM6:N4 device as a function 
of temperature. At 300 K, the peak at 1.32 eV corresponds to the 
N4 singlet but we observe that, as the sample is cooled down, 
a low energy contribution becomes discernible. The peak is at 
1.10 eV at 300 K and it overcomes the singlet below 240 K. This 
is different in PM6:Y6, where the low energy peak is at ≈1.15 eV 
at 300 K, but the singlet emission dominates at all tempera-
tures.[55] For both cases, the intensity of the low energy emis-
sion is independent of temperature for a given injection current, 
implying that it originates from the radiative recombination of 
the main recombining state–the CT state. These results point to 

a lower energy of the populated CT manifold in PM6:N4, e.g., 
due to an overall lower CT energy or by more pronounced state 
broadening. Energetic disorder is indicated by the redshift of the 
low energy emission peak in Figure S17 (Supporting Informa-
tion) with decreasing temperature. With respect to this, recent 
kMC simulations suggested that free charge encounter forms 
an athermal CT population, whose mean energy is not simply 
determined by the CT state properties but in addition by the 
energy of the encountering charges, which itself is a function 
of temperature.[84] Irrespective of the exact mechanism, the data 
show that for PM6:N4, the offset between the populated CT and 
singlet state is larger, which explains the lower contribution by 
singlet emission and why the ELQY is more than one order of 
magnitude lower in PM6:N4 compared to PM6:Y6 (Figure S3, 
Supporting Information). This, in turn, explains the nonradia-
tive voltage losses in PM6:N4.

Finally, we find that the free carrier density increases with 
decreasing temperature in both blends. At VOC, CT states and 
free carriers (in the charge-separated, CS, state) are in dynamic 
equilibrium.[85] Our data suggest that the CT-CS balance shifts 
toward free charges for a lower T. In other words, the reforma-
tion of CT states by free charge encounter is more affected by 
the lowering of the temperature than the redissociation of these 
states into free charges. Recent transient absorption and time-
resolved photoluminescence experiments suggested that charges 
in PM6:Y6 have to overcome a substantial Coulomb-barrier to 
form free carriers, which would favor CT reformation at lower 
temperatures.[86] On the other hand, recent simulations showed 
that this barrier due to mutual Coulomb attraction can be fully 
compensated by strong band bending across the D:A heterojunc-
tion.[87] Energetic disorder will add complexity to these models as 
it provides additional low-lying states to host free charges.[88,89] 
From the parameters deduced above, we conclude that the mean 
energy of the populated CS states is never larger than 1.1 eV in 
PM6:Y6 (see the Note S4 and Figure S14, Supporting Informa-
tion). This is significantly smaller than the Y6 singlet energy 
and, according to the EL spectra, lower than the populated CT 
energy. As such, energetic disorder is likely to contribute to free 
charge formation in such high-performance NFA-based blends.

4. Conclusion

In summary, by comparing the temperature-dependent charge 
transport and recombination properties of PM6 blended with 
two Y-series NFAs, Y6, and N4, we show that energetic disorder 
plays an important role even in high-efficiency organic solar 
cells. Studies of the blend morphology reveal a different packing 
and larger structural disorder in the PM6:N4 blend, which trans-
lates into a larger energetic disorder but also different shape of 
the density of states distributions. This is confirmed by temper-
ature-dependent BACE and JV measurements, which reveal that 
the blends exhibit different nongeminate recombination mecha-
nism: in PM6:Y6, recombination occurs between carriers in two 
rather narrow Gaussian state distributions, while in PM6:N4, 
recombination is predominantly between carriers in a Gauss-
ian-shaped LUMO DOS with carriers in the tail of a broader 
HOMO DOS with a more exponential character. This informa-
tion combined with the carrier densities from photoinduced  
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absorption allows us to analytically describe the VOC as a function 
of temperature and illumination intensity. Hereby, we find that 
the free carrier density increases with decreasing temperatures  
in both PM6:Y6 and PM6:N4, indicative of a down-hill driving 
force for free charge formation assisted by energetic disorder. 
Regarding the CT properties, electroluminescence measure-
ments reveal a red-shifted CT emission in PM6:N4 compared 
to PM6:Y6, which becomes predominant over the singlet at low 
temperatures. This points to a lower energy of the populated 
CT state manifold, possibly due to a wider distribution of the 
CT energies in this more disordered blend, which goes along 
with a larger nonradiative voltage loss in PM6:N4. We conclude 
that energetic disorder has to be taken into account when con-
sidering the absolute value of the VOC but also the steepness of 
its temperature dependence, and that the treatment of recombi-
nation and related properties with single CT and charge trans-
porting levels is inappropriate. In this regard, PM6:Y6 benefits 
substantially from a narrower Gaussian-type density of state 
distribution, giving promise for the development of NFA-based 
solar cells with even smaller VOC losses once the origin of ener-
getic disorder is properly understood.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Experimental section: 

Device and sample preparation 

The polymer PM6 and the small acceptor molecule Y6 were purchased from 1-Material Inc. The 

acceptor molecule N4 was synthesized as in Ref.[1] The solvents chloroform (CHCl3) and the additive 

chloronaphthalene (CN) were purchased from Carl Roth and Alfa Aesar, respectively. The devices 

with a regular configuration were fabricated with a structure ITO/PEDOT:PSS/active layer/PDINO/Ag. 

Patterned ITO (Lumtec) substrates were cleaned in an ultrasonic bath with acetone, Hellmanex, 

deionized water and isopropanol for 10 min, followed by microwave plasma treatment (4 min at 200 

W). Subsequently, PEDOT:PSS (Clevios AI 4083) was filtered through a 0.2 μm PA filter and spin 

coated onto ITO at 5000 rpm under ambient conditions to obtain a ~30 nm layer. Th PEDOT:PSS 

coated substrates were thermally annealed at 150°C for 10 min. PM6 and Y6 were dissolved in CHCl3 

to a total concentration of 16 mgmL-1 with a 1 to 1.2 weight ratio, and 0.5% CN (v/v, CN/ CHCl3) for 

the devices with additive. In case of PM6 and N4, the materials were dissolved in CHCl3 to a total 

concentration of 16 mgmL-1 with a 1 to 1.25 weight ratio and 0.5% CN (v/v, CN/ CHCl3) as additive. 

The solutions were stirred for 3 hours inside the glovebox. Then, blends were spin coated (at 2500 

rpm for PM6:Y6 and 2000 rpm for PM6:N4) onto the PEDOT:PSS layer to obtain a photoactive layer 

of thickness of ca. 110 nm, and annealed at 90°C for 5 min. To complete the devices, a very thin layer 

(~10 nm) of PDINO (1-Material Inc.) was spin coated onto the active layer, from a 1 mgmL-1 solution 

in methanol (2000 rpm), and 100 nm of Ag as the top electrode were evaporated under a 10-6-10-7 

mbar vacuum. For devices with semi-transparent cathode, only 45 nm of Ag were evaporated at this 

stage. The active area of the cells is A = 0.011 cm2 for BACE measurement and A = 0.06 cm2 for all 

other measurements. 

For photoluminescence measurements of films, solutions of PS:NFA and PM6:NFA were spin coated 

on glass directly. PM6:NFA solutions were prepared as explained above. NFA and PS (Sigma Aldrich, 

35 kDa) were dissolved on CF as well. The weight ratio 1 to 1.2 for the PS:Y6 blend and the ratio 1 to 

1.25 for the PS:N4 were maintained. 

Current density-voltage characteristics (J-V) 

J-V curves were measured using a Keithley 2400 system in a 2-wire source configuration. Simulated 

AM1.5G irradiation at 100 mWcm-2 was provided by a filtered Oriel Class AAA Xenon lamp and the 

intensity was monitored simultaneously with a Si photodiode. The sun simulator is calibrated with a 

KG5 filtered silicon solar cell (certified by Fraunhofer ISE). 

For temperature-dependent measurements, the devices were loaded into a liquid nitrogen-cooled 

cryostat (Janis) and the temperature was adjusted in a range of 80 K to 300 K using a temperature 

controller (Lakeshore 335). J-V data were measured using a Keithley 2400 Source Meter in a two-wire 

configuration and illumination was done using a white LED. An automated filter wheel was used to 

measure different intensities.  

Sensitive external quantum efficiency (s-EQEpv) 

Sensitive external quantum efficiency (EQE) was measured with a home-built apparatus using a high-

performance double grating monochromator (PerkinElmer, Lambda 950) as a light source providing 

excitation wavelengths from 175 nm up to 3300 nm. The probe light beam was physically chopped at 

273 Hz by a multi-blade chopper wheel from Thorlabs (MC2000B). Long-pass filters (Edmunds Optics, 
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OD 4) were used to filter out remaining stray light, while the device photocurrent was passed 

through a low noise current-amplifier with variable gain (Femto, DLPCA-200) prior detecting the 

photocurrent signal with a lock-in amplifier (Stanford Research, SR860). Different electrical 

bandwidths between 1 Hz and 0.001 Hz were used to increase the dynamic range of the EQE 

measurement. A NIST-calibrated silicon (Newport, 818-UV) and germanium (Newport, 818-IR) 

photodiode sensor were used for the calibration process. A detailed description of the EQE apparatus 

is provided elsewhere.[2] 

Quasi-steady-state photoinduced absorption (PIA) and electromodulation injection absorption (EMIA) 

In PIA measurements, the photoexcitation of a 405-nm continuous wave laser diode (Spectral 

Products) is modulated at a frequency of 570 Hz by an optical chopper (Thorlabs MC2000B). In EM 

measurements, a square voltage with a frequency fixed at 370 Hz and a tunable amplitude provided 

by a function generator (Keysight 33210A) is applied to the device. The white light emitted from a 

tungsten halogen lamp is optically directed into a monochromator (Spectral Products DK240), and 

the monochromatic light existing from the monochromator is used as the probe light, and focused on 

the studied device to overlap with the photoexcitation light. The change in the transmitted probe 

light ΔT induced by the photoexcitation in PIA and the dark injection in EMIA is recorded by a Si 

photodiode (Thorlabs) and a lock-in amplifier (SR830) and then corrected by a background 

subtraction. The transmitted probe light T through the unexcited sample is measured by using 

another optical chopper (Thorlabs MC2000B) to modulate the probe light, the same photodiodes and 

the lock-in amplifier. Our PIA system has a sensitivity on the order of 10-7. 

For temperature-dependent measurements, the devices were loaded into a liquid nitrogen-cooled 

cryostat (Janis) and the temperature was adjusted in a range of 80 K to 300 K using a temperature 

controller (Lakeshore 335). J-V data were measured using a Keithley 2400 Source Meter in a two-wire 

configuration. 

Bias-assisted charge extraction (BACE) 

In BACE, to establish steady-state conditions, we used a high power 1 W, 445 nm laser diode 

(insaneware) with a switch-off time of ~10 ns. The laser diode was operated at 500 Hz with a duty 

cycle of 50%, such that illumination lasted 1 ms and the diode was switched off for also 1 ms. During 

illumination, the device was held at the equivalent VOC using an Agilent 81150A pulse generator. 

Right after switching-off the laser, a high reverse was applied to the sample by the same fast pulse 

generator (Agilent 81150A), allowing a fast extraction time of 10-20 ns. The current transients were 

measured via a 10 Ω resistor in series with the sample and recorded with an oscilloscope (Agilent 

DSO9104H). 

For temperature dependent measurements, the device was placed on the cooling finger of a closed 

cycle helium cryostat (ARS-CS202-X1.AL). The cryostat was heated and evacuated to ~1x10-4 mbar 

(Pfeiffer TCP121 Turbo pump and Edwards XDS-10 scroll pump). Electrical connection was done 

through a home-built amplifier which was directly attached as close as possible to the sample outside 

the cryostat. 

Time-delayed collection field (TDCF) 

In TDCF, the device was excited with a laser pulse from a diode pumped, Q-switched Nd:YAG laser 

(NT242, EKSPLA) with ~5 ns pulse duration at a typical repetition rate of 500 Hz. To compensate for 
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the internal latency of the pulse generator, the laser pulse was delayed and homogeneously 

scattered in an 85 m long silica fiber (LEONI). Then, charges were generated while the device was 

held at pre-bias Vpre. After a varying delay times, a high reverse bias, Vcoll, was applied to extract all 

the charges in the device. Vpre and Vcoll were set by an Agilent 81150A pulse generator through a 

home-built amplifier, which was triggered by a fast photodiode (EOT, ET-2030TTL). The current 

flowing through the device was measured via a 10 Ω resistor in series with the sample and recorded 

with an oscilloscope (Agilent DSO9104H). Great care was taken to avoid free carrier recombination 

prior to extraction. Therefore, a fast ramp-up (~2.5 ns) of the bias was applied. 

Electroluminescence (EL) and ELQY 

For EL measurements, the device is hold at a constant voltage, using a Keithley 2400, for 1 s. The 

emission spectra were recorded with an Andor Solis SR393i-B spectrograph with a silicon detector 

Indium Gallium Arsenide DU491A-1.7 detector. A calibrated Oriel 63355 lamp was used to correct 

the spectral response. EL spectra were recorded with different gratings with center wavelengths of 

800, 1100, and 1400 nm, and merged afterwards.  

For absolute EL measurements, a calibrated Si photodetector (Newport) connected to a Keithley 485 

picoampere meter were used. The detector, with an active area of ∼2 cm2, was placed in front of the 

measured pixel with a distance <0.5 cm, and the total photon flux was evaluated considering the 

emission spectrum of the device and the external quantum efficiency of the detector. The injected 

current was monitored with a Keithley 2400. 

GIWAXS 

The 2D GIWAXS measurements were performed in vacuum at the Soft Matter Interfaces beamline 

(12-ID) at the National Synchrotron Lightsource II (NSLS-II) at Brookhaven National Laboratory at an 

energy of 16.1 keV and an angle of incidence of 0.18° (clearly above the critical angle for all materials 

to probe the bulk). The FWHM of the beam profile was 25    vertically and 250    horizontally. A 

Pilatus300KW detector with a sample to detector distance of 275 mm was used at different 

rotational angles to cover a larger q-range. The single pictures were merged and converted into a 

linear q scale. The samples were prepared on PEDOT:PSS coated Si substrates. Neat films were spin-

coated from CF and blends from CN/CF (0.5%v/v), to a thickness of ca. 100 nm. All measurements are 

averages over 6 positions on the sample each measured for 20 s to reduce effects due to 

inhomogeneities. Changes in intensity profiles with time were tested for all samples and no beam 

damage was determined for 20 s of exposure. The presented q-profiles in the vertical and horizontal 

direction are cake cuts covering a range of 20° being background corrected by the corresponding 

rescaled cuts of PEDOT:PSS on Si. 

All performed fits are Pseudo-Voigt fits, described by the following expression for a single peak: 

 ( )    [   ( )  (   )   ( )]            

 ( )     [   ( )  (
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Where   is the peak amplitude,   is the peak position,    is the full width at half maximum of the 

Pseudo-Voigt peak and   the Pseudo-Voigt mixing parameter. When several peaks were overlapping 

159



5 
 

the sum of several Pseudo-Voigt peaks was fitted. Moreover, an additional constant background was 

fitted. 

The Pseudo-Voigt mixing parameter   describes the contribution of cumulative disorder (described 

by a Lorentzian) while the other contribution is due to non-cumulative disorder (described by a 

Gaussian).[3] When cumulative as well as non-cumulative contribute, the peak shape is described by a 

Voigt profile (convolution of Gaussian and Lorentzian), which can be approximated by a Pseudo-Voigt 

profile.[3,4] For   close to 0, non-cumulative disorder is dominating and a coherence length can be 

calculated with the Scherrer equation: 

   
    

  
 
    

  
 

Where    is the full width at half maximum and        was chosen as shape factor. For higher   

(especially the case for π-π peaks) the peak width is strongly influenced by cumulative disorder 

leading to significant deviation of the calculated coherence length.[3,4] 

In Figure S7 below, the peak areas of the π-π peak and the amorphous contribution are calculated by 

integrating the Pseudo-Voigt function obtained by fitting the contributions (fit curves also displayed 

in Figure S7). Then the ratios between the peak areas of the π-π peak and the amorphous 

contribution are calculated. 

Time-resolved photoluminescence (TRPL) 

TRPL measurements were performed using the output of a Chameleon (Coherent AG) fs laser 

operating at 80 MHz repetition rate. During measurements, thin films were kept in a small nitrogen-

filled chamber, and the excitation laser fluence was kept around 500 nJ/cm2 at 710 nm wavelength. 

The PL of the samples was collected by an optical telescope (consisting of two plano-convex lenses) 

and focused onto the slit of a grating spectrograph (PI Spectra Pro SP2300) and detected with a 

Streak Camera (Hamamatsu C10910) system with a temporal resolution of about 15 ps. The data was 

acquired in the photon counting mode using the Streak Camera software (HPDTA) and exported to 

Origin Pro 2020 for further analysis. 

Space charge-limited currents (SCLC) 

To prepare electron-only devices with the configuration ITO/ZnO/PM6:NFA/PDINO/Ag, ZnO 

nanoparticles (Avantama N-10) dissolved on isopropanol were filtered through a 0.45 μm 

polytetrafluoroethylene filter and spin coated onto ITO at 5000 rpm for 30 s in air. The ZnO 

substrates were annealed at 120 °C for 30 min. The layers on top of ZnO are prepared as for solar cell 

devices.  Hole-only devices with the configuration ITO/MoO3/PM6:NFA/MoO3/Ag were prepared by 

evaporating 8 nm of MoO3 on top of ITO. Then, the active layer was prepared as for solar cell devices, 

followed by evaporation of 8 nm of MoO3 under a 10-6-10-7 mbar vacuum. 

For temperature-dependent measurements, the devices were loaded into a liquid nitrogen-cooled 

cryostat (Janis) and the temperature was adjusted in a range of 80 K to 300 K using a temperature 

controller (Lakeshore 335). J-V data were measured using a Keithley 2400 Source Meter in a two-wire 

configuration. 
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Figure S1: Photovoltaic performance parameters and cell statistics of PM6:Y6 and PM6:N4 in regular 

and inverted device architecture with fully reflecting electrode (100 nm Ag). 

 

Table S1. Average photovoltaic parameters and standard deviations for PM6:Y6 (1:1.2 w/w CF, 

additive CN 0.5% v/v, 90°C for 5 min) and PM6:N4 (1:1.25 w/w CF, additive CN 0.5% v/v, 90°C for 5 

min) devices with structure ITO/PEDOT:PSS/PM6:NFA/PDINO/Ag(fully reflecting 100nm). Active layer 

thickness is ca. 110 nm and A=6 mm2. 

Blend     [V]     [mAcm-2] FF [%] PCE [%] 

PM6:Y6 0.838 ±0.005 24.9 ±0.8 66.8 ±1.9 14.0 ±0.7 

PM6:N4 0.773 ±0.007 23.9 ±0.9 64.7 ±2.6 12.0 ±0.5 
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Figure S2: Linear photovoltaic external quantum efficiency (EQEpv), left axis, and the integrated JSC, 

right axis. The Jint for PM6:Y6 is 23.4 mAcm-2, and for PM6:N4 22.7 mAcm-2. The lower integrated 

values in comparison to those in Table S1 might be due to slight degradation of the samples sent to 

for sensitive measurements to Swansea. 

 

 

Figure S3: Electroluminescence quantum efficiency (ELQY) as a function of injected current for 

PM6:Y6 and PM6:N4 regular devices.  
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Figure S4: Bias-dependent free charge generation for PM6:N4 measured by TDCF for an excitation of 

2.33 eV and 1.55 eV with a low fluence of 0.05 μJ cm-2 and Vcoll=-2.5 V. For comparison, the 

equivalent measurement of PM6:Y6 at 1.55 eV is shown.  

 

 

Figure S5: Recombination rate R as a function of the remaining charge in the device (ncoll) after a 

given certain delay time (tdel) for a PM6:N4 device by TDCF, for an excitation of 2.0 eV and Vpre=0.6 V, 

Vcoll=-2.5 V. The dark line is a fit to      
 , with           

          . 
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Figure S6: a Charge carrier density obtained from excitation-intensity-dependent photoinduced 

absorption (PIA) spectroscopy (photogenerated, full dots) and electromodulation injection 

absorption (EMIA) measurements (dark injected charges, open dots) measured for a PM6:N4 regular 

device with a semi-transparent cathode, both at a photon energy of 1.25 eV. The difference in the 

carrier concentration under photoexcitation and under dark injection is very little, causing only ∼15 

meV difference in QFLS at 1 sun. b Excitation-intensity-dependent photoinduced absorption (PIA) 

signals measured for a PM6:N4 regular device and on a PM6:N4 film on glass. The PIA data of the film 

is calibrated with a factor due to the back reflection from the Ag electrode. The calibration factor is 

evaluated by measuring the PIA signals with and without the Ag electrode. At 1 sun, we observe 

bimolecular recombination for both data sets and the agreement in carrier concentration points to 

small losses of carriers at the transport layer interfaces in the full device.  

 

Figure S7: 2D-GIWAXS images of a neat PM6, b neat Y6 and c neat N4, measured on Si substrates 

(the strong diffraction signal at about qxy=1.7 Å-1, qz=1.2 Å-1 is due to substrate scattering). 
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Figure S8: Pseudo-Voigt fits to the normalized vertical π-π stacking peak and the disordered 

contribution of a PM6:Y6 and b PM6:N4. The ratio in the vertical direction between the area of the π-

π peak and the amorphous contribution is approximately 2.5 for PM6:N4 and 5.4 for PM6:Y6.  

 

Supplementary Note 1. Fitting the TRPL kinetics 

To calculate exciton quenching, PL lifetimes of the PM6:NFA blends are parametrized by fitting the 

experimental data with exponential decay curves. The TRPL of the two PS:NFA can be described by a 

monoexponential decay, representing the intrinsic lifetime of the exciton. In contrast, the blend TRPL 

consists of a fast decay, assigned to the quenching of the NFA exciton due to charge transfer at the 

D:A interface as well as a slow component. The latter may be due to the reformation of NFA excitons 

from the CT state but also due to the decay of excitons formed within large acceptors clusters which 

exhibit a longer lifetime. We have shown recently that the steady state PL of the PM6:Y6 blend is 

governed by such remaining non-dissociated excitons.[5] To take this into account, the PL decay 

properties of the blends were described by a weighted-average lifetime[6]:  

        
         
     

 

where A is the signal amplitude and t is the decay. The PL quenching efficiency is then calculated by: 

1-(tavg,blend,/t1,neat). 

Table S2. Parameters obtained by fitting the time-resolved PL data. A is the signal amplitude and t is 

the decay. The weighted-average lifetime tavg,wt is calculated as noted above. 

Blend         [ps]   [ps]        [ps] 

PS:Y6 0.98  723  723 

PM6:Y6 0.78 0.15 47 304 88 

PS:N4 0.98  800  800 

PM6:N4 0.75 0.20 35 152 60 
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Figure S9: Normalized PL and EL spectra of a regular PM6:N4 device (gray lines, left axis), and 

sensitive photovoltaic external quantum efficiency (s-EQEpv) of the same PM6:N4 device (dots, right 

axis). The absorption spectra calculated via the reciprocity relation from the depicted PL and EL are 

given in dotted black and full blue lines, respectively. 

 

Supplementary Note 2. Space charge limited current (SCLC) 

In the SCLC regime, the current density J depends quadratically on the voltage V, following the Mott-

Gurney law 

  
 

 
     

  

  
 (S1a) 

where   is the charge carrier mobility and d is the film thickness. In most cases, the slope of the J-V 

curve on a double log-scale is larger than 2, due to disorder, traps or field-dependent mobilities.[7–9] 

To account for the observed field enhancement, Murgatroyd and Gill (MG) extended Equation S1a, 

as[10] 

  
 

 
      

  

  
   (      √

 

 
) (S1b) 

with    being the zero-field mobility and  , the field enhancement factor. Assuming a Gaussian DOS, 

the Gaussian disorder model (GDM) can be used to describe the zero-field mobility dependence on 

temperature T by[7] 

  ( )       [(
 

 

 

   
)
 
] (S1c) 

where    is the mobility at infinite temperature and   is the static Gaussian disorder.    is the 

Boltzmann constant. 
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Figure S10: J-V characteristics of electron-only devices (ITO/ZnO/PM6:NFA/PDINO/Ag). a PM6:Y6, 

150 nm layer (squares) and c PM6:N4, 150 nm layer (dots), and the corresponding 

slope=d(logJ/d(logV) vs voltage of b PM6:Y6 and d PM6:N4. The solid lines in panels a and c are the 

SCLC fittings with the Murgatroyd and Gill equation.  
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Figure S11: J-V characteristics of hole-only devices (ITO/MoO3/PM6:NFA/ MoO3/Ag). a PM6:Y6, 170 

nm layer (squares) and c PM6:N4, 240 nm layer (dots), and the corresponding slope=d(logJ/d(logV) vs 

voltage of b PM6:Y6 and d PM6:N4. The solid lines in panel a and c are the SCLC fittings with the 

Murgatroyd and Gill equation.  

 

 

Figure S12: Zero-field charge carrier mobility    of a holes and b electrons in the blends PM6:Y6 and 

PM6:N4. The energetic disorder is calculated from the slope, following Equation S1c.  
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Supplementary Note 3. Fits to SCLC for an exponential trap distribution 

Mark and Helfrich[11] showed that under the assumption of an exponential trap distribution with a 

characteristic distribution temperature T0, the SCLC current density measured in only-devices follows 

the equation 

      (
 

   

    

   
)
 
(
    

   
)
       

     
 (S2a) 

where q is the elementary charge, N0 the effective density of states, Nt the total trap density and   

the trap-free charge mobility. Here,   is defined as       . Nt can be determined from the crossing 

point of all the J-V curves,[12] which is denoted as VC and calculated as follows 

   
    

 

     
 (S2b) 

 

Figure S13: J-V characteristics of a PM6:N4 hole-only device (ITO/MoO3/PM6:NFA/ MoO3/Ag), same 

as in Figure S9c. The solid lines are fits using the Mark and Helfrich expression (see Supplementary 

Note 2). The fitting parameters are N0 = 2.4x1020 cm-3, Nt = 5.5x1017 cm-3,   = 1.7x10-5 cm2V-1s-1 and T0 

= 585 K.  

 

Supplementary Note 4. VOC for a Gaussian or exponential DOS  

The relation between the (quasi-) Fermi level position and the density of equilibrated charges in a 

Gaussian DOS is generally described by the Gauss-Fermi integral for which an analytical solution is 

not available. However, analytical approximations exist for different regimes, as discussed in detail in 

the sentinel paper by G. Paasch and S. Scheinert.[13] The case of high temperatures and low enough 

carrier densities can be described by the non-degenerate case. Here, carriers are situated at around 

the equilibrium energy, which is            
    
 

   
 for electrons in the acceptor LUMO and 

           
    
 

   
) for holes in the donor HOMO, respectively. Also, the (quasi-) Fermi level for 

electrons (holes) is well below (above) the main carrier energy:           and          . In this 

case, the Fermi-Dirac distribution can be approximated by the Boltzmann distribution and Eq. 3a in 

the main manuscript is valid for high enough temperatures. The transition to the degenerate case 

occurs when the (quasi-) Fermi levels cross the equilibrium energy. This is the case for low 

temperatures and/or high carrier densities. As a consequence, the mean carrier energy will be no 

more the equilibrium energy but it will be rather determined by the positions of the quasi-Fermi 
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levels. In the extreme case,     , the Fermi–Dirac distribution becomes a Heaviside step at the 

Fermi energy, which now must be situated deep in the DOS for a non-zero carrier density. Then, 

          √         
  ( 

 

  
) and           √         

  ( 
 

  
), with no dependence on 

temperature. 

For      Paasch and Scheinert derived the following approximation for the degenerate regime:  

          
√     

    
      ( 

 

  
)  (S3a) 

          
√     

    
      ( 

 

  
)  (S3b) 

The functions      and      for the acceptor and the donor are defined as 
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)]  (S3c) 
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)]  (S3d) 

Then, under the assumption that the electron and hole densities are equal (   ) under 

illumination at open-circuit conditions, the VOC can be approximated analytically as 

                  
√     

    
      ( 

 

  
)  

√     

    
      ( 

 

  
)  (S3e) 

As pointed out above, the transition between the high temperature non-degenerate case (Eq. 3a of 

the main manuscript) and low temperature approximation (Eq. S3e) occurs when the quasi-Fermi 

levels cross the equilibrium energy:           and          . If     and the acceptor LUMO 

has a similar width as the donor HOMO, this transition will occur at the same temperature and 

carrier density for both electrons and holes. Then, Eq. 3a will be valid for                

          while Eq. S3e must be applied if                         . In Figure S14 below, 

we have plotted           and      as function of temperature for the parameters derived for the 

PM6:Y6 blend and simulated for 1 sun conditions. Because of the term  
  

    
,           decreases 

strongly with decreasing temperature while                increases, also because of the 

increasing carrier density. The crossing point is around 200 K, moving to higher temperatures for a 

higher carrier density or a broader DOS.[13] Therefore, above 200 K, Eq.3a is suited to describe the 

temperature dependence of the     but not below. We note here that Eq. 3a is no more a good 

approximation of    (T) very close to the transition point, where the Boltzmann-distribution is no 

more valid. In Ref.[13], Paasch and Scheinert have provided an analytical approximation for the non-

degenerate regime, which relates the carrier density to the position of the Fermi-level and 

temperature. Unfortunately, this relation cannot be inversed to provide the QFLS as a function of   

and  . 

As pointed out above, in the non-degenerate regime carriers are located at      and     , meaning 

that            is the energy of the equilibrated electron-hole pair i.e., the energy of the charge 

separate state,    . To provide an upper limit for     in the degenerate regime, we have taken the 

carrier density at a given temperature, and calculated the QFLS for the given density in the 

approximation of a step-wise state occupation (    ), yielding  (         ) . As expected,      
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approximates (         )  for low temperatures in Figure S14, while the increase of (     

    )  with decreasing temperature mirrors the dependence of the carrier density on temperature.  

In case of an exponential distribution, which has a shallower tail, the Fermi level will always dig into 

the DOS, the mean carrier energy is located close to the quasi-Fermi level and, for a given carrier 

density, is independent of temperature.[11] Then, for the case that electrons in a Gaussian DOS 

recombine with holes in an exponential DOS, only     ( ) is explicitly temperature dependent, which 

for the transition region yields:  

                  
√   

  
      ( 

 

  
)        

 

  
  (S3f) 

 

Figure S14: Temperature dependence of the relevant properties for the PM6:Y6 blend describing the 

transition between the non-degenerate and degenerate regime.           is the energy difference 

between the equilibrium energy of the acceptor LUMO and donor HOMO, representing the energy of 

the charge-separated (CS) state. The transition to the degenerate regime occurs when this energy 

crosses the experimental     , representing the QFLS          . As expected, the non-degenerate 

model, Eq. 3a, fails to explain the experimental      below the transition temperature. Also shown is 

(         ) , which for the given temperature dependence of the carrier density is the Fermi level 

for a hypothetical step-wise distribution function and serves as an upper limit of the CS energy in the 

degenerate regime (see Supplementary Note 3).  

Table S3: Measured and fitted parameters used to predict the open-circuit voltage as a function of 

temperature data shown in Figure 5a of the main text. G-G stand for Gauss-Gauss model and Exp-G 

for exponential-Gauss. For each model the parameters are divided into the non-degenerate (non-

deg) and degenerate (deg) regimes. In all calculations, N0 was set to the number density of Y6/N4 

molecules in the blend (NY6 = 2.4x1020 cm-3). 

PM6:Y6 PM6:N4 

Model   [eV]
a) 

   [meV]
b) 

   [meV]
b) 

Model   [eV]
a) 

   [meV]
b) 

   [meV]
b) 

  [K]
b) 

G-G  
   
     

1.43
 

60 74 
G-G 
    
    

1.41 66 90 - 

G-G  
    

1.41 60 74 
G-G  
    

1.37 66 90 - 

 Exp-G  
   
     

1.34 66 - 435 

Exp-G  1.32 66 - 435 
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a)
 Fitted parameter; 

b)
 Experimental data. 

 

Figure S15: J-V characteristics measured at 1 sun equivalent (solid lines) with white light and in the 

dark (squares and dots) of a PM6:Y6 and b PM6:N4. The dark current decreases with temperature 

and is lower than the photocurrent at low temperatures, which shows that the VOC is not limited by 

leakage current in this regime.  

 

 

Figure S16: Open-circuit voltage VOC as a function of illumination intensity and temperature for a 

PM6:Y6 and b PM6:N4 (full symbols). The experimental data were fitted at 1 sun according to the 

Gaussian-Gaussian model for PM6:Y6 and the exponential-Gaussian model for PM6:N4 using the 

expressions in the non-degenerate and degenerate regions, as shown in Figure 5 in the main text 

(see Supplementary Note 3). To fit the lower intensities, the carrier density at 1 sun was simply 

reduced by the factor   √
    

     
, which assumes bimolecular recombination over all temperatures.  
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Figure S17: a Electroluminescence (EL) spectra as a function of temperature of a regular PM6:N4 

device measured at a constant current of 4.05 mA. b Normalized EL spectra from panel a. c Resulting 

spectra after subtraction of the photoluminescence (PL) of the device from the normalized EL spectra 

in panel b. The subtraction reveals a broad emission with a maximum at 1.10 eV at 300 K.  
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In organic solar cells, the resulting device efficiency depends strongly on the 
local morphology and intermolecular interactions of the blend film. Optical 
spectroscopy was used to identify the spectral signatures of interacting 
chromophores in blend films of the donor polymer PM6 with two state-of-the-
art nonfullerene acceptors, Y6 and N4, which differ merely in the branching 
point of the side chain. From temperature-dependent absorption and lumi-
nescence spectroscopy in solution, it is inferred that both acceptor materials 
form two types of aggregates that differ in their interaction energy. Y6 forms 
an aggregate with a predominant J-type character in solution, while for N4 
molecules the interaction is predominantly in a H-like manner in solution and 
freshly spin-cast film, yet the molecules reorient with respect to each other 
with time or thermal annealing to adopt a more J-type interaction. The dif-
ferent aggregation behavior of the acceptor materials is also reflected in the 
blend films and accounts for the different solar cell efficiencies reported with 
the two blends.
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1. Introduction

The efficiency of organic solar cells 
(OSCs) has remarkably improved within 
the last years to power conversion efficien-
cies surpassing 19% for single layer bulk-
heterojunctions,[1–13] and beyond 20% for 
tandem cells.[14] This mainly results from 
the recent developments of nonfullerene 
acceptors (NFAs).[15] The NFAs adjusta-
bility in energy levels, electronic structure, 
and harvesting long-wavelength absorp-
tion allowed for significant advances of the 
solar cell efficiency over that obtained in 
fullerene-based acceptor devices.[15–19] This 
approach proved particularly successful 
when the so-called Y series acceptors, 
based on a general A–DA’D–A structure 
(A = acceptor moiety, D = donor moiety) 
and absorbing from 1.4  eV onward, 
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are combined with the polymer PM6 or related polymers 
(Figure 1).[2–3,20–23] PM6 has a general D–π–A structure with an 
optical gap around 1.8 eV.

The outstanding performance of these Y-type acceptor mate-
rials especially blended with PM6 prompted many groups to 
dedicate significant effort to understanding the reason behind 
this. The observed dependence of the device performance 
on the processing conditions and blend composition sug-
gested a strong role of the molecular arrangements and order 
in the blend film.[24–27] This insight was further supported by 
the observation that side-chain modifications have a great 
impact on device performance. Side-chain modifications are 
well-known to alter the aggregation behavior and long-range 
order.[23,25–26,28–40]

It is well-known that the performance of OSCs does not only 
depend on the material itself, but rather on the arrangement 
and orientation of individual molecules with respect to neigh-
boring molecules. It is the local morphology and the resulting 
intermolecular interactions that control the energy levels as well 
as optical and electronic properties of the material, including 
the efficiency of exciton dissociation and charge extraction in 
a device.[41–43] In consequence, the morphology of films with 
Y-type acceptors has been extensively studied by X-ray scat-
tering. In single crystals, Y6 was found to form a “honeycomb” 
superstructure. Building blocks of this complex structure were 
identified in neat films of Y6 and in blend films made with Y6 
and PM6. Molecular dynamics (MD) simulations and density 
functional theory (DFT) calculations allowed pinpointing dimer 
configurations that can make up these building blocks.[7,44]

We complement these investigations on Y-type accep-
tors by identifying the associated intermolecular interactions 
using optical spectroscopy. This provides information about 
both, noninteracting and interacting chromophores not only 
in highly ordered but also in amorphous phases. Our aim is 

to elucidate the presence and nature of such interactions in 
blend films of PM6 with two different Y-type acceptors. This 
requires first of all a clear identification of the optical signa-
tures of intermolecular interactions in the neat materials. We 
therefore choose Y6 and N4 as electron acceptor materials (see 
Figure 1), which merely differ in the position of the branching 
point of the alkyl sidechains in the bay area of the molecule 
(2nd postion branching of the alkyl side-chains for Y6, 4th posi-
tion branching for N4).

It has been previously observed that both materials show 
differences in their long-range order, and thus, we expect 
concomitant differences in their aggregation behavior and 
intermolecular interactions that will help to understand the 
role of the backbone and sidechains.[26,45] We are ultimately 
interested in blend films of PM6:Y6 and PM6:N4, which have 
previously been used by some of us to study the role of struc-
tural and energetic disorder on free charge recombination and 
open circuit voltage (VOC).[25] For this, we will first identify the 
signatures of intermolecular interactions that show in solu-
tions upon cooling, which is a well-established approach.[46–52] 
Cooling down the solution decreases the quality of the solvent. 
This induces interactions between the backbones of the sample 
molecules so that dimers or aggregates form. These interac-
tions result in different absorption and photoluminescence 
spectra, which allows their identification and provides insight 
into the nature of the interactions.[53–54] The spectral signatures 
of intermolecular interactions in solution will then be used 
to recognize interacting chromophores in the spectra of neat 
film of Y6, N4, and PM6, and subsequently in blend films of 
PM6:Y6 and PM6:N4, which are more complex as the spectra of 
the components superimpose.

For each of the acceptors, we assign the spectral signatures 
from two different types of interacting chromophores, one with 
a larger interaction energy and one with a smaller one, while 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 1.  Chemical structures of Y6, N4, and PM6.
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there is only one type of interacting chromophores in the donor 
polymers PM6.

2. Results

2.1. Y6 and N4 in Solution

Figure 2 shows the absorption of Y6 and N4 in 2-Methyltet-
rahydrofuran (MeTHF) solution upon cooling from 345 to 
140 K. A comparison of the full spectral evolution is shown 
in Figure  2a,b. Based on the spectral evolution of the absorp-
tion spectra upon cooling, we can group the spectra into three 
temperature ranges. These are displayed separately for clarity 
in Figure 2c,d. The corresponding emission spectra are shown 
in Figures  S1 and S2 (Supporting Information). For Y6, the 
first characteristic temperature range is between 345 and 230 K 
(Figure  2b). At 345  K, the absorption spectrum has a peak 
centered at 1.75  eV and a shoulder at 2.90  eV. The linewidth, 
corresponding to a Gaussian linewidth with σ  = 72  meV, is 
characteristic for noninteracting molecules with a distribution 
of conformations in solution. Upon cooling, the first absorption 

band increases slightly in intensity and shifts to lower energies 
by 10 meV. This behavior is indicative of an increase in conju-
gation due to a more planarized molecular backbone.[46–49,51–52] 
An additional analysis of the emission spectra and decay times 
(see Figures S1–S3, Supporting Information) confirms that the 
electronic interactions between the molecules do not change 
down to 230 K.

The second characteristic temperature range is between 
230 and 195 K. In this range, a new spectral feature in absorp-
tion appears at 1.54 eV. Concomitantly, the absorption band at 
1.75  eV decreases in intensity, resulting in an isosbestic point 
at 1.64  eV. The appearance of an additional absorption fea-
ture, accompanied by an isosbestic point, indicates the trans-
formation of one phase into another. This can be considered 
as a disorder–order transition with an onset temperature of 
Tonset  = 230 K, which is the first temperature upon cooling 
where signatures of aggregates can be observed.[47–48,51–52] Evi-
dently, individual solvated Y6 molecules start to interact elec-
tronically, thus forming physical aggregates. We further observe 
a rise in the baseline, which is characteristic for light scattering 
from small particles.

The lowest investigated temperature range between 195 and 
140 K is shown on the bottom panel of Figure 2c. Below 190 K, 
there is another phase transition as evidenced by the emergence 
of a new peak at 1.65 eV, accompanied by a new isosbestic point 
at 1.70  eV. The observation of a second isosbestic point with 
Tonset = 195 K hints to the formation of a second type of aggre-
gate. This is unusual for organic semiconducting materials in 
solution and has only been reported in a few cases.[49,55]This 
phenomenon will be discussed further after analyzing the 
spectra in more detail.

The temperature-dependent spectral changes of N4 upon 
cooling from 345 to 140 K, i.e., the derivative that differs from 
Y6 merely in the branching point of the side-chains, are dis-
played in Figure  2b,d. Despite this subtle change, a different 
evolution with temperature compared to Y6 is readily obvious 
when comparing Figure  2a,b. For N4, the first characteristic 
temperature range is from 345 to 320  K. At 345  K, N4 still 
shows a similar absorption spectrum to Y6 with a maximum 
in absorption at 1.75 eV and a shoulder at 1.90 eV. However, in 
contrast to Y6, the intensity of the absorption band at 1.75 eV 
does not increase upon cooling but rather decreases. Notably, in 
the second temperature range, from about 320 K downward, we 
observe the appearance of additional absorption features at 1.66, 
at 1.89, and at 2.02  eV, and with two isosbestic points at 1.64 
and 1.87 eV. Evidently, there is a phase transition of N4 with an 
onset temperature at around Tonset = 320 K. In contrast to Y6, 
the new phase in N4 is not characterized merely by an obvious 
new peak at lower energy (1.66 eV), but also by an intense band 
at higher energy (1.89, 2.02 eV), which is a more unusual obser-
vation. We again take these features as indication for the pres-
ence of electronically interacting chromophores, such as phys-
ical aggregates. In the lowest investigated temperature range, 
when cooling below 220 K the new absorption features increase 
in intensity and become more structured, while the intensity of 
the original contribution at 1.75 eV remains constant. This sug-
gests that the number of aggregates formed remains constant 
below 220 K, yet the molecules in the aggregates further opti-
mize their geometry, e.g., by planarization.[47,49,56] In contrast to 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 2.  Absorption spectra of a) Y6 (left) and b) N4 (right) in MeTHF at 
a concentration of 0.15 mg mL−1 for different temperatures upon cooling 
from 345 to 140 K. Spectra taken at characteristic temperatures are drawn 
with colored solid lines and given in the legend. c,d) Spectra separated 
in three characteristic temperature ranges, respectively. Arrows indicate 
spectral changes in each temperature range.
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Y6, we do not observe the separate appearance of a different 
type of aggregate below 220  K. Upon heating, the same spec-
tral features are obtained than upon cooling, albeit with a 
small temperature hysteresis (Figure  S4, Supporting Informa-
tion). We also measured the spectra in chloroform solution for 
the temperature range from 330  K (close to the boiling point 
of CF) down to 215  K (close to the melting point of CF), and 
observe the same trends as detailed in Figure  S5 (Supporting 
Information).

2.2. Spectral Analysis

The temperature-dependent absorption measurements sug-
gest the formation of electronically interacting chromophores  
when the solubility of the molecule in solution is sufficiently 
poor. To identify the optical signatures of the interacting chromo-
phores and to disentangle them from the spectra of the noninter-
acting chromophores, we use Kasha’s dimer model as a simple 
yet sufficient approximation. This is illustrated for reference 
in Figure 3, though we note that the number of interacting 
chromophores may be larger than two.[57] As widely known, in 
this framework interactions between adjacent molecules lead 
to an energetic splitting of the excited state, with one energy 
level above and one below the energy of the excited state of the 
monomer (see Figure  3). In the case that the dispersion shift 
is negligible compared to the splitting of the energy levels, the 
latter are located symmetrically around the energy level of the 
excited state of the monomer.[57,58] Frequently, the molecules 
arrange so that all oscillator strength lies in the transitions to 
the lower or upper of the two levels, which is referred to as H- 
or J-type dimers (or aggregates, if more than two molecules are 
involved), and then consideration of only one level for the inter-
acting chromophores is sufficient. The special curved geometry 
of the Y-type acceptor molecules however allows for various 
mutual interaction possibilities and arrangements.[7] We there-
fore explicitly consider both energy levels to model the absorp-
tion from one type of interacting chromophores.

Thus, to disentangle the different contributions to the 
absorption spectrum, we model the absorption spectra as a 
superposition of transitions, represented by Franck–Condon 
(FC) progressions. We first focus on the absorption spectra at a 
temperature just above the onset of the phase transition, where 
only noninteracting molecules prevail (i.e., at T = 230 K for Y6, 
at T = 320 K for N4). Based on Raman measurements of Y6,[59] 
we use a single effective vibrational mode of ħω = 162 meV for 
both materials, Y6 and N4. This is justified since the two mole-
cules only differ in the branching point of the alkyl side chains. 
We use one FC progression for the S0→S1 transition with a 0-0 
energy of 1.74 eV and a second FC progression with the same 
Gaussian linewidth yet with a different Huang–Rhys parameter 
for the S0  →  S2 transition at about 2.15  eV. For both progres-
sions, the Huang–Rhys parameter was optimized to best match 
the experimental spectra. The fit parameters are detailed in 
Table S1 and Figure S6 (Supporting Information).

We next considered the absorption spectra for Y6 at 230 and 
at 195  K, where we observed the additional absorption from 
interacting chromophores. To account for transitions to the two 
possible levels of one type of interacting chromophores, we add 
two further progressions, on redshifted and one blueshifted 
relative to the progression of the noninteracting molecules 
(marked by solid and dashed lines, respectively, in Figure 4). 
Even though we do not know whether the interacting chromo-
phores are exactly two or maybe more molecules, we shall 
henceforth refer to them as aggregates in the implicit under-
standing that the limiting case of a dimer is included in this 
term. We constrain the two progressions pertaining to the 
lower and upper level of the aggregate to have the same domi-
nant intramolecular effective vibrational mode of ħω = 162 meV 
as the noninteracting chromophores, yet since the aggregate 
may experience a narrower effective disorder, we allow the 
linewidth to differ from the noninteracting molecule. We fur-
ther impose a symmetric splitting around the 0-0 energy of the 
noninteracting molecule, after accounting for a dispersion shift 
∆D. It turns out that a satisfactory fit to the experimental data 
cannot be obtained by considering only one type of aggregate, 
as detailed further in c.f. Figure  S7 (Supporting Information). 
Rather, a second type of aggregate needs to be included with 
low intensity. The same modeling approach was used for N4.

Figure 4 shows the spectral decomposition of the absorption 
spectra in solution of Y6 and N4 at two temperatures, respec-
tively. Table 1 summarizes the Franck–Condon fit parameters 
for Y6 at 195 K and N4 at 220 K, i.e., 0-0 transition energy E00, 
Gaussian linewidth parameter σ, Huang–Rhys parameter S1, 
vibrational energy ℏω. Values for 140 K and for the S2 transition 
of the noninteracting chromophores can be found in the Sup-
porting Information. We name the aggregate with the larger 
energetic splitting aggregate I (colored in red in Figure  4) and 
the one with smaller splitting aggregate II (colored in blue). The 
indices LE and HE refer to the lower and higher energy level 
for each aggregate.

There are several noteworthy features. Table  1 allows us to 
derive the values for the dispersion shift ΔD and the interaction 
energy β simply by rewriting the 0-0 transition energies to the 
aggregate as E00 = EM + ΔD ± β. The resulting values are sum-
marized in Table 2, along with an indication of the intensity of 
the 0-0 transitions relative to that of the amorphous phase at 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 3.  Oblique orientation of the dipoles of two molecules with the 
energy levels (GS: ground state, ES: excited state) for a monomer and 
the dimer, considering the dispersion shift ∆D  =  D−D’ and the effect 
of the exchange energy β. The resulting transitions are displayed by the 
black arrows. The blue arrows indicate the transition dipoles of the cor-
responding molecules, the red arrows the total transition dipole moment.
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195 K. The values for ΔD and β obtained for 140 K are almost 
identical except for the intensity of the transitions and can be 
found in the Supporting Information.

In summary, for Y6 we find that at 195 and at 140  K two 
different types of aggregates exist in the solution, in addition 
to the noninteracting chromophores. The absorption of aggre-
gate I and aggregate II has some oscillator strength to both of 
the two split energy levels, yet the transition to the lower level 
dominates, akin to J-type aggregation. On the right side of 
Figure 4a, the associated intensities are displayed, normalized 
to sum up to one. The transparent bars show the intensities 
at 195 K, while the solid lines show the intensities at 140 K. At 
195 K, the spectrum is dominated by comparable contributions 
from aggregate  I and from noninteracting chromophores. 

Upon cooling to 140  K, the contribution from noninter-
acting chromophores reduces further and concomitantly that 
from aggregate  II increases, while the amount of aggregate  I 
remains constant. Thus, below 195 K, a disorder–order transi-
tion takes place resulting almost without exception in the for-
mation of aggregate II. Evidently, aggregate I has the stronger 
interaction energy and forms more readily even at a higher 
temperature, while aggregate II has a lower interaction energy 
and forms with less ease. As we performed the 140  K meas-
urements on the same solution after the 195 K measurements, 
we cannot unambiguously distinguish whether aggregation II 
necessarily requires lower temperatures, i.e., a poorer solvent 
quality, or whether more time might already be sufficient for 
its formation.

Figure  4b shows the spectral decomposition of N4 in solu-
tion at 220 and 140 K with the corresponding intensities of the 
different species shown on the right side. We identify transi-
tions to aggregates at about the same energetic positions as 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 4.  Spectral decomposition of the absorption spectra of a) Y6 and b) N4 in MeTHF solution at characteristic temperatures (195, 140 K for Y6 and 
220, 140 K for N4) via a Franck–Condon Fit (detailed description in text). The disordered phase is colored in yellow, aggregate I in red and aggregate II 
in blue, each with their two progressions energetically below (solid line) and above (dashed line) the disordered phase. The global fit is displayed as 
pink dashed line. Additionally, we display the fractional intensity of each phase at 195/220 K as transparent bar and at 140 K as solid lines on the right 
side for both materials. A scheme of the underlying phenomenon of the energy level splitting is displayed in the top right graph.

Table 1.  The parameters for the FC-progressions used in Figure 4.

Transition E00 [eV] σ [meV] S1 ħω [meV]

Y6 in MeTHF
195 K

Noninteracting 1.74 69 0.43 162

Agg. I, LE 1.54 44 0.15 162

Agg. I, HE 1.92 44 0.15 162

Agg. II, LE 1.62 44 0.26 162

Agg. II, HE 1.85 44 0.26 162

N4 in MeTHF
220 K

Noninteracting 1.74 68 0.55 162

Agg. I, LE 1.54 44 0.18 162

Agg. I, HE 1.93 44 0.18 162

Agg. II, LE 1.64 43 0.40 162

Agg. II, HE 1.86 43 0.40 162

Table 2.  Dispersion shift, interaction energy, and fractional intensity for 
the aggregates in Y6 and N4 in MeTHF. The fractional intensity is shown 
for the low energy phase (LE) and high energy phase (HE) of the aggre-
gates, respectively.

ΔD [meV] β [meV] Fractional intensity

LE HE

Y6, Noninteracting 195 K – – 0.41

Y6, Agg. I at 195 K −15 195 0.39 0.02

Y6, Agg II at 195 K −10 110 0.14 0.03

N4, Noninteracting 220 K 0.34

N4, Agg. I at 220 K −15 195 0.04 0.23

N4, Agg. II at 220 K 0 110 0.18 0.21
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for Y6, and with similar interaction strength, yet with a clearly 
different intensity distribution. In contrast to Y6, at 220 K, the 
absorption of aggregate I (red) in N4 takes place mainly to the 
higher energy level, akin to a H-type aggregate, and the absorp-
tion to aggregate II (blue) takes place with almost equal intensity 
to both split energy levels.

Upon cooling down to 140  K, the distribution of oscillator 
strength remains nearly unchanged, except that the intensity of 
absorption from noninteracting chromophores reduces slightly 
relative to that from the aggregate. This very different distribu-
tion of oscillator strength in N4 compared to Y6 suggests that N4 
forms dimers with similar interaction energy as Y6, yet with dif-
ferent relative orientations of the molecules. In simplified terms, 
one could associate the two aggregates in Y6 with a J-type char-
acter, and those in N4 with a more H-type character or oblique ori-
entation of dipole moments. This assignment is consistent with 
the observed PL intensities (see the Supporting Information).

It is remarkable that this change in orientation of the inter-
acting chromophores as well as the higher onset temperature of 
N4 is brought about merely by the change in the branching point 
of the side chain. In N4, the branching point is further away 
from the backbone than in Y6, reducing steric constraints for the 
mutual orientation of chromophore backbones and exposing the 
π-system. We speculate that this, first, increases the likelihood of 
π–π-stacking allowing for aggregation already at higher tempera-
tures, and second permits a staggered backbone arrangement 
with partial overlap between donor and acceptor sites in N4, that 
may be precluded in Y6. The group of Brédas identified several 
dimer configurations by molecular dynamics simulations, either 
with more J-like or H-like character, which may correspond to 
the aggregate configurations observed with our spectroscopic 
analysis.[7,44] This will be further discussed below. The observa-
tion of several aggregate types is not surprising in Y6 since a 
complex honeycomb structure has been previously confirmed, 
which consists of different dimer configurations.[6–7,60]

2.3. Neat Y6 and N4 Films

Having identified the prevailing aggregates and their spectral 
characteristics in solution, the next step toward understanding 
the blend film composition is a spectral analysis of neat films 
for the acceptor materials, Y6 and N4. Figure 5a,b shows the 
absorption of Y6 and N4 films, spun from a solution of chloro-
form with 0.5% chloronaphtalene (CN) as-cast (ac, dotted lines) 
and after thermal annealing for 5 min at 90 °C (TA, blue and 
purple solid lines, respectively). These preparation conditions 
are well-known to achieve the best performances in solar cells 
made with blend films. For reference, the absorption in solu-
tion at 140 K is indicated as gray dotted line (sol.).

The first transition band of the neat, as-cast Y6 film has a 
dominant absorption peak at 1.55 eV with shoulders at 1.68 and 
1.91  eV. Centered at 2.5  eV, a weak and structureless second 
transition band is evident. Annealing the neat Y6 film results 
in only small changes, where the low energy peak position 
slightly shifts to lower energies. Comparing the film spectra 
with the absorption in MeTHF solution at 140 K, it is evident 
that the observed peak at 1.55  eV and the shoulder at 1.68  eV 
of the films coincide with the energetic position of the peaks 

of both aggregate types observed in solution, though the peak 
intensities differ slightly. For N4, the peak positions in the as-
cast film also coincide with those in MeTHF at 140 K, yet the 
relative peak intensities differ strongly. Furthermore, and also 
in contrast to Y6, the absorption spectrum of the neat N4 film 
changes drastically in shape and position by thermal annealing, 
with a dominant lower energy peak emerging. As a result, 
the annealed N4 film appears similar to the spectrum of the 
Y6 film. Qualitatively the same spectral change is observed in 
N4 when, instead of annealing, the as-cast film is left to rest 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 5.  Absorption spectra of as-cast (dashed line) and thermally 
annealed (solid line) films of a) Y6 and b) N4. Additionally, the absorp-
tion in solution at 140 K is depicted (gray, dotted line), respectively. 
Spectral decomposition of the absorption spectra of the as-cast (top) 
and thermal annealed (middle) films of c) Y6 and d) N4 via a Franck–
Condon Fit (detailed description in text). The disordered phase is colored 
in yellow, aggregate I in red and aggregate II in blue, each with their two 
progressions energetically below (solid line) and above (dashed line) the 
disordered phase. The global fit is displayed as pink dashed line. For a 
better comparison, we depict the peak intensity of each phase according 
to the spectral decomposition of the as-cast (transparent bar) and TA 
(solid line) film in one graph on the bottom.
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and measured again after 3 months (see Figure S8, Supporting 
Information). We point out that the extinction coefficient of the 
annealed Y6 film is almost twice the value of the annealed N4 
film. Thus, the difference in the absorption of Y6 and N4 in 
the film is manifested in two features, that is an overall lower 
intensity of the N4 absorption, which is not present in solution, 
and a significant change in shape and position after annealing.

Figure  5c,d shows the spectral decompositions of the neat 
films, as-cast and thermal annealed, using the same approach 
as for the spectra in solution. For Y6, we find aggregates with 
similar energetic positions, Huang–Rhys parameters, cou-
pling strength and even relative intensities in the as-cast or 
TA films as in solution, as detailed in Tables 3 and  4. Only 
the linewidth of the aggregates in the film is increased from 
roughly σ  =  44  meV to σ  =  56  meV when going from solu-
tion to film. This testifies that during film formation with the 
given preparation conditions, Y6 forms the same aggregates 
as in solution upon cooling. For N4, we also find two types of 
aggregates, at approximately the same energetic positions as in 
solution and as in Y6, and with similar Huang–Rhys factors. 
Even coupling strength and the change in linewidth from solu-
tion to film are similar to Y6. The feature that causes the strik-
ingly different absorption in N4 is the different distribution of 
oscillator strength. Comparing the as-cast film to the MeTHF 
solution, we see a lesser contribution of the higher aggregate 
levels, a stronger contribution of the lower level of aggregate 
II, and, most prominently, a nearly complete absence of the 
lower level of aggregate I. Upon annealing, this level acquires 
significant oscillator strength, while that of the upper aggregate 
levels reduces, so that the distribution of oscillator strength is 
now closer to the case in Y6. Evidently, annealing N4 causes a 
significant reorientation of molecules with respect to each other 
toward a geometry that supports more J-type aggregation.

In summary, upon film formation we observe the formation 
of aggregates with similar energy levels as in solution. How-
ever, we find an overall lower absorption strength in the N4 
film compared to the Y6 film, and we observe the signature of a 
significant change in geometric orientation between individual 
molecules after annealing. After annealing, the very similar 

spectra of Y6 and N4 suggest a similar orientation between 
molecules.

These findings can be compared against results obtained 
from grazing-incidence wide-angle X-ray scattering (GIWAXS) 
measurements. Figure 6a shows the 2D maps of the scattering 
patterns of N4 and Y6 films on silicon, as-cast and after thermal 
annealing, respectively. Reference measurements on glass, 
confirming the analogous behavior of the examined materials 
on both substrate types, can be found in the Supporting Infor-
mation. Both N4 films, as-cast and thermally annealed, show 
intensity at around 1.8  A−1 predominantly in horizontal (qxy) 
direction. This is indicative for π–π stacking with an edge-on 
orientation to the substrate. In contrast, the Y6 film shows 
intensity at around 1.8 A−1 in vertical (qz) direction, indicating 
a π–π stacking in face-on orientation consistent with previous 
publications.[2,6,25,61] This difference in backbone orientation 
between N4 and Y6 accounts for the higher absorption inten-
sity of Y6. Since the transition dipole moment is in the plane 
of the molecules, more intense absorption is possible for the 
predominant face-on orientation of Y6 compared to the edge on 
orientation of N4. The scattering images show no changes in 
the fundamental orientation upon thermal annealing.

The nature of nanostructure of the aggregates, as obtained 
from the low q-values, also differs between Y6 and N4 films. 
The horizontal and vertical cuts at low q-values are shown in 
Figure  6b. For the Y6 as-cast film we observe multiple clearly 
defined peaks at 0.22, 0.34, and 0.44 A−1 in horizontal direction 
and at 0.52 and 0.62  A−1 in vertical direction. This suggests a 
sample containing a complex structure. Upon annealing, only 
the peak intensities slightly change, which can also arise from 
small differences of the film thickness. The as-cast N4 film, 
in contrast, shows only one peak in this q range at 0.32  A−1 

Adv. Funct. Mater. 2022, 32, 2205711

Table 3.  The parameters for the FC-progressions used in Figure 4.

Phasea) E00 [eV] σ [meV] S1 ħω [meV]

Y6 film
as-cast

Noninteracting 1.73 64 0.42 162

Agg. I, LE 1.52 57 0.13 162

Agg. I, HE 1.93 57 0.13 162

Agg. II, LE 1.62 55 0.20 162

Agg. II, HE 1.83 55 0.20 162

N4 film
as-cast

Noninteracting 1.73 70 0.48 162

Agg. I, LE 1.51 55 0.18 162

Agg. I, HE 1.95 55 0.18 162

Agg. II, LE 1.61 55 0.20 162

Agg. II, HE 1.85 55 0.20 162

a)The FC-parameters for the TA films are very similar to the as-cast films for both, 
Y6 and N4, and can be found in the Supporting Information.

Table 4.  Dispersion shift and interaction energy for the aggregates in Y6 
and N4 in film.

ΔD [meV] β [meV] Fractional intensitya)

LE HE

Y6,
as cast

Noninteracting – – 0.24

Agg. I −5 205 0.40 0.08

Agg. II −5 105 0.21 0.08

Y6,
TA

Noninteracting – – 0.23

Agg. I +5 220 0.40 0.08

Agg. II +10 115 0.22 0.09

N4,
as-cast

Noninteracting 0.29

Agg. I – 215 0.0 0.16

Agg. II −5 120 0.32 0.23

N4,
TA

Noninteracting 0.28

Agg. I −5 215 0.43 0.07

Agg. II −15 120 0.31 0.09

a)Intensities normalized so that intensities of all phases add up to 1 in the respec-
tive as-cast film.
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in horizontal and vertical direction. Hence, there is less pro-
nounced order in as-cast films of N4 compared to Y6 which 
shows a clear superstructure beyond single molecules. Upon 
thermal annealing, we observe a significant change in the scat-
tering pattern of N4. The main peak shifts to smaller q-values 
with a peak at 0.30 A− 1 in both directions. This shift is accom-
panied by an intensity gain in vertical direction, indicating 
an increase in the preferred orientation. The change in peak 
position and intensity suggests a significant adjustment of the 
nanostructure including an increase of the lattice parameter.

Evidently, the shift to smaller qz values upon annealing N4 
correlates with the redistribution of oscillator strength to the 
lower aggregate levels, and thus a reorientation of the transi-
tion dipole moments. However, as displayed in Figure 5, after 
annealing, the films of N4 and Y6 are characterized by very 
similar intermolecular electronic interaction, that is two kinds 
of predominantly J-like aggregates, in addition to a disordered 
phase, while they still differ significantly in their nanostruc-
ture, as demonstrated by the strikingly different GIWAXS data 
(Figure 6b). The difference in the formed nanostructures in N4 
is even more striking when considering that N4 has aggregates 
in solution already at room temperature at the start of film 
formation, so that extended structures could potentially form 
during the entire drying process. But even in the dried film 
the structural order is not as well defined for N4 as for Y6 as 
observed by scattering. This method includes the investigation 
of structural order beyond individual molecules in contrast to 
spectroscopy. The Y6 nanostructure shows smaller peak width 
in the scattering data due to larger coherence lengths which can 
be translated to a molecular ordering with a range of almost 
20  nm, while it is only about 7  nm for N4. This well-defined 
honeycomb nanostructure occurs during film formation, 
although Y6 at room temperature does not yet show signatures 
of aggregation in solution. We speculate that on the one hand, 
the longer side chains of N4 allow for an easier aggregation of 

individual molecules, however, on the other hand these longer 
side chains also induce steric hindrance such that larger com-
plex nanostructures cannot be formed.

2.4. Aggregation of PM6 in Solution and Film

Having considered the optical and GIWAXS signatures of the 
acceptor materials, we now investigate the aggregation behavior 
of the electron donor material PM6. Figure 7 shows the temper-
ature-dependent evolution of the PL and absorption spectra of 
PM6 in oDCB at a concentration of 0.25 mg mL−1 upon cooling 
from 450 to 270 K. Here, PM6 follows the typical behavior of a 
conjugated polymer that aggregates upon cooling in solution. It 
displays an initial redshift upon cooling, followed by the appear-
ance of a lower energy absorption, and a final sharpening of 
the vibrational structure at lower temperature, here 270 K. The 
PL intensity reduces as the aggregate absorption grows, which 
points toward a more H-like character.[47–48,50–51] Thus, PM6 
undergoes a disorder–order transition with an onset tempera-
ture at Tonset = 420 K, i.e., well above room temperature. Above 
420 K PM6 has only noninteracting chains. The PL spectrum is 
broad, which is typical for donor–acceptor polymers.[62–63] The 
spectral shape of the PL spectrum from the interacting chains 
corresponds to the spectra obtained at 270  K. For the absorp-
tion spectrum of the interacting chains, the contribution from 
the noninteracting chains needs to be subtracted (see the Sup-
porting Information).[49,64] This implies that PM6 is one of the 
frequently used donor polymers that already contain aggregates 
in room temperature solution, a feature that has an impact on 
the resulting morphology in the thin film.[50–51] For applications 
such as solar cells, the amount of PM6 aggregates in room tem-
perature solution can be modified through the usual parame-
ters such as choice of solvent, temperature, molecular weight, 
polydispersity, and other approaches.[48,65–74]

Adv. Funct. Mater. 2022, 32, 2205711

Figure 6.  a) 2D-GIWAXS images of N4 (top) and Y6 (bottom) films, as-cast (left) and after thermal annealing (right) measured on Si substrates. 
b) Horizontal (left) and vertical (right) line cuts of the as-cast and thermal annealed films of N4 (top) and Y6 (bottom).
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2.5. Blend Films

With the knowledge of the optical signatures of aggregates in 
Y6, N4, and PM6, we can now attempt to identify which species 
exist in blends of PM6:Y6 and PM6:N4. Solar cells made with 
such blends have previously been compared by Perdigón-Toro 
et al. They find a higher solar cell efficiency in the PM6:Y6 film, 
which is mainly a result of a higher open-circuit voltage VOC. 
Perdigón-Toro et al. attributed this to a lower energetic disorder 
and higher phase purity in PM6:Y6. Temperature-dependent 
recombination studies revealed that free charge recombination 
is merely between a Gaussian-shaped highest occupied mole-
cular orbital (HOMO) of the donor and a Gaussian-type lowest 
unoccupied molecular orbital (LUMO) density of states (DOS) 
of the acceptor in PM6:Y6, whereas recombination in PM6:N4 
involves a wider Gaussian width of the acceptor LUMO and, in 

addition, an exponential tail in the HOMO DOS, causing a sig-
nificant decrease of the resulting VOC.[25]

In our work, we use blend films, prepared under the same 
conditions as Perdigón-Toro et  al. and focus on the question 
how these blends differ regarding their content and nature of 
aggregated species. We use thermally annealed blend films 
with a material ratio of 1:1.2 for PM6:Y6 and 1:1.25 for PM6:N4 
spun from chloroform with 0.5%/V CN as solvent additive. The 
absorption of the blend films is shown in Figure 8a. For both 
blend films, we observe two distinct absorption bands around 
1.5  eV and around 2.0  eV, respectively, which are due to the 
absorption of the electron acceptor and the PM6, respectively. 
The absorption of N4 in the blend appears shifted to slightly 
higher energies compared to Y6. This suggests differences of 
the aggregation behavior between the acceptor compounds. 
The absorption of PM6 looks similar for both films, except for a 
slight difference in intensity, which may result from the slightly 
different material mixing ratios.

We can perform a spectral decomposition of the blend 
absorption by employing the parameters obtained from the 
Franck–Condon analysis of the neat films. It turns out that all 
values for the FC progression in Y6 and N4 are nearly iden-
tical in the blend and in the thermally annealed neat films (see 
the Supporting Information). For Y6, this is consistent with the 
results of molecular dynamics (MD) simulations, which show 
that the molecular packing of pristine Y6 is largely maintained 
in the blends.[7] Differences occur only in the oscillator strength 
of the aggregates’ components and their contribution relative to 
the noninteracting chains. The fractional intensities of the dif-
ferent aggregate levels are shown in Figure 8b.

The most obvious difference in the PM6:Y6 film is a higher 
contribution of the J-like aggregates relative to the noninter-
acting chains, and a particularly strong contribution of aggre-
gate I (red). This feature has much less intensity in the PM6:N4 
film, which accounts for the apparent blueshift of the spectrum. 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 7.  PL a) and absorption b) spectra of PM6 in oDCB at a concen-
tration of 0.25 mg mL−1 upon cooling from 450 to 270 K in 10 K-steps. 
Spectra taken at characteristic temperatures are drawn with colored solid 
lines and given in the legend.

Figure 8.  Absorption of TA blend films of a) PM6:Y6 (1:1.2) and PM6:N4 (1:1.25). b) Fractional intensities of the several phases of the acceptor com-
pound in PM6:Y6 (solid line) and PM6:N4 (transparent bars) as obtained from the c,d) spectral decomposition of the absorption spectra of the blend 
films into a disordered phase of the acceptor compounds Y6 and N4 (dark yellow). The two acceptor aggregated phases (red, blue) with their low 
energy (solid line) and high energy (dotted line) progressions are shown respectively for N4 and Y6. The absorption contributed to PM6 is drawn with 
a turquoise line. e) 2D-GIWAXS images of PM6:Y6 (top) and PM6:N4 (bottom) measured on Si substrates. The inset shows a magnification of the 
low q-range (marked by the white square).
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The higher degree of aggregation of Y6 in the blend film and 
the higher amount of aggregate I correlates to the better overall 
performance of the PM6:Y6 organic solar cell device than 
PM6:N4, which will be discussed below. The higher contribu-
tion of aggregates in the PM6:Y6 film is further consistent with 
GIWAXS measurements in the PM6:Y6 blend which show 
signatures of nanostructures arising from Y6 molecules, in 
contrast to the PM6:N4 film,[25], as illustrated by the GIWAXS 
data shown in Figure  8e. Several connected Y6 molecules are 
required to form such superstructures.

3. Discussion

In recent years, many studies focused on unveiling the struc-
tural and morphological properties of Y-type NFA materials 
and their impact on the photophysical properties when blended 
with electron donors, such as PM6. For example, X-ray scat-
tering revealed that Y6 and some of its derivatives form a com-
plex “honeycomb” structure in single crystals.[6–8,60,75] Molecular 
dynamics simulations show that pristine films of Y6 contain 
building blocks of this honeycomb structure, which are largely 
maintained when blended with PM6.[7,44] Extracted from these 
simulations, four dimer configurations have been identified 
with different orientations of the molecular core (C) and ter-
minal (T), as illustrated in Figure 9.

We put our results in context with the structures reported 
by Kupgan et  al.[44] For all samples in our study, we observe 
two aggregates, which differ in the interaction energy β and 
the distribution of the oscillator strength into the two levels. It 
is tempting to associate the dimers with the larger molecular 
overlap, i.e., CT–CT and CC–TT with the aggregates I that have 
a β just above 200 meV (c.f. Table 4), and the dimers with the 
smaller molecular overlap, such as TT and CT with aggregates 
II where β takes about half that value. The extent of the mole-
cular overlap in the CC–TT arrangement appears to be similar 

to the one in the CT–CT configuration. By visual inspection, it 
is reasonable to expect the transition dipole moments for CC–
TT to align in a parallel fashion thus yielding a predominant 
H-type character, whereas the more sequential alignment in 
CT–CT will result in a J-type nature. In this framework, the 
observed reorientation and change from H-like to J-like char-
acter of aggregate  I during the thermal annealing of the N4 
neat film would correspond to a reorientation from the CC–TT 
to the CT–CT configuration. In Y6, the formation of a CC–TT 
orientation seems to be inhibited by the closer position of the 
side-chain branching to the backbone and its associated steric 
demand, while it is enabled by the more remote branching 
point in N4. This conclusion also fits to the observed scat-
tering pattern. Previous spectroscopic and molecular dynamics 
studies on other D–A-type molecules revealed that for banana 
shaped molecules, like the shape of the Y-family, there are dif-
ferent pathways for dimer formation that lead to structures 
with CT–CT or CC–TT character. Which pathway is accessible 
depends on the steric demand of the sidechains.[46,76]

The different branching point of the sidechain in N4 com-
pared to Y6 can also account for the higher onset temperature 
of aggregate formation in MeTHF solution. Less steric hin-
drance of the sidechains enables electronic interaction of the 
backbones already at higher temperatures for N4, so that aggre-
gation can occur. This is consistent with the observations by Lei 
et  al. that moving the branching point away from a backbone 
results in stronger π-stacking interactions.[77] We consider that 
this higher onset temperature for aggregation is also the cause 
for the different orientation of the aggregates toward the sub-
strate that we observe by GIWAXS measurements. We found 
an edge-on orientation for N4 and face-on for Y6, in accord-
ance with earlier reports.[26] The higher onset temperature for 
aggregation, above room temperature, leads to the presence 
of aggregates already in solution prior to the film formation. 
Thereby, the π–π-interactions are already saturated to a cer-
tain degree, and the ability of the π-system to interact with the 

Adv. Funct. Mater. 2022, 32, 2205711

Figure 9.  a) Schematic dimer configurations with interactions between the molecular core (C) and terminal (T) in different orientations as suggested by 
Kupgan et al. on the basis of MD simulations, along with our expected orientation of the transition dipole moments (red arrows). After.[44] b) Schematic 
illustrating possible positions of HOMO/LUMO levels of aggregate I and II in a qualitative manner.
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substrate is reduced. Consequently, preferably the side chains 
interact with the substrate, leading to a predominant edge-on 
orientation. In contrast, Y6 with a clearly lower onset tempera-
ture (Tonset = 230 K) is well dissolved until shortly prior to the 
complete evaporation of the solvent. Thereby, the π-system of 
the molecules can interact with the substrate unimpededly, 
resulting in a face-on orientation.

By influencing the short-range order in neat films, we also 
expect the sidechains to have an influence on the solar cell 
performance of blends with PM6. Both PM6 blend films with 
Y6 and N4 are reported to show excellent power conversion 
efficiencies. However, the Y6 based devices exceed the perfor-
mance of devices with N4.[25] Perdigón-Toro et  al. attributed 
this to the unfavorable molecular edge-on orientation in the 
PM6:N4 blend, causing a reduced mobility. More importantly, 
the PM6:N4 blend was shown to exhibit a larger energetic dis-
order, in part with an exponential tail of trap states, which was 
shown to be the main reason for the smaller VOC in PM6:N4 
devices compared with PM6:Y6.[25–26]

We find that the absorption spectra of PM6:Y6 contain a 
higher fraction of interacting chromophores than PM6:N4, 
and among them a particularly dominant proportion of aggre-
gate  I. While we do not know the HOMO and LUMO levels 
for Aggregate  I and Aggregate II relative to those of the non-
interacting molecules, their lower optical gap suggests a 
concomitant HOMO destabilization and LUMO stabilization. 
Consequently, charges will predominantly relax toward inter-
acting chromophores of Aggregate  I. (c.f. Figure  9) From the 
results of Perdigón-Toro we conclude that the number and 
distribution of Aggregate  I-type chromophores in PM6:Y6 is 
sufficient to support a good percolation path for the charge 
carriers. In contrast, either the fraction or the distribution (or 
both) of Aggregate I-type chromophores in the PM6:N4 blend is 
such that transport is disrupted, with Aggregate I-type chromo-
phores providing trap states for electrons. We consider that the 
long-range Coulomb potential fluctuations due to the presence 
of trapped negative charges lead to an nearly exponential tail 
in the HOMO DOS.[54,78–79] We therefore conclude that the dis-
tribution of Aggregate  I-type chromophores is responsible for 
the differences in the density of states (DOS) suggested by Per-
digón-Toro et al., and the concomitant differences in solar cell 
performance.

We finally consider the effect of the different molecular 
packing in the two blends on the VOC, which is found to be sys-
tematically lower in the PM6:N4 system.[25–26] It was shown that 
free charge recombination in PM6:Y6 proceeds almost entirely 
through the CT state[80] and we expect the same situation for 
the PM6:N4 blend. Then, the VOC is determined by the energy, 
energetic disorder, and decay rate of the CT state.[81] Unfortu-
nately, the CT state absorption and emission is nearly hidden 
under the strong NFA exciton in both systems;[25,80] therefore 
these properties are not attainable from optical spectroscopy. 
It has, however, been shown that the CT properties are largely 
linked to the energy, aggregation, and orientation of the mole-
cules forming the CT states.[82] As we point out earlier, the most 
obvious difference in the optical spectra is a higher contribu-
tion of the J-like aggregates in the PM6:Y6 film compared to 
the noninteracting chains but also the PM6:N4 blend. In addi-
tion, the GIWAXS measurements in the PM6:Y6 blend show 

signatures of nanostructures arising from Y6 molecules, which 
require aggregates of several Y6 molecules to be present. Our 
GIWAXS results further reveal a more isotropic molecular ori-
entation of the constituents in the PM6:N4 blend. In combina-
tion of these effects, we expect a larger energetic disorder of the 
CT state in the PM6:N4 blend, which will translate into a faster 
nonradiative decay and a smaller VOC.[83]

4. Conclusion

In this study, we identify and analyze the intermolecular 
interactions in Y series NFAs, and the role of the side chain 
branching point in the formation of aggregates, in highly effi-
cient blend systems by optical spectroscopy in combination 
with a Franck–Condon analysis. For this, we used the well-
established Y-type acceptors Y6, with 2nd position branching 
of the alkyl side-chains, and N4 (4th position branching), and 
combine these with the donor polymer PM6. PM6 shows a dis-
tinct aggregate formation in films as well as in solution with an 
aggregate onset temperature well above the room temperature. 
The two acceptor molecules are found to form two aggregate 
types, though with clearly different nature. Y6 forms two J-like 
aggregates with different interaction energies, which can also 
be observed in blend films with PM6. In contrast, N4 forms 
aggregates with more H-like character as the further branching 
point of the side chains enables a more parallel stacking due to 
less steric hinderance. Upon thermal annealing or for longer 
storage time, this H-character converts into a J-like character, 
which can be traced back to a molecular reorientation, in 
accordance with GIWAXS measurements. In the thermally 
annealed blend films with PM6, the aggregates of both acceptor 
materials show similar character, though the proportions of 
the aggregates differ. The PM6:Y6 blend contains a significant 
higher amount of the acceptor aggregate with higher interac-
tion energy. This dominant absorption of acceptor aggregate 
correlates with good transport properties and low energetic dis-
order in the corresponding solar cells.[25] This is not the case for 
the N4 phase in the PM6:N4 blend. There, an even distribution 
of the two types of aggregates and an overall lower contribu-
tion correlates with the appearance of an exponential tail in the 
DOS of the PM6 HOMO, consistent with the classical picture 
of DOS broadening by counter-charges on trapped isolated 
lower energy sites. In this way, the modification of the aggrega-
tion behavior through the slight extension of the side chain in 
the acceptor N4 causes a substantial change in the electronic 
structure of the donor PM6, with strong impact on the solar cell 
performance.

5. Experimental Section
The electron acceptor Y6 and the donor polymer PM6 were purchased 
by “1-material.” N4 was synthesized as described.[26] For temperature-
dependent solution measurements, N4 and Y6 at 0.15  mg mL−1 in 
MeTHF were dissolved. This corresponds to a molar concentration 
of about 1 × 10−4  mol L−1 for both materials. PM6 was dissolved in 
ortho-dichlorobenzene (ODB) at a concentration of 0.25  mg mL−1. 
The solutions were stirred for at least 1 h at 50 °C to ensure complete 
dissolution of the materials. Temperature-dependent absorption and 

Adv. Funct. Mater. 2022, 32, 2205711
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emission measurements were carried out using a home-built setup. 
The solutions were filled in a 1  mm fused silica cuvette and placed in 
a temperature controlled continuous flow helium cryostat by Oxford 
Instruments. After reaching each temperature step of the measurement, 
waited for 15  min to ensure a fully equilibrated system before taking 
the measurement. The lowest accessible temperature was determined 
by the glass transition temperature of MeTHF, i.e., 137  K. A tungsten 
lamp is used as light source for absorption measurements. For emission 
measurements, a 405  nm continuous wave diode laser from Coherent 
was used to excite the PM6 samples and a 659  nm continuous wave 
diode laser for the Y6 and N4 samples. A spectrograph Andor Shamrock 
SR303i coupled to a CCD camera (Andor iDus 420) functions as 
detection system.

For neat film samples, solutions of neat Y6 and of neat N4 in 
chloroform at 12  mg mL−1, and of neat PM6 in chlorobenzene at 
8  mg mL−1 were prepared. Solutions of blends with PM6:Y6 in weight 
ratios of 1:1.2, and of PM6:N4 (weight ratio 1:1.25) were prepared in 
chloroform at a total concentration of 16  mg mL−1. All solutions were 
mixed with 0.5% chloronaphthalene (CN) and then stirred for at least 
2 h at 50  °C. All films were prepared by spin-casting the solution in a 
glovebox with nitrogen atmosphere at room temperature with 1000 rpm. 
Thermal annealing (TA) was conducted at 90  °C for 5 min. UV–vis 
absorption spectra of films at room temperature were captured with a 
Cary 5000 UV–vis spectrometer.

GIWAXS on neat films coated on silicon substrates was performed 
in vacuum at RT on a laboratory system at the University of Bayreuth 
(Xeuss 3.0, Xenocs SAS, Grenoble, France) with a Cu Kα  source 
(λ = 1.54 Å), a Dectris EIGER 2R 1 m detector, and a sample-to-detector 
distance of 52.5 mm. Scattering experiments were carried out on silicon 
substrates due to decreased scattering background compared to glass. 
Figure  S9 (Supporting Information) shows the GIWAXS data on glass 
for comparison. The presented q-profiles are cake cuts covering an 
azimuthal angle of 70°–110° for the cuts in the vertical direction and 
0°–20° as well as 160°–180° for the cuts in the horizontal direction. 
The 2D GIWAXS measurements on blend films were performed on 
PEDOT:PSS (poly(3,4-ethylenedioxythiophene) polystyrene sulfonate) 
coated silicon substrates in vacuum at RT at the Soft Matter Interfaces 
beamline (12-ID) at the National Synchrotron Lightsource II (NSLS-II) 
at Brookhaven National Laboratory (λ  = 0.77 Å), with a Dectris 
Pilatus200KW detector with a sample-to-detector distance of 275  mm 
at different rotational angles. These measurements are averages over 6 
positions on the sample each measured for 20 s to reduce effects due to 
inhomogeneities. Changes in intensity profiles with time were tested and 
no beam damage was determined for 20 s of exposure.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Y6 in mTHF – emission and TCSPC 

Figure S1 shows the corresponding emission spectra of Y6 in mTHF solution (left), displayed in the 

same temperature ranges as the absorption (right). 

In the high temperature range, the shape of the emission spectra resembles a mirror image of the 

absorption spectra. However, while the absorption increases only moderately, the emission rises 

strongly, reaching its maximum at 250 K (solid black line) and then decreasing slightly to 230 K. This 

is accompanied by a slight bathochromic shift. 

The increase in emission intensity far exceeds the increase in absorption. Evidently, there is a 

mechanism that increases the photoluminescence quantum yield,                with the 

radiative transition rate    and non-radiative transition rate     To establish whether    increases, 

or whether     decreases, we measured the photoluminescence transients at 345 K, 295 K and 250 

K, which gave mono-exponential decays with lifetimes of 386 ps, 1.0 ns, and 1.4 ns, respectively (see 

Figure S2). Evaluating the relative changes in   and   lifetime shows that    remains unchanged 

implying that     reduces upon decreasing the temperature, most likely by freezing out thermal 

deactivation through rotations between the Y6-core and the acceptor arms. The constant value of    

implies that electronic interactions between the molecules in solution do not change down to 230 K. 

Consequently, Y6 remains completely in the disordered phase down to 230 K 
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Figure S1: PL (a,c,e,g) and absorption (b,d,f,h) spectra of Y6 in mTHF at a concentration of 0.15 

mg/ml for different temperatures upon cooling from (a,b) 345 K to 140 K. Spectra taken at 

characteristic temperatures are drawn with colored solid lines and given in the legend. Spectra are 

shown (c,d) between 345 K and 230 K in steps of 20K, (e,f) between 230 K and 195 K in steps of 5 K, 

and (g,h) between 195 K and 140 K in steps of 10 K. In the absorption spectra at characteristic 

temperatures outside the ranges are shown with dashed lines. In the PL spectra the absorption 

spectra at specific temperatures are additionally drawn in dotted lines. 
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N4 in mTHF – emission 

Figure S2 shows the corresponding emission spectra of N4 in mTHF solution (left), displayed in the 

same temperature ranges as the absorption (right). The absorption spectra are described and 

discussed in the manuscript. 

At 345 K, the PL spectrum is broad and a mirror image of the absorption spectrum with a peak at 

1.58 eV. In the high temperature range, the PL slightly increases and the peak shifts to lower 

energies, implying an increase in oscillator strength by planarization of the molecules. Upon cooling 

below 320 K, the overall intensity strongly decreases at 1.58 eV, resulting in a spectrum with a peak 

at 1.40 eV at 220 K, while the absorption reveals that aggregate formation takes place in this 

temperature range. Further cooling to 140 K slightly increases the PL intensity and the spectrum 

shifts to lower energies, while the intensity at 1.58eV goes down to zero. This is consistent with the 

observation, that in this temperature range the aggregates phase planarizes, which enhances the 

PLQY and enhances the energy transfer from the disordered phase to the aggregated phase. Thus, at 

140 K, we only observe emission from the aggregated phase. 
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Figure S2: PL (a,c,e,g) and absorption (b,d,f,h) spectra of N4 in mTHF for different temperatures 

upon cooling from (a,b) 345 K to 140 K at a concentration of 0.15 mg/ml. Spectra taken at 

characteristic temperatures are drawn with colored solid lines and given in the legend. Spectra are 

shown (c,d) between 345 K and 320 K, (e,f) between 320 K and 220 K, and (g,h) between 220 K and 

140 K in steps of 10 K. In the absorption spectra at characteristic temperatures outside the ranges 

are shown with dashed lines. In the PL spectra the absorption spectra at specific temperatures are 

additionally drawn in dashed lines. 
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Figure S3: TCSPC measurements of Y6 in mTHF solution at 345 K, 295 K and 250 K with 

monoexponential decays with lifetimes of 386 ps, 1.0 ns, and 1.4 ns, respectively. 
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Heating process of Y6 and N4 in mTHF solution 

Figure S4 shows the absorption spectra during the heating process of Y6 and N4 in mTHF solution. 

Compared to the cooling process, the absorption spectra show a slight hysteresis. From 140 K to 

170 K, we identify an isosbestic point at 1.73 eV accompanied by a decrease of the peak intensity at 

1.65 eV and increase at 1.75 eV, indicating a dissolution of aggregate II. Between 170 K and 220 K 

we have a transition range, where the intensity below 1.73 eV decreases, which indicates a 

dissolution of both aggregated phases. Above 220 K we identify another isosbestic point at 1.65 eV 

accompanied by a decrease of the peak intensity at 1.53 eV and a strong increase of the intensity at 

1.75 eV, which indicates a re-transformation of aggregate I to non-interacting, disordered 

molecules. Thus, the heating process shows a slight hysteresis, which in a temperature-delayed 

manner. 

In contrast, the absorption spectra of the heating process of N4 in mTHF shows shows almost no 

hysteresis compared to the cooling process. 

 

Figure S4: Absorption spectra of (a) Y6 in mTHF solution at a concentration of 0.2 mg/ml upon 

heating from 140 K (blue) to 300 K (black) in 10 K steps and (b) N4 in mTHF solution at a 

concentration of 0.2 mg/mL upon heating from 140 K (blue) to 340 K (black) in 20 K steps. 
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Figure S5: Absorption spectra of (a) Y6 and (b) N4 in CF solution at a concentration of 0.2 mg/ml 

upon cooling from 330 K (red) to 215 K (blue) in 10 K steps from 330 K to 220 K and the lowest 

measured temperature 215 K. Arrows indicate spectral changes upon cooling.
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Franck-Condon analysis 

Figure S6 shows the Franck-Condon fit for the absorption of Y6 in mTHF at 230 K, which we assign to 

the spectrum of the non-interacting conformation. Therefore, we used an effective mode of 162 eV 

to fit the S0 - > S1 transition with an E00 at 1.73 eV. We assign the peak at 2.13 eV to the S0 - > S2 

transition and thus fitted it with a new progression with the same effective mode, but adjusted 

Huang-Rhys parameter. The values for the fits to the S0 - > S2 transition of the non-interacting 

conformations are shown in Table S1. For all other FC fits, the values of the S0 - > S2 transition are 

kept constant as well as the intensity ratio of S0 - > S1 to S0 - > S2. 

Table S1: The parameters for the FC-progressions used for the non-interacting conformation of Y6 

at 230 K 

 transition E00 (eV) σ (meV) S1 ħω (meV) 

Y6 in mTHF 

230 K 

non-interacting, 

S0->S1 
1.73 69 0.43 162 

non-interacting, 

S0->S1 
2.13 72 0.50 162 

 

 

Figure S6: Absorption spectrum of Y6 in mTHF at 230 K with Franck-Condon fit with a progression 

at1.73 eV fit with an effective mode at 162 meV to fit the S0->S1 transition and a second progression 

at 2.13 eV with an effective mode of 162 meV to fit the S0->S2 transition. The spectrum has been 

used as “monomer-phase” to decompose absorption spectra at lower temperatures, where spectral 

signatures of aggregate absorption appears.  
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Franck-Condon Fit: Y6 at 195 K in mTHF solution 

Figure S7 shows a Franck-Condon Fit of the absorption spectrum of Y6 in mTHF solution at 195 K 

using a monomer/disordered phase and only one aggregate species. The peak at about 1.54 eV 

limits the linewidth of the aggregated phase (red) leading to a deviation of the global fit (red, dashed 

line) and the absorption spectrum at around 1.62 eV. Thus, we used a second aggregated phase to 

fit the absorption as described in the manuscript. 

 

Figure S7: Absorption spectrum of Y6 in mTHF at 195 K with a Franck-Condon global fit (red dashed 

line) with a monomer phase (yellow) and only one aggregated phase (red).  
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N4 film after 3 months 

Figure S8 shows the absorption spectra of the same N4 films, as-cast and thermally annealed, after 3 

months. The spectrum of the thermally annealed film does not undergo spectral changes and only 

decreases a slightly in intensity. The spectrum of the as-cast N4 film has changed over time and 

almost resembles the spectrum of the thermal annealed film. Thus, giving the system of the as-cast 

film time results in a change of the morphology to the thermodynamic more stable morphology 

present in the TA films. 

 

 

Figure S8: Absorption spectra of neat N4 films as-cast (black lines) and after thermal annealing (red 

lines), fresh after processing (solid lines) and 3 month later (dotted lines) 
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GIWAXS data of N4 films on glass 

Figure S9 shows the comparison between GIWAXS measurements of N4 films, as-cast and after 

thermal annealing, on glass and silicon (Si) substrates. The 2D-maps are shown in Figure S9a,b and 

the corresponding horizontal and vertical cuts in Figure S8c,d, respectively. Comparing the 2D maps, 

the data on glass show a strongly increased intensity at q-values around 1.75 A-1, which origins from 

the scattering background of the glass substrate. The scattering pattern of the lamellar stacking at 

lower q-values is almost identical, which can also be seen in the horizontal and vertical cuts. 

Additionally, the data on glass substrates show the same trend upon thermal annealing as on silicon. 

The scattering pattern shifts to lower q-values indicating a significant reorientation. Consequently, 

we observe the same scattering behaviour of N4 on glass and Si substrates. Thus, we assume, that a 

comparison of the GIWAXS data on Si (due to its decreased scattering background) with the 

absorption data on glass substrates is meaningful.  

 

 

Figure S9: 2D-GIWAXS images of N4 films measured (a) on glass substrates and (b) on silicon 

substrates (Si), as-cast (ac) and after thermal annealing (TA). (c,d) Horizontal (left) and vertical (right) 

line cuts of the as-cast and thermally annealed films of N4 on (c) glass substrates and on (d) Si 

substrates, respectively. 
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Spectral decomposition of PM6 in solution and film 

Fig. S10a,b show the temperature dependent PL and absorption spectra of PM6 in oDCB in a 

temperature range from 450 K to 270 K in 10 K steps. The spectral evolution is discussed in the 

manuscript. Additionally, a spectral decomposition into an aggregated and disordered phase of the 

absorption spectra of PM6 in solution at 270 K is shown in Fig. S10c and of a neat film in Fig. S10d. 

For the spectral decomposition we took the absorption spectrum at 420 K, which is right above the 

critical temperature and thus the absorption spectrum of the pure disordered phase, and scaled it to 

the absorption spectra at 270 K in solution and the neat film, respectively. Then we distract the 

spectrum of the disordered phase resulting in the aggregate absorption (dashed lines). We scaled 

the spectrum of the disordered phase (orange) a bit below the absorption spectra, as in reality the 

absorption of the aggregate will not go down to zero at about 2.4 eV. This is a good approach to 

estimate the absorption spectra of the aggregated phase in solution and film. (REF, REICHI) For both, 

solution at 270 K and film, we find a similar pronounced aggregate absorption with a 0-0-peak at 

2.00 eV and a shoulder at 2.13 eV. 

 

Figure S10: PL (a) and absorption (b) spectra of PM6 in oDCB at a concentration of 0.25 mg/ml. 

Spectra taken at characteristic temperatures are drawn with colored solid lines and given in the 

legend. Decomposition of absorption spectra into aggregated (dashed blue line) and disordered 

(orange area) phase (c) in solution at 270 K and (d) in a neat PM6 film. 
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Figure S11: PL spectra of PM6 in oDCB at a concentration of 0.25 mg/ml at 450 K and 270 K 

normalized to their maxima. 

Assuming, that the PM6 chains are fully solvated at 450 K, we assign the PL spectrum at 450 K with a 

maximum at 2.02 eV to the disordered phase. Upon cooling, the intensity at 2.02 eV decreases, 

while starting from 420 K spectral signatures of aggregation appear in absorption. The red-shifted PL 

at 270 K shows almost no intensity at 2.02 eV and we thus assign this PL spectrum to the aggregated 

phase of PM6 (see Figure S11). 
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Franck-Condon analysis parameters: 

Table S2 shows the Franck-Condon fit parameters of the spectral decomposition of the electron 

acceptor materials Y6 and N4 in solution, neat films and blend films with PM6 according to Figure 3, 

Figure 4 and Figure 7. 

 

Table S2: Fitting parameters of the Franck-Condon analysis for the decomposition of the absorption 

spectra of the electron acceptors Y6 and N4 in mTHF solution, in as-cast and TA films and in blend 

films with PM6; with the energetic position of the 0-0 transition E00, the linewidth σ, the Huang-Rhys 

parameter S1 and the effective vibrational mode ħω. 

Y6 in mTHF transition E00 (eV) σ (meV) S1 ħω (meV) 

195 K non-interacting 1.74 68.6 0.43 162 

 Agg. I, LE 1.54 44.4 0.15 162 

 Agg. I, HE 1.92 44.4 0.15 162 

 Agg. II, LE 1.62 43.5 0.26 162 

 Agg. II, HE 1.85 43.5 0.26 162 

140 K non-interacting 1.74 66.8 0.43 162 

 Agg. I, LE 1.54 40.6 0.15 162 

 Agg. I, HE 1.92 40.6 0.15 162 

 Agg. II, LE 1.63 41.3 0.26 162 

 Agg. II, HE 1.85 41.3 0.26 162 

 

N4 in mTHF transition E00 (eV) σ (meV) S1 ħω (meV) 

220 K non-interacting 1.74 67.9 0.55 162 

 Agg. I, LE 1.54 44.2 0.18 162 

 Agg. I, HE 1.93 44.2 0.18 162 

 Agg. II, LE 1.64 43.0 0.40 162 

 Agg. II, HE 1.86 43.0 0.40 162 

140 K non-interacting 1.74 64.1 0.55 162 

 Agg. I, LE 1.54 42.6 0.18 162 

 Agg. I, HE 1.93 42.6 0.18 162 

 Agg. II, LE 1.64 40.5 0.40 162 

 Agg. II, HE 1.86 40.5 0.40 162 
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Y6 film transition E00 (eV) σ (meV) S1 ħω (meV) 

as-cast non-interacting 1.73 64.1 0.42 162 

 Agg. I, LE 1.52 57.2 0.13 162 

 Agg. I, HE 1.93 57.2 0.13 162 

 Agg. II, LE 1.62 54.7 0.20 162 

 Agg. II, HE 1.83 54.7 0.20 162 

TA non-interacting. 1.72 62.1 0.42 162 

 Agg. I, LE 1.50 55.1 0.18 162 

 Agg. I, HE 1.94 55.1 0.18 162 

 Agg. II, LE 1.60 54.0 0.20 162 

 Agg. II, HE 1.83 54.0 0.20 162 

 

N4 film transition E00 (eV) σ (meV) S1 ħω (meV) 

as-cast non-interacting 1.73 70.2 0.48 162 

 Agg. I, LE 1.51 55.1 0.18 162 

 Agg. I, HE 1.95 55.1 0.18 162 

 Agg. II, LE 1.61 55.3 0.20 162 

 Agg. II, HE 1.85 55.3 0.20 162 

TA non-interacting 1.73 69.7 0.48 162 

 Agg. I, LE 1.51 55.1 0.18 162 

 Agg. I, HE 1.93 55.1 0.18 162 

 Agg. II, LE 1.60 55.3 0.20 162 

 Agg. II, HE 1.84 55.3 0.20 162 

 

Blend films transition E00 (eV) σ (meV) S1 ħω (meV) 

PM6:Y6 non-interacting 1.72 62.1 0.42 162 

 Agg. I, LE 1.51 55.0 0.19 162 

 Agg. I, HE 1.94 55.0 0.19 162 

 Agg. II, LE 1.60 54.0 0.20 162 

 Agg. II, HE 1.83 54.0 0.20 162 

PM6:N4 non-interacting 1.72 69.7 0.48 162 

 Agg. I, LE 1.52 55.1 0.18 162 

 Agg. I, HE 1.93 55.1 0.18 162 

 Agg. II, LE 1.60 55.3 0.20 162 

 Agg. II, HE 1.84 55.3 0.20 162 
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Effects of the diphenyl ether additive in halogen-
free processed non-fullerene acceptor organic
solar cells†

Lorenzo Di Mario, a David Garcia Romero, a Meike J. Pieters,a Fabian Eller,b

Chenhui Zhu, c Giovanni Bongiovanni, d Eva M. Herzig, b Andrea Murad

and Maria A. Loi *a

The development of an environmentally friendly fabrication process for non-fullerene acceptor organic

solar cells is an essential condition for their commercialization. However, devices fabricated by

processing the active layer with green solvents still struggle to reach, in terms of efficiency, the same

performance as those fabricated with halogenated solvents. The reason behind this is the non-optimal

nanostructure of the active layer obtained with green solvents. Additives in solution have been used to

fine-tune the nanostructure and improve the performance of organic solar cells. Therefore, the

identification of non-halogenated additives and the study of their effects on the device performance and

stability are of primary importance. In this work, we propose the use of diphenyl ether (DPE) as additive,

in combination with the non-halogenated solvent o-xylene, to fabricate organic solar cells with

a completely halogen-free process. Thanks to the addition of DPE, a best efficiency of 11.7% have been

obtained for the system TPD-3F:IT-4F, an increase over 15% with respect to the efficiency of devices

fabricated without additive. Remarkably, the stability under illumination of the solar cells is also improved

when DPE is used. The addition of DPE has effects on the molecular organization in the active layer, with

an enhancement in the donor polymer ordering, showing a higher domain purity. The resulting structure

improves the charge carrier collection, leading to a superior short-circuit current and fill factor.

Furthermore, a reduction of the non-radiative recombination losses and an improved exciton diffusion,

are the results of the superior molecular ordering. With a comprehensive insight of the effects of DPE

when used in combination with a non-halogenated solvent, our study provides an approach to make the

fabrication of organic solar cell environmentally friendlier and more suitable for large scale production.

Introduction

Organic solar cells (OSCs), based on the combination of poly-
mer donors with small molecule acceptors, have seen in the last
few years a surge in power conversion efficiency (PCE), driven by
the development of novel non-fullerene acceptors (NFA), which,
compared to fullerene derivatives, offer complementary light
absorption and well-matched energy levels with the polymer
donors.1,2 Efficiency values have already surpassed what is
considered as the threshold for commercialization, with record

PCE above 19%.3–6 Therefore, the new challenge for the scien-
tic community is the improvement of the stability and of the
fabrication process, in order to allow large scale production of
these devices.7

In solution-processed OSCs, the active layer deposition relies
on the preparation of a solution containing both the donor and
acceptor materials, in order to obtain the formation of a bulk
heterojunction (BHJ) layer upon casting. The solvent employed
to prepare the solution regulates the purity and crystallinity of
donor- and acceptor-rich domains8,9 which can dramatically
affect the nanostructure of the BHJ, and thus the performance
of the nal devices. This sets strict requirements for the selec-
tion of the solvent, which can be challenging to meet. Currently,
the OSCs with the best performance are all obtained using
halogenated solvents (e.g. chloroform, chlorobenzene,
dichlorobenzene).4–6 Despite their proven effectiveness for the
processing of the active layer in OSCs, halogenated solvents are
toxic and harmful for the environment and therefore they are
not suitable for industrial application. Finding green solvents
able to guarantee device performance comparable to those
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obtained with halogenated solvents is crucial for the commer-
cialization of OSCs.10,11 In the last few years, several halogen-free
solvents (e.g. o-xylene, tetrahydrofuran, anisole, carbon disul-
de, limonene) have been reported to successfully work for the
fabrication of OSCs, although device performance is still
lagging behind in comparison with the one obtained with the
halogenated counterpart.12–15 While many donor and acceptor
materials show a good solubility in non-halogenated solvents,
the optimal nanostructure of the BHJ is hardly achieved when
they are employed.

A simple and effective method to control the aggregation of
donor and acceptor materials, in order to promote an optimal
structure of the BHJ, consists in the use of solvent additives.
Since their rst successful use, strong efforts have been devoted
to dene the criteria for the selection of proper additives and to
identify the most promising ones for the processing of OSCs of
various composition.16,17 As happened for the solvents, the rst
effective additives that have been identied were halogenated
additives. 1,8-Diiodooctane (DIO) and 1-chloronaalene (CN)
are the most widely used solvent additives and their effects on
BHJ nanostructure, device efficiency and stability have been
thoroughly studied.18–20 While those additives are oen reported
to improve the device performance also when OSCs are fabri-
cated using green solvents,13,14 their employment can hinder the
compatibility with large scale production. Therefore, nding
non-halogenated additives for OSCs, and investigating their
effects, represents a further step toward OSCs
commercialization.21

The use of diphenyl ether (DPE) as non-halogenated additive
has been reported in the fabrication of diverse OSCs, showing
his effectiveness in devices using fullerenes as acceptors, where
improvements have been correlated with an effect of DPE on the
polymer donor crystallization.22–25 More recently, DPE has also
been used in the fabrication of OSCs with NFAs, both in bulk- as
well as planar-heterojunction active layer.26–29 Despite those
promising results, a fundamental understanding of the
complex interaction between DPE, solvents, polymer donors
and non-fullerene acceptors is still missing and most of the
knowledge related to the effects of DPE as additive still relies on
what was observed in systems using fullerene derivatives as
acceptors. Additionally, DPE has been mostly used in combi-
nation with halogenated solvents and its use with green solvent
is scarcely reported.26,27,30 Finally, the effects of DPE on the
stability of OSCs has not yet been investigated, although it is
widely reported that other additives remain in the active layer,
with detrimental effects for the device stability.31–33

In this work, we demonstrate that the use of the non-
halogenate DPE as additive, in combination with a non-
halogenated solvent, improves simultaneously the perfor-
mance and the stability of NFA-OSCs. The OSCs were fabricated
blending together the polymer poly[2,2′-[4,8-bis[4-uoro-5-(2-
hexyldecyl)-2-thienyl]benzo[1,2-b:4,5-b′]dithiophene-2,6-diyl]-
2,5-thiophenediyl(5,6-dihydro-5-octyl-4,6-dioxo-4H-thieno[3,4-c]
pyrrole-1,3-diyl)-2,5-thiophenediyl] (TPD-3F) and the small
molecule 3,9-bis(2-methylene-((3-(1,1-dicyanomethylene)-6,7-
diuoro)-indanone))-5,5,11,11-tetrakis(4-hexylphenyl)-dithieno
[2,3-d:2′,3′-d′]-s-indaceno[1,2-b:5,6-b′]dithiophene (IT-4F). We

used o-xylene as solvent and we investigated the effects of DPE
as additive, depositing the active layer by both spin coating and
blade coating.

Solar cells fabricated with the addition of DPE achieved
a maximum PCE of 11.7%, with an improvement of over 15%
compared with devices without additive. The operational
stability of the solar cells is also improved when DPE is used,
with devices able to preserve 73% of their initial efficiency aer
150 h under constant illumination, where only 57% of the
efficiency is maintained in devices fabricated without additive.
In the DPE treated devices, the increase in Jsc and in FF, is the
result of an improved charge carrier collection, especially when
photons are absorbed by the donor. The consequence of the
interaction of DPE with the donor molecules were investigated
by Grazing-Incidence Wide-Angle X-ray Scattering (GIWAXS)
measurements, which revealed how the additive leads to
a higher ordering of the polymer molecules, inducing edge-on
orientation in comparison to the dominantly face-on pre-
sented in the blend without additive. Photoluminescence and
fast transient absorption measurements further support the
correlation between the structural changes and device perfor-
mance, showing a reduction of non-radiative recombination
losses, together with an improved exciton diffusion. In partic-
ular, the increased exciton diffusion points towards a reduced
energetic disorder, as result of the superior molecular ordering
of the donor when DPE is used as an additive. The reduced
energetic disorder not only promotes better device performance
but is also the reason for the improved device stability.

Results and discussion

We fabricated OSCs using TPD-3F and IT-4F as donor and
acceptor, respectively. Fig. 1a shows the chemical structures of
the two molecules, together with the device structure used
(Fig. 1b). The organic blend of donor and acceptor was spin
coated starting from a solution in o-xylene with diphenyl ether
(DPE) as additive. A solution without the additive was used to
fabricate reference devices, with the same structure and
employing the same processing parameters. Furthermore, for
comparison, devices were fabricated with the commonly-used
halogenated additive 1,8-diiodooctane (DIO). Device perfor-
mance and characterizations of lms made using DIO are re-
ported in the ESI.†

Normalized UV-Vis absorption spectra of blend lms spin
coated from solution with and without the use of DPE (Fig. 1c)
show the characteristic absorption features of TPD-3F with
peaks around 560 and 610 nm, and IT-4F with a peak at
720 nm.34,35 The most noteworthy change in the absorption
spectrum, due to the use of DPE, is an increased absorption in
the spectral range of the donor material with respect to the peak
of the acceptor, which suggests an effect of the additive in the
formation of the donor-rich domains. A closer look at the
absorption peak of the acceptor, as reported in the inset of
Fig. 1c, reveals a small redshi of the absorption onset when
DPE is used. Such effect is oen observed when additives are
used for non-fullerene acceptor OSCs and is associated with
a higher ordering of the acceptor-rich domains.36,37 Overall, the

2420 | J. Mater. Chem. A, 2023, 11, 2419–2430 This journal is © The Royal Society of Chemistry 2023
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analysis of the absorption spectra suggests changes in the BHJ
layer following the use of DPE, which are compatible with an
improved molecular ordering in both donor-rich and acceptor-
rich domains. This is consistent with an increased phase purity
in the BHJ layer, since donor–acceptor intermixing generally
hinder a proper ordering.

In Fig. 2 the performance of solar cells fabricated by spin
coating the blend lm with and without the addition of DPE is
compared. J–V characteristics under illumination of the two
best devices are reported in Fig. 2a, while Table 1 and Fig. S1†
report a summary of the photovoltaic parameters obtained over
multiple batches of devices. Devices fabricated with the use of
DPE show superior photovoltaic performance, with a maximum
efficiency of 11.7%, which represents an improvement of more
than 15% over the best values obtained without additive. The
improvement is the result of an increased Jsc and FF, both
parameters that are strongly affected by the molecular ordering
and phase purity in the BHJ. A reduction of the Voc is observed
for devices fabricated adding DPE. This result correlates well
with the redshi of the absorption spectrum and is ascribed to
a narrowing of the acceptor energy gap due to an increased
crystallinity.37

OSCs have also been fabricated casting the active layer by blade
coating and their performance is shown in Fig. S2.† Despite the
different deposition method, the addition of DPE leads to similar
changes in Jsc, FF and Voc as those observed when spin coating is
employed. Remarkably, when blade coating is used, the

performance of devices without additive are poorer while devices
with DPE are able to achieve performance comparable with spin
coated devices.

Comparing the performance of devices fabricated with DPE
with those of devices fabricated with DIO, as shown in Fig. S1,†
both additives induce similar effects on the photovoltaic parame-
ters. However, while DIO improves the performance of the devices
with respect to those fabricated without additive, the overall effect
on the efficiency is below 5% and for all photovoltaic parameters
the improvement is less signicant than with DPE.

To better understand the origin of the increased Jsc in devices
fabricated using DPE, we measured the external quantum effi-
ciency (EQE) (Fig. 2b). The value of the Jsc calculated from the EQE
spectra is consistent with that extracted from the J–V curves.
Devices with and without the additive exhibit similar EQE spectral
shape with differences in the absolute values. While for devices
fabricated with DPE amaximumEQE of 82% ismeasured, without
the additive only 75% is reached. To better point out the differ-
ences of samples fabricated with and without additive, the differ-
ence between the two EQE spectra is displayed in Fig. S3.† The
most signicant changes are observed in the spectral range of
absorption of the TPD-3F, which is in agreement with what has
been discussed for the absorption spectra (Fig. 1c).

Fig. 2c shows the J–V characteristics of the solar cells
measured in dark conditions. Devices fabricated using DPE are
characterized by lower shunt current and diminished series
resistance, which is consistent with the higher FF measured

Fig. 1 (a) Chemical structures of the polymer donor TPD-3F and the non-fullerene acceptor IT-4F. (b) Schematic of the device structure used in
this work. (c) Absorption spectra of TPD-3F:IT-4F blend films cast from o-xylene without additive and with 3 wt% of DPE. The inset shows
a zoom-in of the absorption onset.

This journal is © The Royal Society of Chemistry 2023 J. Mater. Chem. A, 2023, 11, 2419–2430 | 2421
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under illumination. The reduced leakage current can be
explained by a slower drying of the organic lm aer spin
coating, due to the high boiling point of the additive, which
leads to a more compact lm. However, the lower series resis-
tance hints at an improved BHJ nanostructure and, thus, at an
increased charge carrier collection. This is conrmed by the
study of the photocurrent Jph as function of the effective voltage
Veff (Fig. 2d). Jph is dened as the difference between light and
dark current densities, while Veff is the difference between the
voltage V0 at which dark and light current densities compensate
and the applied voltage Vapp. For large values of Veff, the photon
harvesting is maximized and Jph reaches a saturation value.
Devices fabricated adding DPE reach a saturation current of
17.88 mA cm−2, which is higher than the 17.15 mA cm−2 of

devices fabricated without additive. This indicates an increased
photon harvesting, which is in agreement with absorption and
EQE spectra and points towards an improved nanostructure of
the BHJ as result of the use of DPE. From the ratio between Jph
and the saturation current density at maximum power point
conditions, it is possible to estimate the charge carrier collec-
tion probability Pcoll.38 A remarkable difference is observed on
the collection probability with and without the additive, with an
increase from 77.6% to 83.8% when DPE is used, which hint at
a more favorable interpenetrating network of donor and
acceptor and a better charge transport.

Charge carrier transport and collection were also investi-
gated by impedance spectroscopy and the results are displayed
in the Nyquist plot in Fig. 3, together with the best ts of the

Fig. 2 Electrical characteristics of optimized solar cells, fabricated by spin coating from a o-xylene solution without additive and with 3 wt% of
DPE: (a) J–V curves under illumination (AM 1.5, 100 mW cm−2); (b) EQE spectra and integrated Jsc; (c) J–V curves in dark condition; (d) Jph as
a function of Veff.

Table 1 Photovoltaic parameters of champion solar cells, fabricated by spin coating a solution of TPD-3F:IT-4F with and without DPE. Average
values obtained from 15 devices fabricated in different batches are reported in parenthesis

Solution Voc (V) Jsc (mA cm−2) FF (%) PCE (%)

XYa 0.936 (0.935 � 0.006) 16.49 (16.52 � 0.35) 62.66 (60.21 � 2.66) 9.67 (9.30 � 0.29)
XY + 3% DPEa 0.922 (0.921 � 0.004) 17.75 (17.35 � 0.32) 66.05 (63.93 � 1.58) 10.81 (10.20 � 0.41)
XYb 0.905 (0.905 � 0.002) 18.70 (18.59 � 0.11) 59.77 (59.50 � 0.58) 10.11 (9.98 � 0.12)
XY + 3% DPEb 0.893 (0.892 � 0.004) 19.39 (19.29 � 0.20) 67.49 (66.75 � 0.50) 11.68 (11.50 � 0.18)

a Devices with active area of 10 mm2. b Devices with active area of 4 mm2.

2422 | J. Mater. Chem. A, 2023, 11, 2419–2430 This journal is © The Royal Society of Chemistry 2023
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experimental data. Devices fabricated either with or without the
use of DPE, show a single semicircle in the Nyquist plot and,
thus, their behavior can be tted assuming a single RC
component. The equivalent circuit used for the tting is shown
in Fig. 3 as inset and the values obtained for the different
components can be found in Table S1.† As expected from the
results previously discussed, the component Rp, which mainly
represents the resistance of the organic layer, is reduced by the
use of DPE, as further indication of the improvement in charge
transport. The constant phase element (CPE) is a non-ideal
capacitor, which considers dispersive processes, caused for
instance by inhomogeneities in the BHJ. The dispersion
parameter CPE-P (ideally equal to 1), is similar for devices
fabricated with and without the use of DPE, suggesting no
effects of the additive on the homogeneity of the lm, which is
an important aspect for the scaling up of the fabrication
process. Furthermore, the higher RC time constant for devices
fabricated using DPE with respect to the one of those without
additive is an indication of longer charge carrier lifetimes.39

Finally, the series resistance Rs, which takes into account the

resistance of contacts, interlayers and interfaces, is also
remarkably reduced in the presence of DPE. Considering that
there are no differences in the device structure, the observed
change in Rs indicates the effect of the additive on the active
layer and therefore also on the resistance at the interfaces. As
reported in the case of DIO,18,20 the use of an additive for the
active layer can affect the distribution of donor and acceptor in
the direction perpendicular to the substrate, with the result of
a higher concentration of one of the two components at the
interface with the transport layer. While such a gradient of
concentration of donor and acceptor along the lm thickness is
challenging to prove,40 it could explain the signicant difference
in Rs observed.

To conclude the analysis of the effect of DPE on device
performance, the stability of solar cells was tested, and the results
are displayed in Fig. 4. Fig. 4a shows the operational stability of
solar cells under illumination at the maximum power point. Solar
cells fabricated adding DPE are characterized by an improved
stability, preserving the 73% of their initial efficiency aer 150
hours, while devices without additive maintain only the 57% of
their efficiency. Looking at the decay dynamics, both solar cells
have an initial rapid loss of performance, called burn-in, followed
by a more gradual and signicantly slower loss. The main differ-
ence in the stability of devices fabricated with and without the use
of DPE is in the burn-in phase. For devices fabricated using DPE
the burn-in lasts few hours and accounts for a loss in performance
of around 5%. On the other hand, devices fabricated without
additive have a burn-in phase of more than 20 hours, in which the
efficiency drops below 80% of the initial value. While the origin of
the burn-in in NFA-OSCs is still debated, morphological instabil-
ities and disorder-induced losses have been identied as two of the
main factors determining this phenomenon.41 Morphological
instabilities arise when the BHJ nanostructure that is achieved
aer casting and post-processing is not the most thermodynami-
cally stable. In this condition, the exposure to light provides
enough energy to drive an evolution toward a more stable nano-
structure. This oen implies a de-mixing of the two blend
components, which leads to performance reduction in the devices.

Fig. 3 Nyquist plot of solar cells fabricated with and without DPE.
Experimental data (dots) and best fits (dash lines). Inset: equivalent
circuit used to fit the experimental data.

Fig. 4 Stability of solar cells fabricated casting the blend film from a solution without additive and with DPE: (a) stability in operation measured at
maximum power point (MPP) under continuous illumination (AM 1.5, 100mW cm−2); (b) thermal stability measured after annealing the solar cells
at 120 °C in N2 atmosphere.

This journal is © The Royal Society of Chemistry 2023 J. Mater. Chem. A, 2023, 11, 2419–2430 | 2423
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Since morphological instabilities are thermodynamically driven,
heating the devices has a similar effect as light exposure. Thus,
operational stability and thermal stability measurements are ex-
pected to return similar results. In Fig. 4b the thermal stability at
120 °C is reported for the two types of devices. Differently from the
results with light exposure, under thermal stress solar cells with
and without additive show comparable behaviors. This suggests
that, despite the presence of thermodynamic instability, the
difference in operational stability between device with and without
DPE could arise from a different impact of disorder-induced los-
ses. An increase in energetic disorder and, thus, in disorder-
induced losses is generated in OSCs by the light exposure due to
photochemical reactions in the BHJ.42,43 An higher molecular
ordering of donor and acceptor is reported to reduce the sensitivity
to the increased energetic disorder.44–46 Therefore, the improved
stability when DPE is used could nd an explanation in an
increased molecular ordering in the BHJ with respect to when the
additive is not used.

The stability of solar cells fabricated using DIO has also been
tested and is displayed in the ESI (Fig. S4†). The operational
stability in Fig. S4a† shows the same behavior as for devices
without additive, proving that the improvement observed with
DPE, strongly correlates with the characteristics of this specic
additive. However, the oen reported detrimental effects of DIO
in solar cell stability due to photoinduced ionization33,47,48 is not
present in our measurements, as an UV lter was used. On the
other hand, as can be seen in Fig. S4b,† devices fabricated using
DIO show worse stability under thermal stress than devices with
DPE and without additive. While an in-depth study of the

mechanism that affect the stability of OSCs in the presence of
different additives is out of the scope of this work, the
comparison between DIO and DPE points to the superior
stability of the devices fabricated with DPE, which is a crucial
aspect for applications.

Due to the addition of DPE, both efficiency and stability of
the solar cells show improvements, which derive from changes
in BHJ nanostructure and in the molecular ordering of donor
and acceptor molecules. To further investigate the variation
induced by DPE in the nanostructure, Grazing Incidence Wide-
Angle X-ray Scattering (GIWAXS) measurements have been
performed on the active layers deposited on the glass/ITO/SnO2

stack used for devices. Fig. 5 shows the measurements per-
formed on the two active layers, while Fig. S5 and S6 in ESI†
show the results of experiments on neat TPD-3F and IT-4F lms,
respectively. Only intermolecular separations bigger than the
p–p stacking are here discussed, since a strong scattering from
the layer stack under the active layer at q values similar to the p–
p stacking makes impossible to isolate the peak. The
measurements on neat donor (Fig. S5†), with and without
additive, show a peak in the direction parallel to the substrate at
around qxy = 0.247 Å−1 (d = 25.4 Å), which points to a prefer-
ential face-on orientation of the polymer with respect to the
substrate. Differences in peak shape with and without the use of
DPE are negligible. On the other hand, the use of DPE as
additive results in an increase of the peak amplitude and peak
area of around 37%, in comparison with the lm prepared
without additive. In addition, a weaker but similar TPD-3F
lamellar peak seems to be induced by the DPE in the direction

Fig. 5 2D GIWAXS data and cuts of measurements on TPD-3F:IT-4F blend films cast with and without the addition of DPE: 2D false-color maps
for a blend film without additive (a) and with additive (b); corresponding in-plane (c) and out-of-plane (d) line cuts.

2424 | J. Mater. Chem. A, 2023, 11, 2419–2430 This journal is © The Royal Society of Chemistry 2023
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perpendicular to the substrate, as shown in Fig. S5d† by the
increased scattering intensity for qz values between 0.2 and 0.3
Å−1. Overall, the type of ordering in neat TPD-3F lms, with and
without DPE, appears to be the same. Nonetheless, with the
addition of DPE, more TPD-3F molecules are in an ordered
phase and, additionally to the dominant face-on orientation,
a fraction of edge-on orientation occurs.

In the IT-4F lms (Fig. S6†), no signs of well-dened nano-
structure are observed when the lm is spin coated from
a solution without additive. However, when DPE is used, a clear
peak appears in the direction perpendicular to the substrate, at
about qz= 0.414 Å−1. In the lms of neat donor and acceptor the
addition of DPE increases the amount of material possessing
nanostructure. Since not only existing nanostructures are
strengthened or reoriented, but new order appears with the
addition of DPE, the effect of the additive is not limited to an
increased drying time, but most likely also to an altered
solubility.

The effects of the addition of DPE becomes even more
important for the blend lms, as can be seen in Fig. 5. Even
though the neat TPD-3F lm cast from a solution without

additive exhibits a clear nanostructure, the TPD-3F:IT-4F blend
lm does not show any signs of nanostructure of the donor
without the use of the additive. This suggests a strong interac-
tion between donor and acceptor molecules, which leads to
highly mixed domains and, thus, hinders the nanostructure
formation of TPD-3F. The addition of DPE enables nano-
structure formation, with the appearance of a TPD-3F peak in
the direction parallel to the substrate (Fig. 5c). Compared to the
peak shown by the lm of neat donor, an increase of about 90%
of the peak width points towards a higher disorder in the blend.
At the same time the peak position shis to qxy = 0.258 Å−1 (d =

24.3 Å), which corresponds to a reduction of the spacing of
about 4.3% in the blend with respect to the neat donor lm. The
addition of DPE also affects the ordering in the perpendicular
direction, where a signicant enhancement in scattering is
observed in the lm with the additive, compared to the one
without (Fig. 5d). Similarly to the case of the neat donor lms,
such increased scattering can be correlated with an ordering of
the TPD-3F in the perpendicular direction, with structure size
analogous and larger with respect to that observed in the
parallel direction. Therefore, with the addition of DPE, the
nanostructure is not only strongly enhanced, but also reor-
iented with a signicant fraction of the TPD-3F with an edge-on
orientation, additionally to the dominant face-on orientation.

The effects of DPE on the blend nanostructure are also
compared to those of DIO and the results are reported in the ESI
(Fig. S7†). The addition of DIO also enables the nanostructure
formation of TPD-3F in the blend. Peak position and line shape
in the direction parallel to the substrate are comparable to those
obtained with the use of DPE, suggesting a similar quality of
ordering. Comparing the blend peak amplitudes, the amplitude
is higher by about 69% when DIO is used instead of DPE,
indicating that the occurrence of face-on orientation is higher
with the halogenated additive. On the other hand, no clear sign
of edge-on orientation for the TPD-3F is observed using DIO, in
contrast to DPE.

To conclude, the analysis of GIWAXS measurements indi-
cates that both DPE and DIO lead to a stronger aggregation of
the TPD-3F molecules, which we attribute to a more
pronounced phase separation. The lower order of the TPD-3F
nanostructure in the blend lms compared to the lms of neat
donor points out that IT-4F is present in the donor-rich
domains. This induces a loss of order at shorter distances,
but also increases the packing density of the TPD-3F. The effect
of DPE and DIO on the phase separation appears to be similar.
Nonetheless, the addition of DIO favors only a face-on orien-
tation of the TPD-3F while DPE also promotes edge-on orien-
tation, on both blend and neat donor lms. Similar effects on
the blend nanostructure when DPE is used as additive have
been previously reported for other polymers.23,24,29 In general,
DPE is considered a theta solvent for polymers such as the ones
used as donors in OSCs.24 This means that the polymer coils act
as ideal chains in DPE, since the interaction between solvent
and polymer is balanced at the theta point. The result, when
DPE is used as additive, is an improved blend lm nano-
structure with a continuous and properly distributed polymer
network, in both the directions parallel and perpendicular to

Fig. 6 Photoluminescence measurements on TPD-3F:IT-4F blend
films cast with and without the use of DPE: (a) steady-state photo-
luminescence; (b) decay of the PL signal at 800 nm.

This journal is © The Royal Society of Chemistry 2023 J. Mater. Chem. A, 2023, 11, 2419–2430 | 2425
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the substrate, a condition that is expected to enhance charge
transport and suppress non-radiative losses.23,24 As already re-
ported in other works in literature, the use of DPE as additive
can lead to a remarkable improvement of both charge carrier
mobilities, a result that is consistent with the changes in
nanostructure here pointed out.23,26,27

To further understand how the change in nanostructure
induced by the DPE affects the charge carrier dynamics in the
blend and to reveal the correlation with the device performance
improvement, photoluminescence (PL) and fast transient
transmission spectroscopy (FTTS) have been employed. The
steady state PL spectra of blend lms deposited by spin coating
from a solution with and without DPE are compared in Fig. 6a.
Both spectra display the typical acceptor emission, while the
emission from the donor is totally quenched.34,35 Comparing the
two spectra, the addition of DPE leads to slightly increased PL
intensity, together with a redshi of the peak, which is consis-
tent with that observed for the absorption spectra.

Moving to the time-resolved PL measurements (Fig. 6b),
a faster decay of the PL intensity measured at the peak (800 nm)
and, thus, a faster exciton quenching is observed in blend lms
processed with DPE with respect to lms without additive. The
time-resolved PL decays are tted with multiexponential curves
and the extracted parameters are reported in Table S2,† together

with the calculated average PL lifetimes. A signicantly shorter
average PL lifetime is obtained when DPE is used, despite
comparable time-constants in both the picoseconds and tens of
picoseconds regimes. The shorter PL lifetime can be associated
with an increased chance for the excitons of reaching the
donor–acceptor interface to be dissociated. This can be the
result of both a reduction in domain size or an increased
exciton diffusion length. A reduction in domain size is unlikely
considering the results of the GIWAXS characterization, which
point out a higher phase purity likely associated with an
increased phase separation. An increase of the exciton diffusion
length can be explained by a reduced energetic disorder, which
is a direct consequence of the improved ordering of the donor
molecules induced by the DPE.49–51 The correlation between
improved exciton dissociation and ordering of the polymer in
the blend lm is also consistent with the increase of the EQE in
the range of absorption of the donor.

FTTS can be used to further investigate the exciton diffusion
and dissociation at the sub-picosecond time scale (Fig. 7). Upon
excitation with pump pulses at 700 nm, the transient spectra of
lms with and without DPE show similar features, as displayed
in Fig. 7a and b. For both lms the transient spectra are char-
acterized by a broad band centered around 720 nm and two
peaks at around 600 nm. All signals are negative in sign and are

Fig. 7 Fast transient transmission spectroscopy measurements with an excitation wavelength of 700 nm on TPD-3F:IT-4F blend films cast with
and without the use of DPE in solution: transient transmission spectra acquired at different time delays for the blend film cast without additive (a)
and with additive (b); kinetics of the donor (c) and acceptor (d) signals for the two blend films.
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ascribed to the ground state bleaching of acceptor and donor,
for the signals at 720 nm and 600 nm, respectively. Fig. S8†
shows the transient spectra obtained by exciting the neat donor
and acceptor lms with pump pulses at 360 nm. Similar tran-
sient spectra have been reported for analogous donor:acceptor
blend systems.34,36 Despite the fact that the 700 nm wavelength
used to excite the blend is above the edge of absorption of the
donor, located around 650 nm,34,35 a photobleaching of its
ground state is observed in both blend lms, conrming a fast
hole transfer following the exciton generation in the acceptor.
The comparison of the transient spectra at different times aer
excitation reveals a difference in the evolution of the donor
signal and, thus, in the charge carrier dynamics, when DPE is
used. In the lm processed without the additive, the donor
signal reaches the maximum intensity much faster in compar-
ison with the lm processed with DPE. The difference in the rise
time of the bleaching of the donor signal is evenmore evident in
Fig. 7c, where the kinetics of the signal at 564 nm are displayed
for both lms. This wavelength has been selected to avoid any
overlap between the donor and acceptor signals (see Fig. S8†).
For comparison the acceptor bleaching kinetics at 710 nm are
displayed in Fig. 7d. Fitting the kinetics of the donor signal,
a rise time of around 500 fs is obtained for the lm without
additive and of about 700 fs for the lm with DPE. A slower hole
transfer when comparing two different donor:acceptor systems
can be associated with a slower exciton dissociation, which can
lead to worse device performance. In this case, being the
composition of the blend exactly the same with and without the
additive, the difference in rise time should not be correlated
with the energetic landscape, but most likely with the change in
nanostructure induced by the DPE.52 Therefore, in agreement
with the results of the GIWAXS measurements, the longer rise
time hints to an increased phase separation, with bigger and
more pure domains. The slight difference in hole transfer is not
enough to negatively impact the overall exciton dissociation
process, which is still more efficient in the blend lmmade with
DPE, thanks to the longer exciton diffusion length.

In summary, the results of the optical spectroscopies further
conrm how the blend nanostructure induced by the DPE leads
to improved device performance, with an optimized balance
between exciton dissociation and charge carrier transport,
which is the result of the favorable domain size and purity.53 At
the same time, the improved molecular ordering when DPE is
used, promotes the exciton diffusion at the donor–acceptor
interface and reduce the non-radiative recombination losses. All
this contributes to increase the charge carrier collection and,
thus, to reduce the non-radiative recombination losses.54

Conclusions

In conclusion, this work demonstrates the fabrication of NFA-
OSCs by spin coating as well as blade coating with a fully
halogen-free process, using o-xylene as solvent and DPE as
additive. The addition of DPE determines an improvement
above 15% of the efficiency of the solar cells, in comparison
with devices fabricated without additive. A best PCE of 11.7% is
obtained with DPE, as result of increases in short-circuit current

and ll factor. Device performance improvements are correlated
with an optimized nanostructure of the active layer induced by
the additive, which increases the phase purity and promotes the
ordering of the donor molecules. In particular, the improved
molecular ordering in the presence of DPE, and the resulting
decreased energetic disorder, is revealed to reduce non-
radiative energy losses and to enhance exciton diffusion, for
a more efficient charge carrier collection in the solar cells.
Additionally, the reduced energetic disorder is also found to
improve the operational stability of the OSCs. All these results
prove the potential of DPE as additive in combination with non-
halogenated solvents for the fabrication of efficient and stable
NFA-OSCs on large scale.

Experimental
Materials

Organic donor (TPD-3F) and acceptor (IT-4F) materials were
purchased from Raynergy Tek. o-Xylene (99%) was purchased
from Acros Organics. Diphenyl ether (>98%) and 1,8-diio-
dooctane (98%) were purchased from Sigma Aldrich. Tin oxide
nanoparticles dispersion in H2O (15 wt%) was purchased from
Alfa Aesar. All chemicals were used as received, without any
further purication.

Solar cells fabrication

Solar cells with inverted structure ITO/SnO2/TPD-3F:IT-4F/
MoO3/Al were fabricated on pre-patterned glass/ITO substrates.
A 5 wt% solution of tin oxide nanoparticles was prepared
diluting a SnO2 dispersion with ultrapure water. The solution
was kept stirring for at least 4 h and it was ltered before use.
The organic blend solutions were prepared dissolving TPD-3F
and IT-4F, with a concentration of 9 mg ml−1 (1 : 1), in o-xylene
with and without the addition of an additive. DIO was added in
a concentration of 0.5 wt%, while DPE in a concentration of
3 wt%. The concentration of DPE in solution was adjusted
following a systematic study on solar cells, in order to maximize
their performance (see Table S3†). The blend solutions were
stirred for 12 h at 120 °C and ltered before use. The pre-
patterned substrates were cleaned with soapy water, deionized
water, acetone and isopropyl alcohol, then dried and treated
with UV/ozone for 20 min. The SnO2 solution was spin-coated at
3000 rpm for 40 s and annealed at 150 °C for 30 min in air, to
obtain lms of about 40 nm. The samples were then treated
with UV/ozone for 20 min, before transferring them into a glove
box. The blend solutions were spin-coated at 1500 rpm for 60 s,
to obtain a BHJ layer of about 120 nm. Aer annealing at 120 °C
for 10 min, the samples were transferred in an evaporator,
where 10 nm of MoO3 and 100 nm of Al were sequentially
evaporated at a base pressure of 10−6 mbar.

Device measurements

The J–V characteristics were measured in nitrogen atmosphere
and at a controlled temperature of 295 K, using a Keithley 2400
source meter and under a simulated AM 1.5 G spectrum from
a Steuernagel solar constant 1200 metal halide lamp. The light

This journal is © The Royal Society of Chemistry 2023 J. Mater. Chem. A, 2023, 11, 2419–2430 | 2427
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intensity was calibrated using a monocrystalline silicon solar
cell (WRVS reference cell, Fraunhofer ISE). The measured
current density J was corrected for the spectral mismatch.
Operational stability measurements were performed keeping
the solar cells under illumination and tracking their maximum
power point. Thermal stability was tested annealing the solar
cells at 120 °C on a hotplate for a total of 5 h and measuring
their J–V characteristics every hour. All measurements were
performed in a glove box, on non-encapsulated samples.

The external quantum efficiency (EQE) of the solar cells was
measured using a xenon lamp and a set of three lter wheels to
illuminate the samples, scanning a spectral range of 400–
1400 nm, at intervals of 20 nm below 680 nm and 30 nm above.
Aer passing the lter wheels, the light was directed through
a chopper and then focused on the solar cells. A lock-in
amplier (Stanford Research Systems SR830 DSP) was used to
measure the photocurrent. The photon ux was calibrated
before the measurements, using two Newport optical power
detectors (Newport 818-SL and 818-IR). The solar cells were kept
in nitrogen atmosphere during the measurements.

Impedance spectroscopy measurements

For impedance spectroscopy measurements a Solarton 1260
impedance gain-phase analyzer was used. The DC voltage was
set to open circuit conditions and the AC voltage was set to
20 mV. The samples were measured fresh and the thickness of
the active layers was the same for all the sample measured. The
solar cells were kept in nitrogen atmosphere and in dark
conditions during the measurements.

GIWAXS measurements

GIWAXS measurements were performed on samples with
structure ITO/SnO2/organic lm, on glass substrate. Substrate
cleaning and SnO2 deposition were the same as for solar cells.
Blend lms were spin coated and annealed as for the solar cells,
starting from the same solutions. Films of neat donor and
acceptor were spin coated and annealed using the same
parameter as for the other samples, starting from solutions in o-
xylene, with and without DPE.

GIWAXS experiments were conducted at the beamline 7.3.3
at the Advanced Light Source at Lawrence Berkeley National Lab
(Berkeley, USA).55 The samples were illuminated with 10 keV
radiation (l = 1.24 Å) at an incident angle (ai) of 0.1° at room
temperature. The beam size was 300 mm (height) × 700 mm
(width). The scattering signal was captured on a Pilatus 2M (172
mm pixel size, le format EDF, 1475 × 1679 pixels) located
274 mm from the sample.

The 2D maps are corrected by rescaled background scat-
tering of ITO/SnO2 on glass. Using these background corrected
cake cuts covering an azimuthal angle of 70–110° for the cuts in
the vertical direction and 0–20° as well as 160–180° for the cuts
in the horizontal direction were used to obtain the presented
cuts.

The data analysis is based on tting the lamellar peak in the
horizontal cuts. The ts are Pseudo-Voigt ts, described by the
following expression:

f(q) = A$[h$L(q) + (1 − h)$G(q)] with 0 < h < 1

GðqÞ ¼ exp

�
�lnð2Þ$

�q� c

b

�2
�
; LðqÞ ¼ 1

1þ
�q� c

b

�2

where A is the peak amplitude, c is the peak position, 2b is the full
width at half maximum of the Pseudo-Voigt peak and h the
Pseudo-Voigt mixing parameter. An additional background
covering small angle scattering and a constant accounting for the
scattering of the substrate were included in the tting procedure.

Photoluminescence measurements

Steady state and time-resolved photoluminescence were
measured exciting the samples with the second harmonic (400
nm) of a mode-locked Ti:Sapphire laser (Coherent Mira 900),
emitting at a repetition rate of 76 MHz. The laser beam was
adjusted in size through an iris and then focused on the sample
with a lens of 150 mm focal length. For all the measurements
a laser power of 40 mWwas used, which corresponds to a uence
of about 46 nJ cm−2 per pulse. The spectra were taken in
reection geometry. The PL emission from the sample was
collected with an achromatic doublet to a monochromator with
a 50 lines mm−1 grating. Steady-state PL spectra were acquired
with a Hamamatsu C9100-13 spectral-calibrated EM-CCD
camera. Time-resolved PL traces were recorded with a Hama-
matsu C5680-24 picosecond streak camera, in synchroscan
mode. A time resolution of 2 ps was evaluated from the scat-
tering of the laser beam. Blend lms were prepared the same
way as those used for GIWAXS measurements and kept in
nitrogen atmosphere during the measurements.

Transient transmission spectroscopy measurements

Fast transient transmission spectroscopy was performed using
as pump the output of an optical parametric amplier (Light
Conversion Topas 800), seeded by a regenerative amplier
(794 nm, 4 mJ, 1 kHz) with an integrated Ti:Sapphire oscillator
(Coherent Libra). Pump pulses of 100 fs, at wavelengths of
360 nm and 700 nm have been used to excite the samples. A
white light supercontinuum (450–850 nm), generated inside
a transient absorption spectrometer (Ultrafast Systems Helios),
was used as probe. The spot size of the focused pump on the
sample was around 150 mm and the pulse energy was adjusted
to be 60 nJ per pulse and 10 nJ per pulse, for the 700 nm and
360 nm wavelength, respectively. The time delay (up to 8 ns)
between pump and probe have been controlled modifying the
optical path of the probe through a delay line with sub
micrometer spatial resolution. The organic lms were spin
coated on pre-cleaned quartz substrates, following the same
procedure used for devices, and encapsulated with a quartz lid
and epoxy glue, in order to be measured without air exposure.
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Figure S1 Box charts of the photovoltaic parameter distributions for devices fabricated spin coating the 
blend solution without additive, with DPE and with DIO. Values from 15 devices for each condition. The 

active area of the devices is 10 mm2. 
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3 
 

   
Figure S2 J-V curves under illumination (AM 1.5, 100 mW cm-2) of TPD-3F:IT-4F devices fabricated depositing 
the active layer by blade coating, from a solution without additive and with 3 wt% of DPE. Numbers indicate 

the PCE obtained for each device. 
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4 
 

  
Figure S3 Difference of external quantum efficiency (ΔEQE) between TPD-3F:IT-4F devices fabricated with 

DPE and devices fabricated without additive. 
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5 
 

Table S1 Components of the equivalent circuit as extracted by fitting the Nyquist plot data for TPD-3F:IT-4F 
devices fabricated with and without the use of DPE. 
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6 
 

  
Figure S4 Stability of TPD-3F:IT-4F solar cells  fabricated casting the blend film from a solution without 

additive, with DPE and with DIO: (a) stability in operation at maximum power point (MPP), under continuous 
illumination (AM 1.5, 100 mW cm-2); (b) thermal stability, annealing solar cells at 120 °C in N2 atmosphere. 
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7 
 

 
Figure S5 2D GIWAXS data and cuts of measurements on films of pure TPD-3F donor cast with and without 

the use of DPE in solution: 2D false-color maps for a film without additive (a) and with additive (b); 
corresponding in-plane (c) and out-of-plane (d) line cuts. 
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8 
 

 
Figure S6 2D GIWAXS data and cuts of measurements on films of neat IT-4F acceptor cast with and without 

the use of DPE in solution: 2D false-color maps for a film without additive (a) and with additive (b); 
corresponding in-plane (c) and out-of-plane (d) line cuts. 
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9 
 

 
Figure S7 2D GIWAXS data and cuts of measurements on TPD-3F:IT-4F blend films cast with the use of DIO in 

solution: 2D false-color maps (a) and corresponding in-plane (b) and out-of-plane (c) line cuts. 
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Table S2 Fitting parameters for the time-resolved PL decays and calculated average lifetimes. 
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11 
 

  
Figure S8 Transient transmission spectra acquired at different time delays for the films of pure TPD-3F donor 

(a) and of pure IT-4F acceptor. Excitation wavelength 360 nm. Films cast without using any additive. 
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12 
 

Table S3 Photovoltaic parameters of solar cells fabricated casting the blend film from a solution without 
additive and with DPE in different concentrations. 

 

 
 

From the results of the characterizations reported in the manuscript for the concentration of 3% in 

comparison with the sample without additive, it is reasonable to expect differences in the 

nanostructure with a different concentration of DPE. This indeed, it is expected to affect the solar cell 

performance. The concentration of 1% is not enough to achieve a sufficient phase separation of the 

two blend components, with the result of a not optimal charge carrier collection (as supported by the 

low short circuit current of the solar cells). On the other hand, a concentration of 5% leads to an 

excessive segregation of the two components, with big domain size and, thus, with increased non-

radiative recombination (as supported by the low open circuit voltage and fill factor of the solar 

cells). 
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Abstract: Polymeric thin films offer a wide range of exciting properties and applications, with several
advantages compared to inorganic counterparts. The thermal conductivity of such thin films ranges
typically between 0.1–1 W m−1 K−1. This low thermal conductivity can cause problems with heat
dissipation in various applications. Detailed knowledge about thermal transport in polymeric thin
films is desired to overcome these shortcomings, especially in light of the multitude of possible
microstructures for semi-crystalline thin films. Therefore, poly(3-hexylthiophene-2,5-diyl) (P3HT) is
chosen as a model system to analyze the microstructure and optoelectronic properties using X-ray
scattering and absorption spectra along with the thermal transport properties using the photoacoustic
technique. This combination of analysis methods allows for determining the optoelectronic and
thermal transport properties on the same specimen, supplemented by structural information. The
effect of different molecular weights and solvents during film preparation is systematically examined.
A variation of the optoelectronic properties, mainly regarding molecular weight, is apparent, while no
direct influence of the solvent during preparation is discernible. In contrast, the thermal conductivities
of all films examined fall within a similar range. Therefore, the microstructural properties in the
ordered regions do not significantly affect the resulting thermal properties in the sample space
investigated in this work. We conclude that it is mainly the amorphous regions that determine the
thermal transport properties, as these represent a bottleneck for thermal transport.

Keywords: polymeric thin film; microstructure; morphology; thermal conductivity; poly(3-hexyl
thiophene-2,5-diyl)

1. Introduction

Polymeric thin films have become increasingly important in recent decades and are
now used in various applications. Their usage includes separation membranes for fuel
cells, electrodes in batteries, or active layers in organic photovoltaics [1–3]. Low cost, me-
chanical flexibility, solvent processability, and tailor-made functionalities make polymeric
thin films attractive alternatives compared to their inorganic counterparts. Conjugated
polymers are particularly interesting as they exhibit a backbone chain of alternating single-
and double bonds, leading to the formation of a delocalized π-electron system when ade-
quately doped [4,5]. Delocalized π-electron systems often result in interesting optical and
electronic properties [6]. A well-established class of conjugated polymers are polythio-
phenes. In polythiophenes, charge conduction occurs via intrachain and interchain charge
transport in the crystalline regions, while the amorphous part conducts via hopping or
tunneling [7–9]. Within the material class of polythiophenes, the most studied system is
poly(3-hexylthiophene-2,5-diyl) (P3HT) due to its electrical and optical properties [7,10,11].
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To extract information about the aggregation behavior of P3HT in thin films through a
relatively simple measurement, Spano developed a model to describe the absorption from
H-aggregates comprising parallelly aligned, cofacially packed conjugated chains in the case
of weak excitonic coupling [12,13]. Using this model, the UV-vis absorption A as a function
of the photon energy E results via [14]:

A(E) ∝ ∑
m=0

(
Sm

m!

)(
1− We−S

2Ep
∑

n 6=m

Sn

n!n−m

)2

exp

(
−
(E− E0−0 −mEp − 0.5WSme−S)2

2σ2

)
(1)

through transitions between the vibrational levels m and n. Herein, S is the Huang–Rhys
factor, Ep—the intermolecular vibrational energy, E0−0—the 0–0 transition energy, W—the
exciton bandwidth, and σ—the Gaussian linewidth [15].

A characteristic feature of both bulk polymers and polymeric thin films is their low
thermal conductivity, mainly in the order of 0.1–1 W m−1 K−1 [16]. Depending on the
application, this low thermal conductivity can be disadvantageous if generated heat is not
supposed to accumulate. It can also be advantageous if heat losses need to be prevented or
a thermal gradient should be maintained. For P3HT, several investigations have examined
the influence of film thickness, blending, or preparation parameters on their thermal
transport properties [17–20]. As pointed out by many studies, a holistic understanding of
thermal transport in polymer thin films is still missing. Up to now, most investigations
have focused on the influence of structural properties such as the degree of crystallinity or
the thin film thickness. Particularly in the case of semiconducting polymers, the interplay
between the optoelectronic and thermal transport properties has not been investigated.
Nevertheless, it is difficult to establish a consistent understanding since many parameters
simultaneously influence the thermal properties of polymeric thin films. Our approach,
consequently, is to relate the thermal properties to the structural properties.

This work, therefore, explores possible structure–property relationships between the
thermal conductivity and nanostructure as well as morphology-related properties of P3HT
thin films. We systematically investigate the optoelectronic and structural properties of
three regioregular P3HT polymers with distinct molecular weights and solvent-processing
conditions. After providing details on the employed materials and methods, the extracted
morphologic information based on the absorption spectra and scattering analysis are pre-
sented. The set of samples analyzed using UV-vis absorption spectra is subsequently
thermally analyzed using the photoacoustic technique, resulting in the direct determination
of the thin film cross-plane thermal conductivity without requiring further measurements.
We finally correlate our structural analysis to the thermal transport properties. Poten-
tial correlations are discussed, focusing on the fraction of aggregates and the exciton
binding energy.

2. Materials and Methods

Regioregular P3HT with different molecular weights was purchased from Sigma-
Aldrich (average Mw 20–45 kg mol−1, 50–75 kg mol−1, and 85–100 kg mol−1 with re-
gioregularity ≥ 90%) and used as received. Chlorobenzene, CB (anhydrous ≥ 99.8%),
1,2-dichlorobenzene, 1,2-DCB (anhydrous 99%) and 1,2,4-trichlorobenzene, 1,2,4-TCB (an-
hydrous ≥ 99%) were also purchased from Sigma-Aldrich and used as received.

Thin films were prepared by dissolving the respective polymer in the respective
solvent at 100 ◦C for 20 min and spin-coating the solutions on Quartz substrates (Präzisions
Glas und Optik GmbH). The spin-coating parameters are presented in Table 1. The films
were annealed for about 16 h at 40 ◦C in a vacuum oven.
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Table 1. Utilized spin-coating parameters (concentration c and rotation speed ω) for all combinations
of molecular weights and solvents.

Solvent Mw = 32.5 kg mol−1 Mw = 62.5 kg mol−1 Mw = 92.5 kg mol−1

Chlorobenzene c = 50 mg mL−1,
ω = 750 rpm

c = 50 mg mL−1,
ω = 750 rpm

c = 30 mg mL−1,
ω = 500 rpm

1,2-Dichlorobenzene c = 55 mg mL−1,
ω = 500 rpm

c = 55 mg mL−1,
ω = 500 rpm

c = 55 mg mL−1,
ω = 1000 rpm

1,2,4-Trichlorobenzene c = 70 mg mL−1,
ω = 500 rpm

c = 70 mg mL−1,
ω = 500 rpm

c = 70 mg mL−1,
ω = 1000 rpm

UV–vis absorption was measured with a UV–vis spectrometer (Cary 5000, Agilent
Technologies) between 350 nm and 750 nm, corresponding to 1.65 eV to 3.54 eV, with an
integration time of 0.1 ms in transmission geometry. To ensure a good resolution also at
high absorption for thicker samples (Amax ≥ 3), the reference beam was attenuated using
an attenuation grid and the integration time increased to 0.5 ms.

The data analysis on the absorption spectra was performed according to Ref. [14].
For the fit to Equation (1), a lower boundary of 1.95 eV and an upper boundary of
2.35 eV were applied using the Matlab function nlinfit employing the Levenberg–Marquardt
algorithm [15]. The 95% confidence intervals were calculated using the Matlab function
nlparci based on the residuals for the fitted model and the estimated variance-covariance
matrix for the fitted coefficients.

Grazing incidence wide-angle X-ray scattering (GIWAXS) was performed on a labora-
tory system at the University of Bayreuth (Xeuss 3.0, Xenocs SAS, Grenoble, France) with
a Cu Kα source (λ = 1.54 Å), a Dectris EIGER 2R 1M detector, and a sample-to-detector
distance of 72 mm. Scattering experiments were carried out at room temperature under
vacuum on samples on Quartz substrates with a length of 4 mm. The incident angle was set
to 0.20◦ well above the critical angle of 0.16◦, which probes the full depth of the films. The
presented q-profiles are cake cuts covering an azimuthal angle of 70–110◦ for the cuts in the
vertical direction and 0–20◦ as well as 160–180◦ for the cuts in the horizontal direction.

The data analysis is based on fitting the horizontal and vertical cuts. All performed
fits are Pseudo-Voigt fits, described by the following expression for a single peak:

f (q) = A · [η · L(q) + (1− η) · G(q)], with 0 < η < 1 (2)

G(q) = exp

[
− ln (2) ·

(
q− c

b

)2
]

, L(q) =
1

1 +
(

q−c
b

)2 (3)

where A is the peak amplitude, c is the peak position, 2b is the full width at half maximum of
the Pseudo-Voigt peak, and η the Pseudo-Voigt mixing parameter. To fit the superposition
of various peaks, we fitted the sum of five Pseudo-Voigt peaks for both directions. Moreover,
background scattering was fitted with the functional form of dh · q−4 + eh in the horizontal
and of dv · q−5 + f · q−2 + ev in the vertical direction, where dh, eh, dv, ev, and f are constants.
For the fitting, we used lmfit in Python. Normalization of the peak amplitude is based on
the absorption spectra of the respective samples. The areas of the aggregate and amorphous
fit are added, while the aggregate area is divided by 1.39 due to its higher molar extinction
coefficient [21].

The samples for thermal transport characterization and a thermally thick reference ma-
terial (quartz) were coated with a 100 nm gold layer by thermal evaporation to ensure high
and near-surface absorption for the photoacoustic characterization. The layer thickness
was monitored using a quartz crystal microbalance. Photoacoustic measurements were
performed with a continuous wave Coherent Genesis MX488-1000, Utrecht, The Nether-
lands laser. The laser was modulated with a ConOptics 350-160 electro-optic modulator,
operated by a sinusoidal signal of a Zurich Instruments lock-in amplifier HF2LI, Zurich,
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Switzerland. The acoustic signal was measured using a Bruel & Kjaer 4398-A-011, Bremen,
Germany microphone, which is subsequently demodulated in the lock-in amplifier.

The pressure in the photoacoustic cell was set to 1.379 bar of helium, corresponding
to 20 psi. A comprehensive explanation of the experimental setup is given in Ref. [22] for
more practical information.

The data analysis on the photoacoustic measurements is performed according to
Ref. [22]. To determine the sample’s thermal properties using the multilayer model
from Hu et al., the thermal properties of the substrate (quartz) and transducer (gold)
are required [23]. Therefore, the thermal effusivity and diffusivity of gold are taken
as εAu = 22,271 W s1/2 m−2 K−1 and DAu = 8.06× 10−5 m2 s−1 [24]. The thermal ef-
fusivity and diffusivity of quartz are taken as εQuartz = 1499.8 W s1/2 m−2 K−1 and
DQuartz = 8.47× 10−7 m2 s−1 [24]. Again, the least-squares fitting function nlinfit is used
to determine the sample’s thermal effusivity and diffusivity. The thermal conductivity
is subsequently calculated from these parameters. The approach for error estimation is
described in Ref. [22]. In doing so, two independent measurements are analyzed using
a Monte Carlo approach for the controlled parameters sample and transducer thickness.
Therefore, 1000 iterations with randomly selected controlled parameters on two data sets,
measured on the same sample but at different positions, were performed. Simultaneously,
the uncertainty of every fit procedure is taken into account by the respective residuals and
the estimated variance–covariance matrix.

The thicknesses of the polymeric films were determined using an Olympus OLS5000,
Hamburg, Germany laser confocal microscope and a 50×microscope objective. The error
is calculated by measuring five areas of 260 µm × 260 µm at the top, left, center, right, and
bottom of the circular area with a radius of 2 mm probed by the photoacoustic measurement
and assuming a Gaussian distribution.

3. Results

To enable both the optical and the photoacoustic characterization, specific require-
ments for the sample thickness have to be met. For optical characterization, the samples
should not be excessively thick to ensure a detectable transmission. In contrast, due to the
limited frequency regime of the photoacoustic technique, the samples should have a certain
thickness to allow the significant determination of the thermal conductivity [22]. Therefore,
the film thickness should be about 500 nm to allow quantitative measurements of both
optoelectronic and thermal properties. This is also an adequate thickness for GIWAXS char-
acterization [25,26]. Quartz substrates are well suited for all these measurements because
they exhibit high optical transparency in the wavelength regime of interest and thermal
effusivity in a similar order of magnitude as polymers.

First, the parameters displayed in Table 1 were determined to produce films in the
desired thickness range from the different solvents chlorobenzene, 1,2-dichlorobenzene, and
1,2,4-trichlorobenzene to achieve a variation in the microstructure [21,27]. An exemplary
resulting film for the molecular weight of 32.5 kg mol−1 spin-coated from chlorobenzene
is shown in Figure 1a. The polymeric films are partially removed from the substrate by
scraping off with a glass pipette to produce a sharp edge. The color code here contains
information about the z-axis, where the height of the substrate is normalized to zero.
Based on this, the film thickness can be determined as shown with a cumulative frequency
distribution in Figure 1b. In addition to the average film thickness, the surface roughness
can also be determined from the respective measurements as a further quality characteristic.
For this, we use the root mean square roughness Sq as one of the most widely used ones as
defined by

Sq =

√√√√ 1
A

∫∫
A

Z2(x, y)∂x∂y, (4)

where A represents the evaluated area and Z the respective height [28]. The parameter Sq,
therefore, corresponds to the standard deviation of the height distribution. For all samples
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examined, Sq is in the range of 10 nm to 40 nm, allowing a proper data analysis. This
surface roughness is corroborated by atomic force microscopy measurements on P3HT
samples spin cast from chlorobenzene solutions. The height images reveal a granular
surface topology with undulations of a few 10 nm (Figure S1). Neither in the height,
nor in the phase image were we able to resolve microcrystalline regions regardless of the
molecular weight.

Figure 1. (a) Exemplary confocal microscopy image of Mw = 32.5 kg mol−1 spin-coated from
chlorobenzene. The height is color-coded, visualizing the quartz substrate as blue and the thin film
as green. (b) Exemplary cumulative frequency distribution f as a function of thickness, as well as the
average thickness d and the surface roughness Sq calculated from subfigure (a). (c) Resulting film
thicknesses, errors are derived from the inhomogeneities at different measurement points. Circular
symbols represent films spin-coated from chlorobenzene, squares films from 1,2-dichlorobenzene,
and triangles films from 1,2,4-trichlorobenzene.

For the cross-plane thermal conductivity determination, however, not only the local
surface roughness is of interest, but especially inhomogeneities and fluctuations of the
film thickness in the investigated measuring area, which corresponds to approximately
12.6 mm2 [22]. To represent these inhomogeneities realistically, the film thickness was
determined at five locations in the area of the thermal measurement, and the mean value
and standard deviation were determined under the assumption of a Gaussian distribution.
The film thickness results obtained from this procedure are shown in Figure 1c. To map
a sample to sample variation, two separate films were examined for every combination
of molecular weight and solvent. All produced films are in the required range between
330 nm to 830 nm, ensuring a significant analysis of optoelectronic and thermal properties.

Having verified the fundamental requirements for the thin films, we can now turn to
optoelectronic characterization. The acquired absorption spectra are evaluated according to
Equation (1), which is demonstrated for the example of a molecular weight of 32.5 kg mol−1

spin-coated from chlorobenzene in Figure 2a. For the data analysis, W, E0−0, σ, and a
global proportionality factor were varied as free parameters, while S was taken as 1.0
and Ep was taken as 0.179 eV, as reported in the literature [21,29,30]. Certain deviations
between the model and measured values can be seen, but they are taken into account by the
uncertainty estimation discussed in Section 2. The most common deviations are based on
the model’s assumptions, simplifying the actual situation. It, therefore, would be expected
that the amorphous residual is unstructured. However, it can be seen that the amorphous
contribution resulting from the analysis exhibits structuring [15]. This structuring above
approximately 2.5 eV is most likely an artifact due to electronic transitions at higher
energies [12,14,15]. Furthermore, slightly structured residuals in the energy range below
2.5 eV are recognizable, suggesting that the Gaussian disorder is too simple to describe
the thin films’ absorption spectrum fully [14,15]. Despite these deviations, the model used
is nevertheless a practical possibility to estimate certain microstructural properties of the
thin films.
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Figure 2. Performed UV-vis absorption spectra data analysis: (a) Exemplary fit on the absorption
spectrum of Mw = 32.5 kg mol−1 spin-coated from chlorobenzene. The individual vibrational
transitions sum up to the aggregate fit. (b–e) Extracted fraction of aggregates, 0–0 transition energy,
exciton binding energy and Gaussian linewidth.

The fraction of aggregates extracted from the absorption spectra is displayed in
Figure 2b and calculated from the numerically integrated absorptions of the aggregate
fit and the amorphous residual. Normalizing the aggregate integral with the factor of
1.39 is based on the different extinction coefficients of aggregated and non-aggregated
P3HT [31,32]. The low molecular weight (Mw = 32.5 kg mol−1) exhibits the highest frac-
tion of aggregates, with the two higher molecular weights (Mw = 62.5 kg mol−1 and
Mw = 92.5 kg mol−1) being at a lower and similar level. Furthermore, it can be seen that the
different films of the same molecular weight polymer display slightly different microstruc-
tures. However, we could not establish a direct and unambiguous correlation between the
solvent used for spin-coating and the fraction of aggregates.

There is an inverted dependency for the extracted fit parameters in Figure 2c–e.
Generally, the low molecular weight exhibits the lowest 0–0 transition energy, exciton
binding energy, and Gaussian linewidth, while the two higher molecular weights are at
a higher and similar level. Again, no direct influence of the solvent is discernible. The
0–0 transition energy is related to the peak position of the first vibrational transition in
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Figure 2a. The similar transition energies for the two higher molecular weights suggest
that the local electronic properties of the chains in the ordered domains are only weakly
affected by the molecular weight in this range [14]. The lower 0–0 transition energy is
possibly due to fewer local torsions of the conjugated backbones within the aggregates
for the low molecular weight [14]. Still, the relative differences appear to be minor. The
exciton binding energy is related to the relative intensities of the vibrational transitions.
It can be interpreted as a measure of the average conjugation length of planarized chain
segments in the ordered domains [33]. A lower exciton binding energy is related to a
higher conjugation length above a certain minimum length, which is the case for all films
examined here [33]. Therefore, the fraction of aggregates is higher for the low molecular
weight, and the conjugation length inside the aggregate domains is increased. The Gaussian
linewidth is a measure of the energetic disorder inside the ordered domains and is related
to the width of the vibrational transitions in Figure 2a. Again, the energetic disorder is the
lowest for the lower molecular weight, while for the two higher molecular weights, it is
higher and on a similar level.

In summary, the lower molecular weight exhibits the highest fraction of aggregates,
the highest average conjugation length, and the lowest energetic disorder. The two higher
molecular weights are more disordered in all respects, with both being at a similar level.
The apparent cause is probably the increased entanglements in the forming film and the
number of refolded or bridging polymer chains between the aggregates [14,34,35]. In any
case, the used spin-coating solvent plays a minor role in influencing the optoelectronic
properties compared to the molecular weight for our preparation parameters.

While the UV-vis absorption measurements examine the electronic interaction of
neighboring polymer chains, we can characterize the stacking of polymer chains using
x-ray diffraction. To examine the influence of molecular weight and processing solvent on
the nanostructure beyond individual chains, we perform GIWAXS measurements.

In Figure 3a, example 2D GIWAXS data are displayed. P3HT is known to stack in
two directions within a single crystallite, i.e., along the side chains (lamellar stacking) and
by stacking the backbones via π-π stacking. As the short intermolecular distance of the
π-π stacking enables electronic coupling, it more strongly regulates the optoelectronic
and thermal properties than the lamellar stacking with its larger intermolecular distance
across the non-conductive hexyl sidechains. Therefore, the lamellar stacking serves as an
indicator for the aggregate quantity and quality, but the π-π stacking is expected to relate
to transport properties.

We examine both stacking directions using GIWAXS. The spin-coating procedure
yielded P3HT films with a variation in layer thicknesses, as outlined in Figure 1c. There-
fore, we used the weighted combination of amorphous (weight = 1.39) and aggregated
(weight = 1.0) material obtained from the individual absorption spectra of each film as a
measure for the amount of scattering polymer in the X-ray beam to normalize the peak
amplitudes. We are then able to use the normalized peak amplitudes for a quantitative com-
parison of stacking features between different molecular weight samples. For all samples,
in the vertical direction at about q = 0.39 Å−1 ((100) peak, d = 16 Å), 0.78 Å−1 ((200) peak),
and 1.16 Å−1 ((300) peak), the first three orders of the lamellar stacking scattering are clearly
visible. In the horizontal direction, only the (100) lamellar peak stands out significantly
from the background. Moreover, at about q = 1.66 Å−1 (d = 3.79 Å) in the horizontal
direction, the well-defined π-π peak can be observed. This is a typical signature of edge-on-
oriented P3HT. Between about 1.2 Å−1 and 1.7 Å−1, scattering of disordered P3HT can be
seen, but also scattering of the Quartz substrate (reference measurement, see Figure S4) is
contributing to the same q-range, especially in the vertical direction. To extract information
on the lamellar and π-π stacking, we include the broad peaks of the disordered P3HT and
Quartz underneath the π-π stacking peak into our fitting routine. The fit of the horizontal
cut of the example data from Figure 3a in the horizontal direction is displayed in Figure 3b.
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Figure 3. Performed GIWAXS analysis: (a) 2D GIWAXS data of Mw = 92.5 kg mol−1 spin-coated from
1,2,4-trichlorobenzene. (b) Horizontal cut of the 2D data showing the individual fitting contributions.
(c) Normalized peak amplitude of the horizontal π-π stacking signal (001). (d) Normalized peak
amplitude of the vertical lamellar stacking signal (100). The shown data sets are carried out on
samples with a comparable thickness. The obtained peak amplitudes are normalized with the amount
of examined material from individual absorption measurements.

In Figure 3c,d, the normalized peak amplitudes of the (001) peak in the horizontal
direction (π-π stacking) and the (100) peak in the vertical direction (dominant lamellar
peak) are shown. The normalized peak amplitudes resemble the amount of material
involved in π-π stacking and lamellar stacking, respectively. In all samples, we observed
material containing polymer π-π stacking and lamellar stacking. However, we could not
determine a systematic trend concerning the relative amounts among the different samples.
Neither the different molecular weights, nor the various spin-coating solvents resulted in a
systematic trend favoring one or the other stacking type quantitatively. The variability of
the normalized peak amplitudes is highest for samples with the highest molecular weight,
indicating that this polymer seems the most challenging to reproduce the nanostructures in
a controllable way.

In contrast to the optical analysis presented in Figure 2, the GIWAXS data do not
confirm a higher degree of order, in particular, in the case of the low molecular weight
species. This does not contradict the optoelectronic properties, but is based on the dif-
ferences in length scales probed. In Figures S5a and S4b, the peak widths of the same
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peaks are displayed. For the π-π stacking as well as the lamellar stacking, the differences
between the values for the various solvents and molecular weights are rather small, and no
systematic behavior is observable. The peak width is a measure for the range of ordering,
where a smaller peak width signals a longer-range order. Neither for the lamellar, nor the
π-π stacking does the peak width indicate the highest order for the low molecular weight
as observed in the optoelectronic characterization, where shorter length scales are probed.
Therefore, we conclude that despite systematic differences in the backbone ordering and
energetic disorder, this does not translate to a systematic impact on the longer-range π-π
and lamellar stacking, as measured by GIWAXS.

Having discussed the microstructural properties, we now turn to the thermal prop-
erties. An exemplary measurement of the photoacoustic phase shift ∆φ as a function
of frequency, and the performed multilayer fit, are shown for the molecular weight of
32.5 kg mol−1 spin-coated from chlorobenzene in Figure 4a. The frequency position in
combination with the sample thickness determines mainly the thermal diffusivity, while
the phase shift values determine mainly the thermal effusivity in the one-dimensional limit
of the thermal diffusion equation, which can be applied here [22,36]. The combination of
both parameters then provides the thermal conductivity. The thermal conductivity for all
samples investigated in this work is reported in Figure 4b.

Figure 4. Performed photoacoustic data analysis: (a) Exemplary fit on the measured phase shift of
Mw = 32.5 kg mol−1 spin-coated from chlorobenzene. (b) Extracted thermal conductivities for the dif-
ferent molecular weights and solvents. Circular symbols represent films spin-coated from chloroben-
zene, squares films from 1,2-dichlorobenzene, and triangles films from 1,2,4-trichlorobenzene.

The primary sources of errors are the inhomogeneities and fluctuations in the film
thickness. Since layer thickness is one of the most critical parameters of the multilayer
model, these uncertainties directly affect the resulting thermal conductivity. The thermal
conductivity for all samples is between 0.22 W m−1 K−1 and 0.26 W m−1 K−1, which are
generally in line with or slightly above literature values [18,20]. Furthermore, no thickness
dependence effects are apparent for the investigated thickness regime, as shown in the
Supporting Information (Figure S2). No direct influence of the solvent on the resulting
properties is discernible for the thermal properties, similar to the microstructural properties.
However, the impact of the molecular weight seems to be different here. The two lower
molecular weights appear to be on a similar level at approximately 0.24 W m−1 K−1 on av-
erage, while the high molecular weight exhibits an average thermal conductivity of roughly
0.23 W m−1 K−1. This molecular weight dependency contrasts with the microstructure
parameters, where the two higher molecular weights are at a similar level, while the lowest
molecular weight deviates from them. Nevertheless, the relative deviations in thermal
conductivity between the different molecular weights are comparatively small.
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Since all structural, optoelectronic, and thermal transport properties have been determined
on the same specimen, we can now correlate these properties to identify possible relationships.

4. Discussion

Correlations between the microstructural properties, determined by absorption spectra
analysis, and thermal properties determined on the same samples are investigated below.
The microstructural properties are plotted against the thermal conductivity to identify
possible correlations or independencies. Figure 5 shows this for the fraction of aggregates
and the exciton binding energy.

Figure 5. Correlations between extracted microstructural properties and thermal conductivity: (a) Re-
lation between the fraction of aggregates and the thermal conductivity. (b) Relation between the exci-
ton binding energy and the thermal conductivity. Color code: violet: low Mw samples, red: medium
Mw samples, yellow: high Mw samples. Circular symbols represent films spin-coated from chloroben-
zene, squares films from 1,2-dichlorobenzene, and triangles films from 1,2,4-trichlorobenzene.

Within the accuracy of the measurement, we do not find a correlation between the
fraction of aggregates and the thermal conductivity in the investigated range of molecular
weights and generated microstructures. Although a significant variation in the fraction of
aggregates can be seen depending on the molecular weight, it does not affect the thermal
conductivity. The thermal conductivity proves robust concerning the present fraction
of aggregates and is, therefore, not affected in the evaluated domain. This is supported
by the structural investigations on the longer length scales obtained from the GIWAXS
measurements. While the fraction of aggregates obtained from spectroscopy correlates
with the trend of peak amplitudes with molecular weight and solvent, the peak widths
of the scattering data, which correlate with the length scale of ordered domains, do not
show any systematic changes. For the exciton binding energy, a more complex situation
emerges. For the high molecular weight, a similar situation as for the fraction of aggregates
is present, where similar thermal conductivities for different exciton binding energies can be
identified. In contrast, for the low and especially medium molecular weight, one could infer
a connection between the exciton binding energy and the thermal conductivity. Slightly
higher thermal conductivities accompany higher exciton binding energies. Considering the
scatter and accuracy of our data, such a potential trend needs to be interpreted cautiously.
Taking into account the 0–0 transition energy and the Gaussian linewidth, this trend
is not confirmed (Supporting Information, Figure S3). Overall, we have to conclude
that a correlation between the structure, the optoelectronic properties, and the thermal
conductivity cannot be resolved in the P3HT thin films investigated here.

We interpret the main obstruction to a consistent identification of correlations between
the microstructural properties and the thermal conductivity by the lack of sufficiently high
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difference in the thermal conductivity of the crystalline and amorphous regions, respec-
tively. The fundamental factor underlying these results is the semi-crystalline structure
of the investigated thin films. The amorphous regions mainly affect macroscopic thermal
transport in semi-crystalline polymeric thin films with molecular weights above the critical
entanglement molecular weight [37–39]. The critical entanglement molecular weight for
P3HT is assumed to be approximately 35 kg mol−1 [37,40,41]. Especially for the high
concentrations used in this work during spin-coating to enable a sufficient film thickness
for the thermal characterization, chain entanglements are likely to have a very significant
influence. The molecular weights used in this work are either on the order or above the crit-
ical entanglement molecular weight, which presumably leads to the amorphous domains
forming the bottleneck for macroscopic thermal transport. Even though preferential chain
orientation can significantly enhance the thermal conductivity of the amorphous phase,
mostly through increased short-range ordering while long-range order remains absent, this
is only achieved with special preparation procedures [42]. The amorphous phase for the
relatively high film thickness and preparation by spin-coating examined in this work is,
therefore, not considered to be oriented.

In contrast, the extracted microstructural properties are assigned to the ordered re-
gions, as only these are included in the optoelectronic model and detectable in X-ray
diffraction [12]. This reinforces our findings that a change in the microstructural properties
in the ordered regions does not affect the resulting macroscopic thermal transport proper-
ties in the examined range of molecular weights. The bottleneck for macroscopic thermal
transport remains the amorphous regions, which separate the ordered parts.

5. Conclusions

This work investigated possible relationships between nanostructure, optoelectronic,
and thermal transport properties for regioregular P3HT thin films. Three different molecu-
lar weights (Mw = 32.5 kg mol−1, 62.5 kg mol−1, and 92.5 kg mol−1) and three different
solvents (chlorobenzene, 1,2-dichlorobenzene, and 1,2,4-tricholorobenzene) were chosen
for this purpose. Absorption spectra were analyzed using the model from Spano, which
showed that the two higher molecular weights exhibit similar optoelectronic properties [12].
In contrast, the lower molecular weight shows slight differences with a higher fraction of
aggregates and a lower 0–0 transition energy, a lower exciton binding energy, and a lower
Gaussian linewidth, corresponding to the highest degree of order in the crystalline domains.
The spin-coating solvent used played a minor role in influencing the optoelectronic proper-
ties compared to the molecular weight of the P3HT. GIWAXS measurements also support
this behavior. The spatial extension of the ordered domains shows no systematic changes
with molecular weight or processing solvent. The thermal conductivity was determined on
the same set of samples, revealing very similar values in the range of 0.22–0.26 W m−1 K−1.
The fraction of aggregates proved to be unrelated to the thermal conductivity in the investi-
gated sample space. In general, we find the microstructural properties not to be related to
the thermal conductivity. This can be explained by the fact that non-oriented amorphous
regions separate the ordered regions. These apparently dictate the macroscopic heat trans-
port. The optoelectronic properties, however, are mainly governed by the ordered parts.
Consequently, we cannot resolve an unambiguous relation between the optoelectronic and
the thermal transport properties. Therefore, we would like to further encourage the field
to explore possible relationships between microstructure and thermal properties, at best
with a stronger focus on the amorphous region. This will be of immediate relevance for a
range of polymer-based materials, where the thermal performance strongly depends on
the structural arrangement across several length scales. Important related materials are
polymer-based photovoltaics, organic light-emitting diodes, hybrid thermoelectric systems,
or thermal interface materials. Similar to the structure of P3HT investigated in this study,
these materials comprise ordered and disordered regions with significant contributions of
the involved interfaces. Efficient heat transfer between the various compartments of these
materials will only be possible with stringent control of the polymer morphology in each
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of these nanostructured spaces and requires a better fundamental understanding of this
intricate interplay.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ma15217700/s1, Figure S1: Height and phase AFM images of P3HT films, Figure S2: Thickness
Dependency of Thermal Conductivity, Figure S3: Additional Correlations of Microstructure and
Thermal Conductivity. Figure S4: GIWAXS of Quartz Reference. Figure S5: Additional Extracted
GIWAXS Parameters.
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Supplementary Materials: Microstructural and Thermal Transport
Properties of Regioregular Poly(3-hexylthiophene-2,5-diyl)
Thin Films
Kai Herrmann 1, Simon Freund 1 , Fabian Eller 2 , Tamino Rößler 3, Georg Papastavrou 3,4, Eva M. Herzig 2

and Markus Retsch 1,4,*

S1. Height and phase atomic force microscopy images

Height and phase images of spin cast P3HT films from chlorobenzene are shown in
Figure S1. The granular surface exhibits height undulations of a few 10 nm. P3HT lamellar
stacks could not be resolved.

Figure S1. AFM measurement of the surface topography of spin cast films. a) Mw=32.5 kg mol−1,
b) Mw=62.5 kg mol−1, c) Mw=92.5 kg mol−1. All AFM images were acquired at a Bruker Dimension
Icon equipped with a Nanoscope V Controller. Tapping mode was applied under ambient conditions
( fnom = 300 kHz, knom = 26 N m−1). Topography and phase data is depicted.
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S2. Thickness Dependency of Thermal Conductivity

The thickness dependence of the thermal conductivity for all samples examined in
this work is shown in Figure S2. No influence of the film thickness can be seen here, which
verifies that the thermal conductivity in the investigated thickness range is independent of
the film thickness. Typically, the influence of the film thickness on the thermal conductivity
of polymers is only present below 100 nm.

Figure S2. Thermal conductivity as a function of film thickness.

S3. Additional Correlations of Microstructure and Thermal Conductivity

Further correlations between microstructure parameters and thermal conductivity not
shown in the main manuscript are shown in Figure S3. In this respect, there do not appear
to be any direct correlations between the 0-0 transition energy or the Gaussian linewidth
and the thermal conductivity in the range of measurement inaccuracies.

Figure S3. Correlations between extracted microstructural properties and thermal conductivity:
a Relation between the 0-0 transition energy and the thermal conductivity. b Relation between the
Gaussian linewidth and the thermal conductivity.
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S4. GIWAXS of Quartz Reference

The background scattering of the GIWAXS measurements originating from substrate
scattering is a broad feature as shown in the GIWAXS measurement of a Quartz substrate
in Figure S4. This feature is found underneath the π-π stacking signal.

Figure S4. 2D GIWAXS data of the Quartz substrate.

S5. Additional Extracted GIWAXS Parameters

Figure S5 shows the peak widths of the π-π and the dominant lamellar peak from
the GIWAXS measurements, two further fit parameters of the data presented in the main
manuscript. The color code is analogous to that of the main manuscript.

Figure S5. Fit parameters from GIWAXS data: a Peak width of the horizontal π-π stacking signal
(001). b Peak width of the vertical lamellar stacking signal (100).
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Abstract 

The solution-based fabrication of reproducible, high-quality lead iodide perovskite films 

demands a detailed understanding of the crystallization dynamics, which is mainly determined 

by the perovskite precursor solution and its processing conditions. We conducted a systematic 

in-situ study during the critical phase before the nucleation in solution to elucidate the formation 

dynamics of lead iodide perovskite films. Using UV absorption spectroscopy during spin 

coating allows us to track the evolution of iodoplumbate complexes present in the precursor 

solution. We find that prior to film formation, a novel absorption signature at 3.15 eV arises. 

We attribute this to the emergence of a PbI2-DMF solvated (PDS) phase. The amount of PDS 

phase is closely connected to the concentration of the solution layer during spin coating. We 

also propose that PDS clusters are a predecessor of crystalline perovskite phases and act as 

nucleation seeds in the precursor solution. In this way, our work provides insights into the early 

stages of perovskite crystallization. 
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Introduction 

The use of hybrid metal halide perovskites in solar cells has led to remarkable 

photovoltaic performances in the recent years. Devices with a single active perovskite layer 

(26.1 % power conversion efficiency), as well as tandem devices with silicon and perovskite 

working in conjunction (33.9 %) have demonstrated the potential for photovoltaic applications.1 

In addition, in a solution-based approach, low-cost processing techniques make perovskite film 

fabrication very affordable. For this, the perovskite precursors are often dissolved in a polar 

aprotic solvent. However, further processing such as spin coating or blade coating of the 

solution poses challenges in obtaining a suitable layer of polycrystalline perovskite on the 

substrate.2,3 The resulting film should be fully covering, pin-hole free and consist of large crystal 

grains with only few defects.2 Therefore, understanding the mechanisms during processing 

that dictate the crystallization in the precursor solution is important for the reproducible 

fabrication of neat perovskite films.  

The properties of perovskite precursor solutions have already been extensively 

investigated. For instance, the optical properties of the precursor solution of methylammonium 

lead iodide (MAPbI3), i.e. a solution made with the educts methylammonium iodide (MAI) and 

lead iodide (PbI2), are known to result from iodoplumbate complexes.4,5 In fact, iodide as well 

as solvent molecules are able to coordinate to the lead atom and the metal-to-halide charge 

transfer determines the absorption properties of these complexes.5 Therefore, an absorption 

peak can be assigned to each lead complex with a specific iodine coordination (i.e. PbI+, PbI2, 

PbI3-, PbI42-, …).5,6 The energetic positions of these highly absorbing species are located in the 

UV region and are not affected by the solvent.5–7 However, solvent molecules compete with 

iodine for coordination sites to the lead.7 Consequently, solvents with greater coordinating 

abilities result in an iodoplumbate complex distribution favoring complexes with lower iodine 

coordination.7 Another property of the lead iodide perovskite precursor solution is its colloidal 

nature with size distributions in the range of 100 – 1000 nm, measured using dynamic light 

scattering, as well as in the range of 1 – 10 nm obtained from small angle neutron scattering 

and cryo-electron microscopy.8–11 The nanometer sized colloids outweigh the larger colloids 

substantially.10 Despite these extensive investigations, the process of precursor formation and 

subsequent perovskite crystallization is still not fully understood. 

In this work, we optically investigate the precursor solution of lead iodide perovskites 

with dimethylformamide (DMF) and dimethyl sulfoxide (DMSO) as solvents. The two solvents 

differ in their ability to coordinate with the iodoplumbate complexes, with DMSO being the more 

strongly coordinating solvent. We focus on the dynamic process of film formation. For both, 

as-prepared solutions and during spin coating (in-situ), we obtain UV absorption data at 

concentrations suitable for thin film fabrication (0.2 – 0.9 mol/L). For all investigated solutions, 
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we observe the emergence of a novel optical signature during spin coating. We ascribe this 

signature to a PbI2-DMF solvated (PDS) phase. We propose that PDS clusters form in the 

precursor solution and act as nucleation seeds for the crystallization of subsequent perovskite 

phases. By modeling the solution layer thickness during spin coating, we estimate the 

precursor concentration in solution and find that the in-situ observed optical evolution of the 

perovskite precursor solution is mainly concentration driven. 
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Experimental Section 

Preparation of solutions 

All materials were used as received. Lead(II) iodide (PbI2, 98%), methylammonium 

iodide (MAI, 99%) and formamidinium iodide (FAI, 99%) were purchased from TCI. The 

solvents dimethylformamide (DMF) and dimethyl sulfoxide (DMSO) were purchased from 

Acros. For MAPbI3 (/FAPbI3) solutions, PbI2 and MAI (/FAI) were weighed in a stoichiometry 

of 1:1 and dissolved in DMF or in a solvent mixture DMF:DMSO = 12:1 at various 

concentrations (0.2 – 0.9 mol/L). For PbI2 solutions, PbI2 was dissolved in DMF at a 

concentration of 0.3 mol/L, making it comparable with the 0.6 mol/L MAPbI3 (/FAPbI3) 

precursor solutions. 

 

As-prepared measurements 

The as-prepared measurements were conducted with the Thinning Fluid Film 

Spectroscopy (TFFS) method recently introduced by Eller et al..12 In this method, quartz tubes, 

partially filled with solution and sealed in inert N2 atmosphere, are rapidly shaken with a home-

built robotic setup. Transmission is measured through the thin fluid film on the walls of the 

tubes. This solution layer is thinning with time as it is flowing down the walls. Below a certain 

thickness, the absorption of the liquid layer is within the detection limits of the setup and can 

hence be measured. This procedure yields the spectral shape of the absorption, albeit the 

extinction cannot be determined quantitatively as the thickness of the solution layer on the wall 

of the tube is not known. The light source was a deuterium lamp from Ocean Optics and the 

spectrometer an AvaSpec-HSC1024x58 TEC-EVO from Avantes. 

 

In-situ measurements 

All optical in-situ data were recorded with a home-built setup. A detailed description of 

this setup is provided by Buchhorn et al..13 In brief, solutions were spin coated on a quartz 

glass substrate at 2000 RPM for 60 s and a ramp-up time of 1 s and the transmitted light was 

recorded at a frame rate of 7 Hz. A halogen lamp in combination with a deuterium lamp was 

used as light source. To ensure reproducibility, we recorded at least two coatings for each 

sample, which turned out to be quasi-identical. 
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Results  

Unraveling spectral signatures in concentrated precursor solution 

We first focus on identifying the various spectral signatures in concentrated precursor 

solutions. Absorption spectra of a perovskite precursor solution at concentrations suitable for 

film fabrication (~1 mol/L) are generally difficult to obtain due to the strongly absorbing 

properties of the iodoplumbate complexes. In previous studies, absorption spectra were 

obtained only by diluting the precursor solution to the mmol/L range.5,6,14 However, since the 

colloidal nature of the precursor solution is strongly concentration dependent, the properties of 

dilute solutions may not necessarily be identical to solutions with higher concentrations.8 It is 

therefore essential to investigate the precursor solution at concentrations that are relevant for 

the fabrication of perovskite-based optoelectronic devices. 

We measured the absorption of precursor solutions up to a concentration of 0.9 mol/L, 

using the Thinning Fluid Film Spectroscopy (TFFS) method described above.12 We employed 

a sealed quartz glass tube containing solution and nitrogen gas to avoid solvent evaporation 

and exposure to oxygen or water. In contrast to the in-situ method described later in this work, 

we refer to measurements of the perovskite precursor solution in the TFFS setup as as-

prepared. Fig. 1 shows the spectra obtained by absorption measurements of stochiometric 

MAPbI3 as-prepared precursor solutions made with pure dimethylformamide (DMF) in Fig. 1a. 

The absorption spectra of precursor solutions made with DMF and dimethyl sulfoxide (DMSO) 

(DMF:DMSO = 12:1) as solvents are displayed in Fig. 1b. The spectra are normalized to the 

area under the curve from 2.7 eV to 3.7 eV. (At energies above 3.7 eV there is an increased 

risk of artefacts from scattering, vide infra). 

For the 0.2 mol/L DMF solution (Fig. 1a), we observe three peaks at 2.90 eV, 3.36 eV 

and 3.86 eV superimposed on a general increase of the absorption towards even higher 

energies. Other groups that investigated solutions in the mmol/L range observed the same 

features and attributed them to absorption from PbI42-, PbI3-, and PbI2 complexes, 

respectively.5,6,14 Upon increasing the concentration up to 0.9 mol/L we find the peaks 

associated with PbI2 and PbI42- to reduce in intensity relative to the feature attributed to PbI3
-. 

Moreover, an isosbestic point is clearly visible at 3.32 eV. 

In solutions containing a mixture of DMF and DMSO (Fig. 1b), we observe a similar 

evolution, with an isosbestic point at 3.37 eV. Furthermore, we find a more pronounced PbI2 

signature compared to PbI3
- and PbI42-, especially at the lower concentration of 0.2 mol/L. We 

attribute this to the higher Gutmann Donor Number of DMSO (DN = 29.8) compared to DMF 

(DN = 26.6).7 The Gutmann Donor Number is a measure for the coordination ability of a solvent. 

Since the iodide competes with the solvent for coordination sites to the lead, a more strongly 

coordinating solvent shifts the distribution of iodoplumbate complexes towards those with 
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fewer iodide atoms. This effect is more pronounced in solutions with lower concentrations as 

they contain a higher ratio of solvent to iodide.  

Fig. 1: Absorption measurements of the as-prepared precursor solution of MAPbI3 at 

various concentrations c0, normalized by area up to 3.7 eV. In (a) the solvent in use is 

pure DMF, in (b) a small amount (1:12 by volume) of DMSO is added to DMF. Arrows 

indicate literature values for energies of the complexes PbI2, PbI3- and PbI42-. 

The concentration range in Fig. 1 allows for a first tentative assignment of the spectral 

features. However, when preparing a perovskite film by spin-coating a precursor solution, the 

precursor concentration increases even further during processing and the film eventually 

crystallizes. The changes in absorption during one-step spin coating (in-situ) of MAPbI3 

precursor solutions are captured in Fig. 2. 

Fig. 2a depicts an in-situ measurement during spin coating of stochiometric MAPbI3 

precursor in DMF at a concentration of 0.6 mol/L (see Fig. S1 for 0.4 mol/L and 0.2 mol/L). We 

observe an evolution of the absorption at energies usually associated with the PbI3 peak, i.e. 

in the spectral range of 3.0 – 3.5 eV. “Spinning time = 0 s” marks the beginning of spin coating. 

In the first few seconds, the spectra cannot be fully resolved as the absorption of the solution 

layer is still too high. After about 2 s, the optical density (OD) decreases due to material throw-

off, so that absorption spectra suitable for analysis can be recorded. At this point, the spectra 

obtained in general, and in particular the PbI3- peak positions, are in good agreement with the 

peak positions of the as-prepared solution measurements. Up to 5 s the OD decreases 

whereas, from 6 s onwards, the OD maximum increases until it saturates the detector after 

14 s. We ascribe the broad increase of the OD after 14 s to the formation of the highly 

scattering and absorbing intermediate phase (MA)2Pb3I8(DMF)2.15,16 
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Within the time between 2 – 14 s, we observe a narrowing of the band initially between 

3.0 – 3.5 eV and a continuous shift of the band maximum (at 3.27 eV at 2 s) to the red (to 

3.15 eV) until spectra can no longer be recorded. Additionally, we note an isosbestic point at 

3.32 eV between 7 – 12 s, displayed in the bottom panel of Fig. 2a as zoom-in. This isosbestic 

point occurs in the film formation at a stage where material throw-off no longer contributes to 

spectral changes. Hence, it suggests that the observed optical signatures do not originate from 

a single PbI3- peak but rather from two peaks with different widths and energetic positions and 

with varying intensity. Therefore, we conjecture that the spectral band in the range from 3.0 eV 

to 3.6 eV in the beginning (2 – 5 s) contains a significant contribution from the well-known PbI3- 

peak, whereas in the end (6 – 13 s) the emergence of a novel optical signature with its 

maximum at 3.15 eV modifies the absorption spectra.  

To explain the spectral evolution over the range of 2.6 to 4.0 eV, we explore whether 

the spectra can be reproduced by assuming a superposition of absorption from the 

iodoplumbate complexes PbI42-, PbI3-, and PbI2. Therefore, we employed a model of three 

gaussian line shapes with fixed widths and at fixed positions, chosen at the literature energies 

of PbI42-, PbI3-, and PbI2, in agreement with the peaks in the low-concentrated as-prepared 

measurements.5,6,14 Fitting the spectrum of the as-prepared precursor solution results in a 

discernible residual, which is depicted by the orange hatched area in Fig. 2c. The residual 

consists of a nearly Gaussian peak centered at 3.18 – 3.15 eV and a general increase above 

3.6 eV. We attribute the residual to an absorption band of a novel species. 

We next studied the spectral composition of precursor solution during spin coating. To 

avoid artifacts from interferences below 2.8 eV and from scattering above 3.7 eV, we chose to 

keep the relative heights (and hence the areas) of the Gaussians associated with the 

iodoplumbate complexes fixed to the values obtained in the as-prepared solution. We find that 

the novel optical signature increases with spinning time relative to the iodoplumbate 

contributions (see Fig. 2b). Additionally, the energetic position of the near Gaussian part 

slightly shifts from 3.18 eV to 3.15 eV with time. When we allow the heights of all Gaussians 

to vary, we still obtain essentially the same result, i.e. the new optical signature increases and 

red-shifts with spinning time, and the heights of the Gaussian peaks associated with the 

iodoplumbate complexes increase from PbI4
2- to PbI2. (see Fig. S2). To keep the number of 

fitting parameters low, we hence kept the relative heights of the iodoplumbate Gaussians fixed 

for all further analysis. Fits to spectra at other initial concentrations (0.2 – 0.9 mol/L) show 

qualitatively similar evolutions, albeit the magnitude of the novel optical signature increases 

with initial concentration (Fig. 2c). The fits to in-situ measurements with different initial 

concentrations are displayed in Fig. S3 and the supporting video files. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

259



9 
 

Hence, the data so far support the notion of a novel species forming in proportion to 

the precursor concentration, be it the initial concentration or the increase in concentration 

during spin coating. The evolution of the spectra with increasing concentration, notably the 

shift of the band centered around 3.2 eV, its narrowing and the emergence of an isosbestic 

point are difficult to account for without postulating an additional species. We can rule out a 

sole solvatochromic effect as explanation for the observed shift, since this cannot account for 

the isosbestic point and would affect all iodoplumbate signatures, yet the energetic positions 

of PbI42- and PbI2 are noticeably unaffected by concentration. Fig. S4 shows that fits with a 

shifting Gaussian near 3.2 eV give poor agreement with the measurements. 
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Fig. 2: (a) & (b): In-situ absorption measurements of the MAPbI3 precursor solution in 

DMF at 0.6 mol/L during spin coating, highlighting the evolution of the central peak 

around 3.2 eV. (a): 2D map of the OD with respect to energy and spinning time (top), 

temporal cuts through the OD map (middle) and zoom to an isosbestic point after 6 s 
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(bottom). (b): Fits (red) to absorption spectra (black) at different spinning times and for 

as-prepared solution (i.e. t = 0). A novel optical signature (hatched orange) emerges 

from the residual of a fit consisting of the known complexes PbI2, PbI3- and PbI42-. 

Spectra are normalized to the central peak maximum near 3.2 eV. (c): Fitting as-prepared 

absorption data reveals an increase of the novel signature with precursor 

concentration. 
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Origin of the novel optical signature 

A possible origin for the novel optical signature could be the formation of polynuclear 

iodoplumbate complexes (i.e. complexes with more than one Pb atom). The delocalization of 

the electronic system upon forming dimers and trimers leads to an energetic shift of the PbI3
- 

signature.14,17 However, the energies attributed to these polynuclear complexes are not 

consistent with the observed evolution in the band centered around 3.2 eV.14 

We therefore explored whether the novel optical signature, indicated by the hatched 

orange peak in Fig. 2, might result from the formation of a crystalline PbI2-DMF solvated (PDS) 

phase. Such a crystalline solvated phase has previously been observed when spin coating a 

PbI2-DMF solution.18–20 This highly crystalline PDS phase exhibits x-ray diffraction (XRD) 

peaks at lower angles compared to PbI2, indicating a larger lattice spacing due to the 

incorporation of DMF.19,20 A formation of such a PDS phase has, however, not yet been 

associated with processes in a precursor solution, nor has its optical signature been identified. 

To probe this, we conducted two experiments. First, we investigated the effect of the 

organic cation by spin coating a formamidinium lead iodide (FAPbI3) precursor dissolved in 

DMF and analyzing the spectra analogous to the MAPbI3 precursor solution in Fig. 2b. From 

the right panel in Fig. 3 we see that there are no significant differences between the 

compositions of the MAPbI3 and FAPbI3 spectra, implying a negligible influence of the organic 

cation on the formation of the novel optical signature (see Fig. S5c). Second, we spin coat a 

solution of PbI2 in DMF and analyze the resulting spectra as before (Fig. 3, center panel). 

Remarkably, omitting the organic cation entirely has only a minor effect on the spectral 

evolution. The spectral shape still results from a superposition of the absorption features 

attributed to iodoplumbate complexes and the novel optical signature, with the latter increasing 

in the course of spin coating as the solution concentration increases. Moreover, the spectral 

evolution happens on approximately the same time scale as in the MAPbI3 and FAPbI3 

precursor solutions (see Fig. S5a). The differences between the spectra obtained without and 

with organic cation are mainly a lower fraction of PbI4
2- and PbI3-, straightforwardly accounted 

for by the lower iodide concentration, and a lower final energetic position of the novel feature’s 

peak at 3.0 eV. 

The formation of a crystalline PbI2-DMF solvated (PDS) phase upon spin coating PbI2 

in DMF has been identified previously by XRD and GIWAXS.18–20 We therefore associate the 

residue in the fits the data for the PbI2 solution in Fig. 3 (center panel), i.e. the hatched orange 

area obtained when subtracting the signatures of iodoplumbate complexes from the overall 

absorption, with the PDS phase. For clarification, here with PDS we exclusively refer to the 

sole PbI2-DMF solvated phase, since sometimes PDS is also used for intermediate perovskite 

phases such as (MA)2Pb3I8(DMF)2.16 
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When we thermally anneal the film obtained from spin coating the PbI2 solution at 

100 °C for 10 minutes, we observe the formation of an absorption edge at approximately 

2.4 eV, indicating the formation of crystalline PbI2 (see Fig. S6).21 This is consistent with the 

transformation of a PbI2-DMF solvated phase into crystalline PbI2 upon annealing observed by 

XRD measurements and further supports our assignment.19 In passing, we note that we 

observed the absorption edge at 2.4 eV to also appear without annealing when just allowing 

the film to dry over time. 

From the similar evolution in the optical signatures during spin coating of MAPbI3 or 

FAPbI3 precursors it is straightforward to identify the hatched orange peak around 3.2 eV in 

the analysis of the respective precursor solution spectra with absorption from the same PDS 

phase. We speculate that the rising feature above 3.7 eV might also be associated with the 

PDS phase, either as absorption, or perhaps as light scattering from the PDS phase.  

Since perovskites are frequently prepared not from a DMF solution but from a 

DMF:DMSO mixture, we investigated if the signature of the PDS phase also forms in a MAPbI3-

DMF:DMSO precursor solution (Fig. 3). Fitting the spectra with the same restrictions as before, 

we find the spectra for the initial solution as well as “just before crystallization” to be very similar 

to the spectra without DMSO. The time scale of the evolution is, however, decelerated roughly 

by a factor of 2 compared to pure DMF as solvent (see Fig. S5b). 

We finally comment on the energetic shifts in the optical signature of this PDS-related 

peak. In the perovskite precursor data just before perovskite formation, this peak occurs at 

3.15 eV, in contrast to the value of 3.0 eV in the PbI2-DMF solution. We suggest this indicates 

a quantum confinement effect in the PDS structure in precursor solutions, with 3.0 eV being 

the energy of the absorption in the bulk PDS phase. In fact, during spin coating of PbI2 in DMF 

(see Fig. S5a) this peak red shifts after 7 s, indicating the growth of PDS structures when no 

organic cation is present. Analogously, during spin coating of the precursor solution, we 

observe a small red shift in the PDS signal of about 0.03 eV, which we similarly attribute to a 

growth of the PDS phase in the course of spin coating. 
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Fig. 3: Fits (red) to the absorption spectra (black) of FAPbI3 precursor (0.6 mol/L) in DMF, 

and PbI2 (0.3 mol/L) in DMF and MAPbI3 precursor (0.6 mol/L) in a solvent mixture 

DMF:DMSO (12:1). Top row: spectra of as-prepared solutions. Bottom row: spectra of 

the solution films obtained by in-situ measurements just before crystallization occurs 

or after spin coating. The optical signature of the PDS phase (PbI2 solution, bottom) 

resembles the novel signatures in the perovskite precursor solutions. Spectra are 

normalized to the central peak maximum. 
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The kinetics of PDS phase formation 

So far, we have assigned the novel optical feature to the formation of a PDS phase, 

and we could observe that its intensity seems to increase with the concentration of the solution. 

To address this aspect in a more quantitative way, we analyzed the in-situ absorption data. 

From a sinusoidal pattern due to thin film white light interference in the absorption at 

1.6 – 2.3 eV, we can extract the thickness of the perovskite solution layer during spin coating 

(see Fig. S7). A comprehensive description of this method is provided by Biberger et al..22 

Fig. 4a shows the evolution of the solution layer’s thickness during spin coating of precursor 

solutions for different initial concentrations (c0). The interference pattern allows to determine 

the thickness of the solution layer until rapid crystallization occurs after about 10 – 15 s of 

spinning time, depending on c0. The time of crystallization is determined by the broad overall 

increase of the OD (see Fig. 2a), and hence the plots in Fig. 4 end when the film crystallizes.  

We observe several features. Generally, the higher the initial concentration of the 

precursor solution, the longer it takes for crystallization to occur, as evidenced by the later 

termination of the curves in Fig. 4 (see Fig. S8). All measurements show a fast reduction in 

thickness at the beginning and a slower reduction at later times. Furthermore, the general trend 

is that the higher the initial concentration, the thicker the solution layer at all times.  

In order to gain a deeper insight into the kinetics that govern the solution layer thinning 

during spin coating, we model the process as hydrodynamic-evaporative thinning. This 

assumes that there are two effects that determine the film thickness evolution: hydrodynamic 

thinning (hhydro) and evaporative thinning (hevap).23,24 The hydrodynamic thinning is due to the 

spinning of the substrate and therefore material being thrown off. It can be described by the 

following equation:25 

ℎhydro(𝑡) =  ℎ0 (1 +
4𝜔2ℎ0

2(𝑡−𝑡′)

3 𝜈kin
)

−1/2

        eq. 2 

h0 is the solution layer thickness before spin coating, ω is the rotational velocity of the spin 

coater, νkin is the kinematic viscosity of the solution and t is the time after starting the spin 

coater with an instant ramp-up in velocity. To account for the finite ramp-up time of our spin 

coater, we shift the model by t’ = 0.5 s compared to the time t = 0.0 s where the spin coater 

starts accelerating. To describe the evaporative thinning, we consider that the evaporation of 

solvent is mainly determined by the surface area of the liquid. This holds for solutions with a 

negligible amount of dissolved material compared to solvent molecules, which is the case in 

our experiments until shortly before crystallization. Due to the large substrate area (4 cm2), this 
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surface stays approximately constant during the solution layer thinning. Therefore, we can 

assume a constant rate of evaporation E:23,24 

ℎevap(𝑡) = −𝐸𝑡          eq. 3 

Combining eq. 2 and eq. 3 yields the solution layer height model:  

ℎmodel(𝑡) = ℎhydro(𝑡) + ℎevap(𝑡)        eq. 4 

The initial thickness h0 has only a minor influence on the evolution of the solvent layer 

thickness. We approximate h0 as 1 mm as an estimate for the height of the droplet on the 

substrate before spin coating. The rotational velocity ω is 2000 RPM, whereas the parameters 

νkin and E remain as fitting parameters. The yellow dotted lines in Fig. 4a illustrate the best fit 

of eq. 4 to the data. The fit agrees with the data very well and only deviates slightly 1 – 2 s 

before crystallization occurs. As detailed below, the evaporation rate can reduce with 

increasing concentration. We therefore consider that 1 – 2 s before crystallization, the 

concentration has increased to a level where eq. 3 no longer applies. 

The obtained fitting parameters are depicted in the inset in Fig. 4a. With increasing c0, 

we find an increase in kinematic viscosity and a decrease of the evaporation rate. The increase 

in viscosity with increasing concentration is intuitive due to an increased amount of dissolved 

material. Furthermore, the fitted viscosity values seem plausible when comparing them to the 

kinematic viscosity of DMF (0.85 mm2/s)26 since we expect a higher viscosity when DMF 

contains dissolved material. We stress that the viscosity values obtained are only valid in the 

hydrodynamic regime when the concentration has not changed substantially from its initial 

value c0 (see S9). The fitting parameters also show a decrease in evaporation rate with 

increasing concentration. We explain this by the high coordinating ability of the lead 

complexes: solvent molecules tend to adhere to the lead, rather than to evaporate from the 

solution layer. This effect is greater in more concentrated solutions. The limitations of the model 

and the extent of the two regimes (hydrodynamic and evaporative) are further discussed in S9. 

By separating the solution layer thickness evolution into a hydrodynamic and an 

evaporative part in our model (transition at approx. 1.3 µm film thickness, see S9), we are not 

only able to obtain viscosities and evaporation rates. We can also estimate the evolution of the 

concentration during spin coating. Throw-off of material (i.e. hhydro) affects the solvent as well 

as the solvated material in the same way. Therefore, the amount of solvated material M(t) is 

proportional to hhydro. On the other hand, the volume of solution V(t) is proportional to the 

solution layer thickness (i.e. hmodel). Thus, the concentration of the solution during spin coating 

c(t) can be expressed in the following way (see S10 for details): 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

267



17 
 

𝑐(𝑡) =  
𝑀(𝑡)

𝑉(𝑡)
=  

𝑐0

1+
ℎevap(𝑡)

ℎhydro(𝑡)

         eq. 5 

Fig. 4b shows the evolution of the concentration according to eq. 5, based on the fit to 

Fig. 4a. The concentration c(t) for each sample starts from its respective c0. The subsequent 

dynamics differ for each sample: the lower the initial concentration, the faster the increase in 

concentration. This can be easily understood. A lower concentration implies firstly a higher 

solvent evaporation rate, and secondly a larger material throw-off due to the lower viscosity 

(inset of Fig. 4a). The combined effect results in a thinner film and hence a larger surface to 

volume ratio, thus promoting a stronger concentration increase upon evaporation from the 

surface. Eventually, the samples with lower c0 exceed the concentration of the samples with 

initially higher c0. 

To determine the concentration dependent rates of the iodoplumbates and PDS phase 

formation, we analyzed the in-situ absorption data of MAPbI3 precursors in DMF as follows. 

For every time frame, we fitted the absorption spectra with the model described above (see 

supporting video files). Fig. 4c shows the evolution of the absorption intensity of the PbI3- peak, 

normalized to the initial concentration c0. Since the ratio between the different iodoplumbates 

is kept constant during the fit, the PbI3- peak height is proportional to the overall iodoplumbate 

absorption. We find that the PbI3- peak height decreases in the beginning of spin coating and 

plateaus after a certain time for each c0. The slight increase a few seconds before 

crystallization can most likely be explained by a minor increase in scattering (see supporting 

video files) and may mask a potential actual decrease of the signal. The observed decrease in 

the first few seconds due to material throw-off and the transition into the plateau region roughly 

coincide with the transition from the hydrodynamic into the evaporative regime (see S9). 

The evolution of the PDS peak height, normalized to initial concentration, (Fig. 4d) 

exhibits a more intricate dynamic. At first, the PDS phase decreases, similar to the PbI3
- 

complexes. However, after about 6 s, the PDS phase increases at different rates depending 

on the initial concentration of the precursor solution. The lower the initial concentration c0, the 

faster the increase after about 6 s. Furthermore, the increase of PDS phase slows down shortly 

before crystallization occurs. When comparing the evolution of the concentration (Fig. 4b) with 

the evolution of the PDS phase (Fig. 4d), similarities in the dynamic become apparent. 

Especially after 6 s, we note that the evolution of the PDS peak height qualitatively matches 

the concentration evolution. In particular, in both data sets we observe that the curves for 

different concentrations all seem to cross near 9.5 s. In Fig. 4b, the crossing point implies that 

there is one time when all samples have identical concentrations. This matches with an 

identical PDS peak height in all samples at the same time in Fig. 4c. The similar time evolution 

of both data sets suggests that the evolution of the PDS phase is mainly concentration driven. 
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However, there is one difference between the time evolution of the calculated concentration 

and the PDS phase. After the crossing point near 9.5 s, the evolution of the PDS peak changes 

slope and curvature. In fact, the crossing point is the point of inflection for all curves. This is 

not observed in the calculated concentrations in Fig. 4b, which are derived from fits to the 

solution layer thickness, assuming a constant rate of evaporation (eq. 3). The time when a 

noticeable deviation occurs between the two data sets (Fig. 4b and 4d) matches roughly with 

the time when the modelled solution layer thickness (yellow dotted lines in Fig. 4a) deviates 

from the measured thickness. The observed slower reduction in solution layer thickness in 

Fig. 4a than predicted by the hydrodynamic-evaporative thinning model (eq. 4) implies an 

actually slower increase in concentration than extrapolated with the dots in Fig. 4b. An actual 

evolution of the concentration c(t) analogous to the evolution observed for the PDS peak height 

in Fig. 4d is hence conceivable.  

The plots of the solution layer thickness in Fig. 4a end when the absorption increased 

strongly over the entire spectral range and saturated the detector. We took this to indicate the 

formation of a strongly absorbing or scattering crystalline species, i.e. either the final perovskite 

MAPbI3 or an intermediate perovskite phase (MA)2Pb3I8(DMF)2. It is intriguing that the time at 

which this crystallization step occurs increases with initial concentration. This can be 

rationalized from our insights into the evolution of the solution concentration. In the classical 

thermodynamic view, crystallization occurs in a supersaturated solution, i.e. when the 

concentration of the solution exceeds its equilibrium solubility. Since we observe that the 

precursor solution with a lower initial concentration crystallizes earlier (see end of plots in Fig. 4 

or Fig. S8), supersaturation therefore also occurs earlier for initially lower concentrated 

solutions. This may appear counterintuitive because one could argue that lower concentrated 

solutions need to evaporate more solvent before reaching supersaturation. However, Fig. 4b 

shows, that mainly the late increase in concentration after 6 s determines which solution 

reaches supersaturation first. In fact, lower concentrated solutions reach supersaturation 

earlier due to the concentration dependent evaporation and viscosity, and thereby affecting 

the spin coating hydrodynamics. 
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Fig. 4: Analysis of in-situ measurements of MAPbI3 precursor in DMF. (a): Thickness of 

the perovskite solution layer during spin coating. The kinematic viscosity (cyan) and 

evaporation rate (purple) are obtained from a fit (yellow) to the solution layer thickness 

(exception: literature value for c0 = 0).26 (b): Estimated concentration evolution c(t) of 

the perovskite precursor solution during spin coating, according to eq. 5. (c) and (d): 

Height evolutions of the spectral signatures of PbI3
- and the PDS phase, obtained from 

fits to in-situ measurements depicted in Fig. 2. These evolutions resemble vaguely the 

film thickness and the concentration evolution. c0 denotes the perovskite precursor 

concentration in the beginning of spin coating. The plots end when the film crystallizes. 

Dashed vertical lines in (b) and (d) highlight the time of intersection at 9.5 s. 
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Discussion 

Our UV absorption measurements, both as-prepared and in-situ, give new insights into 

the lead iodide perovskite precursor solutions at concentrations suitable for film fabrication. 

Notably, fits to the absorption data reveal the emergence of a PbI2-DMF-solvated (PDS) phase, 

independently of the organic cation (MA+ or FA+) (Fig. 2 and 3). We observe that this PDS 

phase forms in the precursor solution with increasing concentration until the perovskite 

formation sets in. Hence, the PDS phase seems to be a predecessor of crystalline perovskite 

phases. The earlier precipitation of MA+-free PbI2-like phases is also consistent with the lower 

solubility of PbI2, compared to MA+. In fact, Yan et al. describe a soft coordination framework 

consisting of iodine and lead that appears in solution before the formation of a perovskite 

phase.8 In-situ grazing incidence wide-angle x-ray scattering (GIWAXS) measurements show 

no high-order structures prior to the formation of the perovskite phases but rather signatures 

of a sol-gel phase.15,20,27,28 Such a broad sol-gel-like signal in GIWAXS measurements would 

be consistent with the presence of individual, small structures in a suspension. In particular, 

they need to be small enough that no significant long-range order can be detected. Hence, we 

propose that the PDS phase in the perovskite precursor solution appears only as very small 

structures. This limitation on the structure size is further supported by observed peak shifts 

(during formation as well as when comparing PbI2-solution with precursor signal), which we 

attributed to quantum confinement effects (Fig. 3). It is also supported by the observations of 

Hu et al..29 They observe PbI64- octahedral cage nanoparticles in precursor solutions. Molecular 

dynamics simulations show that these octahedral complexes form PbI2-like amorphous 

clusters by sharing edges with neighboring octahedra.30,31 Further research needs to clarify 

whether the PDS phase observed here is identical to the crystalline, nanometer-scale colloids 

that have been observed in DMF-based MAPbI3 precursor solution.8,10,11 Importantly, our 

analysis enabled us to identify the optical signatures of the PDS phase. 

Having identified the formation of a PDS phase and its optical signature, we were able 

to compare the growth of the PDS fraction in the solution layer to the evolution to the solutions’ 

concentration as determined by eq. 4. The strong temporal correlation suggested that the 

formation of PDS phase is concentration driven. We found that as concentration increases 

during spin-coating, PDS formation is replaced by the formation of crystalline perovskite or 

intermediate perovskite. This step occurs later for higher initial concentrations. This time 

difference has previously been attributed to the formation of large colloids (0.1 – 1 µm) in the 

precursor solution.32 We have instead interpreted the data in the framework of classical 

nucleation theory and attributed the earlier perovskite crystallization to the faster increase in 

concentration in the initially less concentrated solution. 
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The bend in the curves of Fig. 4d after about 10 s also tells us that growth of the PDS 

fraction reduces strongly and approaches saturation as the perovskite-based crystallites begin 

to form. Classical nucleation theory alone cannot account for this. One possible mechanism is 

the transformation of PDS into a perovskite-based phase. Cao et al. show that PDS, i.e. the 

PbI2-DMF solvated phase, can transform into crystalline MAPbI3 through a molecular 

exchange of the DMF in the PDS phase with MA+ and I- ions.19 During spin coating, however, 

solvated intermediate perovskite phases typically form prior to unsolvated MAPbI3.33,34 

Therefore, we tentatively suggest that PDS clusters primarily convert into (MA)2Pb3I8(DMF)2 

via interdiffusion of MAI, before finally changing over to MAPbI3, consistent with simulations 

from Ahlawat et al..31 

Based on the results presented in this work, in combination with those of other research 

groups,7,8,15,19,28,34,35 we propose a mechanism (Fig. 5) for the evolution of the precursor 

chemistry and the resulting film formation in the one-step spin coating process that includes 

the appearance of a temporary PDS phase. At first, iodoplumbate complexes as well as few 

small PDS clusters are present in the as-prepared lead iodide perovskite precursor solution 

(see Fig. 2).6,8 During spin coating and with increasing concentration, the number of PDS 

clusters increases. This process is mainly concentration driven. Eventually, at larger 

concentrations (roughly in the range exceeding 1.7 mol/l, see Fig. 4b), the organic cation 

begins to diffuse into the PDS clusters. This prevents further PDS formation and instead 

enables the formation of primarily intermediate perovskite. In this way, the original PDS 

clusters become nucleation seeds for the further growth of the intermediate perovskites, which 

occurs in an anisotropic way to result in a needle-like structure.36 Finally, the complete solvent 

removal (typically accelerated via heat treatment) results in the solvent-free perovskite phase. 

The final needle-like structure illustrated in Fig. 5 is predetermined by the structure of the 

intermediate phase.36 

 

Fig. 5: Mechanistic picture of the one-step spin coating process of MAPbI3 precursor in 

DMF. We propose that PbI2-DMF solvated (PDS) clusters in the precursor solution act 
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as nucleation seeds for subsequent perovskite phases. In the end, the needle like 

perovskite morphology is predetermined by the solvated intermediate phase. 
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Conclusion 

In summary, we investigated the precursor chemistry and its evolution in different 

concentrated solutions both before (as-prepared) and during spin coating (in-situ). We identify 

absorption features from iodoplumbate complexes as well as from PbI2-DMF solvated (PDS) 

clusters. Quantum confinement effects suggest that this PDS phase appears only as small 

structures during processing of lead iodide perovskites, rather than as bulk crystalline 

structures with long-range order. Based on our analysis of the solutions’ concentration and the 

observed absorption features, we infer that the PDS phase evolves into intermediate 

perovskite and hence plays a central role in the perovskite crystallization process. 

Therefore, PDS phase engineering presents itself as a promising way to refine 

perovskite crystallization and optimize film morphology without additional post treatments. In 

particular, we anticipate that PDS crystallites are not only involved in the one-step spin coating 

process but also in other coating processes and fabrication procedures. Hence, two-step 

procedures, gas quenching or antisolvent methods should consider the PDS phase in their 

protocol for film fabrication. For instance, the amount of PDS clusters in the solution may also 

be useful for determining when antisolvent should be added in an automated way (“reactive 

concept”).22 Additive engineering of the precursor solution would be a further promising 

approach to modify the PDS phase. 

Our study elucidates the critical role of PDS clusters in the formation of lead iodide 

perovskites, offering a better understanding of the precursor chemistry and crystallization 

dynamics. An optical signature reveals the amount of this PDS phase (even during fabrication) 

and can be used to optimize the film formation, for instance by controlling the amount of 

nucleation sites during perovskite crystallization. Future research should further explore film 

fabrication methods and their impact on the PDS phase, subsequent perovskite phases and 

film morphology. The integration of these insights into existing fabrication techniques holds 

promise for innovative approaches in perovskite solar cell production. 
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Fig. S1: In-situ absorption measurements of the precursor solution in DMF at (a) 

0.4 mol/L and (b) 0.2 mol/L during spin coating, highlighting the PbI3- evolution. Bottom: 

2D map of the OD with respect to energy and spinning time. Top: Temporal cuts through 

the OD map with three cuts also depicted as dashed lines with their respective colour 

in the OD map below. 
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Fig. S2: Fits to in-situ absorption measurements of 0.6 mol/L MAPbI3 precursor similar 

to Fig. 2b but without a fixed iodoplumbate peak ratio. Peak heights are allowed to 

vary independently from each other, resulting in an increased number of fitting 

parameters. The results are essentially the same as with the fitting method used 

throughout the main text. 
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Fig. S3: Fits (red) to the absorption spectra (black) of MAPbI3 precursor in DMF at 

different initial concentrations c0. Upper row: spectra of as-prepared precursor 

solutions. Lower row: spectra of precursor solutions obtained by in-situ measurements 

just before crystallization occurs. Spectra are normalized to the central peak maximum. 

The fit is composed of a sum of gaussians, indicated by the shaded areas. The novel 

optical signature at 3.15 eV emerges as the residual of the fit. See video files for times 

in between as-prepared and just before crystallization. 
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Fig. S4: Fits (red) to the absorption spectra (black) of MAPbI3 precursor in DMF at 

0.6 mol/L obtained from in-situ measurements during spin coating. The fits consist of 

three gaussian line shapes, fixed in width and variable in height. Additionally, the blue 

gaussian is not fixed to a reported iodoplumbate energy, but is able to shift. While the 

fit deviates only slightly for t = 3 s, for later times, the discrepancies of this model 

become obvious, especially when considering the width of the Gaussian line shape of 

PbI3-. Therefore, a model without an additional signature at 3.15 eV (PDS phase 

signature) is insufficient to reproduce the data. 
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Fig. S5: In-situ absorption measurements of PbI2 in DMF at 0.3 mol/L (a) and MAPbI3 in 

DMF:DMSO = 12:1 (b) and FAPbI3 in DMF at 0.6 mol/L (c). Bottom panels: 2D map of the 

OD with respect to energy and spinning time. Top panels: Temporal cuts through the 

OD map with three cuts also depicted as dashed lines with their respective colour in the 

OD map below. A concentration of 0.3 mol/L PbI2 in DMF corresponds to the same 

amount as in the MAPbI3 precursors at 0.6 mol/L. In (a), from 7 – 11 s the novel optical 

signature red shifts, indicating crystallite growth. In (b), the dynamic is decelerated by 

a factor of 2 compared to the samples with pure DMF as solvent. 
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Fig. S6: Absorption measurements of PbI2 solution (in DMF, 0.3 mol/L) during spin 

coating (black), of the spin coated film (i.e. PbI2-DMF solvated phase, blue) and of the 

annealed film (i.e. crystalline PbI2, red). 
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Fig. S7: Illustration of the extraction of solvent layer thickness using in-situ absorption 

spectroscopy (lower left panel).1 For every time frame (e.g., at the grey/orange dashed 

lines) a sine-like function is fitted to the absorption data (upper panel) to calculate the 

solvent layer thickness d from the frequency ω of the sine wave using eq. S2. 

The pattern in the heat map in fig. S9 is caused by a white-light thin film interference effect. 

This pattern can be used to extract the solvent layer thickness d using the equation 

𝑑 =  
𝜆1𝜆2

2 (𝜆1 𝑛2 − 𝜆2 𝑛1)
          eq. S1 

where 𝜆1 and 𝜆2 are the wavelengths of two consecutive extrema in the OD. n1 and n2 are the 

refractive indices of the sample at the respective wavelengths. We can assume n to be 

constant in the spectral range and given by the refractive index of the solvent DMF (nDMF = 

1.43). Therefore, the equation for d can be expressed in terms  of the frequency of the observed 

sine wave (ω) since the extrema are uniformly spaced in units of energy: 

𝑑 =  
ℎ 𝑐 𝜔

4 𝜋 𝑛𝐷𝑀𝐹
          eq. S2 

where h is the Planck constant and c is the speed of light in vacuum. 

 

 
1 S. Biberger, M. Spies, K. Schötz, F.-J. Kahle, N. Leupold, R. Moos, H. Grüninger, A. Köhler 

and F. Panzer, J. Mater. Chem. C, DOI:10.1039/D3TC04361D. 
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Fig. S8: Timings of crystallization of MAPbI3 precursor, dissolved in DMF at different 

initial concentrations c0, when spin coating at 2000 RPM. 
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S9: Critical discussion of the film thickness model 

When reflecting film thickness model critically, the question might arise if it is justified to 

assume the kinematic viscosity to be constant during spin coating. After all, during spin coating 

one would expect an increase in concentration due to evaporation of the solvent. In fact, the 

inset in Fig. 4a suggests that the viscosity is concentration dependent. However, the model 

still holds for a qualitative analysis since the parameters νkin and E affect the solution layer 

thickness evolution in different regimes. Danglad-Flores et al.2 show that during spin coating 

the solution dynamic transitions from the hydrodynamic into the evaporative regime. Within the 

first few seconds of spin coating, when the solution layer is still fairly thick, the hydrodynamic 

thinning dominates the thinning process. Here, only the viscosity of the solution affects the 

thickness evolution, while the effect of solvent evaporation is negligible within this time range. 

Consequently, the viscosity values obtained from fitting should be only assigned to the 

concentration in the hydrodynamic regime, i.e. c0. On the other hand, only in the evaporative 

regime at later times, the evaporation of the solvent dictates the concentration evolution. Thus, 

changes in viscosity during hydrodynamic thinning (due to an increase in concentration) are 

negligible and do not significantly affect the thickness evolution. Since the fitting parameters 

suggest a concentration dependent evaporation rate (see inset in Fig. 4a), the parameter E 

should be considered as an average evaporation rate. 

Karpitschka et al.3 show that the regimes transitions from the hydrodynamic to the evaporative 

regime at the transition film thickness htr: 

ℎ𝑡𝑟 = (
3 𝐸 𝜈𝑘𝑖𝑛

2 𝜔2 )
1/3

         eq. S3 

E is the rate of evaporation, νkin is the kinematic viscosity and ω is the rotational speed of the 

spin coater. For all investigated samples, the transition height is similar, ranging from 

1.29 – 1.44 µm. Likewise, a transition time can be obtained by determining the time when the 

film thickness reaches the transition height: 

initial concentration c0 

in mol/L 

transition height htr 

in µm 

transition time 

in s 

0.2  1.33 5.0 

0.4  1.44 5.8 

0.6  1.30 7.2 

0.9  1.29 10.2 

 
2 J. Danglad-Flores, S. Eickelmann and H. Riegler, Eng. Rep., 2021, 3, e12390. 

3 S. Karpitschka, C. M. Weber and H. Riegler, Chem. Eng. Sci., 2015, 129, 243–248. 
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S10: Derivation of eq. 5 

The concentration c(t) of the solution is given by the ratio of solvated material M(t) and the 

volume of the solution V(t). 

𝑐(𝑡) =
𝑀(𝑡)

𝑉(𝑡)
= 𝑐(0)

𝑀(𝑡)

𝑀(0)
𝑉(𝑡)

𝑉(0)

         eq. S4 

Since hhydro affects the solvent as well as the solvated material, the amount of solvated material 

is directly proportional to hhydro. The volume of the solution is proportional to the film thickness 

h. (These assumptions only hold if the area of the film does not change during spin coating.) 

𝑐(𝑡) =
𝑀(𝑡)

𝑉(𝑡)
=  𝑐(0)

𝑀(𝑡)

𝑀(0)
𝑉(𝑡)

𝑉(0)

= 𝑐(0)

ℎℎ𝑦𝑑𝑟𝑜(𝑡)

ℎℎ𝑦𝑑𝑟𝑜(0)

ℎ(𝑡)

ℎ(0)

      eq. S5 

h(t) is composed of hhydro(t) and hevap(t). Since hevap(0) = 0 the following holds: 

ℎ(0) = ℎℎ𝑦𝑑𝑟𝑜(0)         eq. S6 

Therefore, the concentration can be written as 

𝑐(𝑡) = 𝑐(0)
ℎℎ𝑦𝑑𝑟𝑜(𝑡)

ℎ(𝑡)
         eq. S7 

Expanding h(t) yields: 

𝑐(𝑡) = 𝑐(0)
ℎℎ𝑦𝑑𝑟𝑜(𝑡)

ℎℎ𝑦𝑑𝑟𝑜(𝑡)+ℎ𝑒𝑣𝑎𝑝(𝑡)
=

𝑐(0)

1+
ℎ𝑒𝑣𝑎𝑝(𝑡)

ℎℎ𝑦𝑑𝑟𝑜(𝑡)

      eq. S8 
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A. List of Abbreviations

AgBeh Silver Behenate
AI Artificial Intelligence
BACE Bias Assisted Charge Extraction
CCD Charge-Coupled Device
CID Current-Induced Doping
CMOS Complementary Metal–Oxide–Semiconductor
CN 1-Chloronaphthalene
Cu Copper
DFT Density Functional Theory
DFTB3 An Extension of the Self-Consistent-Charge Density-Functional

Tight-Binding Method
DIO 1,8-Diiodooctane
DOS Density Of States
DPE Diphenyl ether
DSC Differential Scanning Calorimetry
EQE External Quantum Efficiency
FWHM Full Width at Half Maximum
GISAXS Grazing Incidence Small-Angle X-ray Scattering
GIWAXS Grazing Incidence Wide-Angle X-ray Scattering
MeTHF 2-Methyltetrahydrofuran
NFA Non-Fullerene Acceptor
OD Optical Density
OECT Organic Electrochemical Transistor
OFET Organic Field-Effect Transistor
OLED Organic Light-Emitting Diode
OPV Organic Photovoltaics
PbI2 Lead(II) iodide
PCE Power Conversion Efficiency
PIA Photo-Induced Absorption Spectroscopy
ROI Region Of Interest



RSoXS Resonant Soft X-ray Scattering
SCLC Space Charge Limited Current
SCM Spectral Change Metric
SDD Sample-to-Detector Distance
SNR Signal-to-Noise Ratio
SVA Solvent Vapor Annealing
TDCF Time-Delayed Collection Field
TFFS Thinning Fluid Film Spectroscopy
TMB 3, 3, 5, 5-Tetramethylbenzidine
TRPL Time Resolved Photoluminescence Spectroscopy
UV Ultraviolet
UV-Vis Ultraviolet-Visible
VOC Open-Circuit Voltage
WA Warren-Averbach

The trivial names of organic semiconductor molecules are not defined in the list of abbre-
viations, as the full IUPAC names are hardly used. In contrast, almost exclusively trivial
names are used in literature and do not require a definition. However, sometimes, several
trivial names are used for the same molecule. Hence, the following list summarizes some
commonly used synonyms for trivial names utilized in this thesis:

DTY6 BTP-4F-24, Y6-DT
IT-4F (IT4F) ITIC-4F, ITIC-2F
N2200 P(NDI2OD-T2), PNDI-2T, Polynaphtalene-bithiophene
PM6 PBDB-T-2F, PBDB-T-F, PBDB-TF
Y6 BTP-4F
Y7 BTP-4Cl
Y12 BTP-4F-12, Y6-BO, BO-4F
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