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1 | INTRODUCTION cost-effectiveness. Additionally, AM is utilized to integrate

personalized components into end-user products, thereby

Additive Manufacturing (AM) offers numerous advantages,
making it a promising technology for various applications.
One of its common applications is Rapid Prototyping,
enhancing development processes by facilitating the fabrica-
tion of parts in numerous geometries with ease, speed, and

minimizing material waste and enhancing sustainability.!
There exist several techniques for AM, including
Selective Laser Sintering (SLS), Digital Light Processing
(DLP), Laminate Object Manufacturing (LOM), Fused
Filament Fabrication (FFF), and others, allowing for a
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wide variety of materials to be used, such as thermoplas-
tic polymers, thermoset polymers, metals, or ceramics.
Each method presents its own set of advantages and dis-
advantages, suitable for different applications.’

However, obstacles hindering its adoption beyond pro-
totyping include lack of expertise, limited material choices,
and integration challenges within existing manufacturing
processes such as the conversion of existing production
lines. Concerns about component quality and the absence
of suitable options for inline quality monitoring also pose
significant challenges.**

Cost is another major consideration when contemplat-
ing the adoption of AM. Although traditional manufactur-
ing methods often exhibit cost advantages, AM can offer
benefits for specific use cases. Entry costs, including equip-
ment purchase, integration into existing processes, and
employee training, constitute a substantial initial invest-
ment. Additionally, ongoing costs such as materials, energy,
and working time should be taken into account. While ini-
tial costs are typically fixed, running costs present opportu-
nities for optimization. Due to the time-intensive nature of
the AM process, early defect monitoring offers the opportu-
nity to detect process errors at an early stage and thus save
costs due to less wasted goods and time savings.

Early identification of potential problems in the
manufactured part allows for process interruption or
adjustment, thereby avoiding unnecessary costs. More-
over, data generated during the printing process can pro-
vide further insights into the finished object.*”

Fused Filament Fabrication is often preferred for poly-
mer materials due to its simplicity, cost-effectiveness, and
versatility in handling a wide range of thermoplastic poly-
mers.® However, temperature management is crucial in
FFF, as incorrect temperatures can lead to various issues,
such as warping, shrinkage, nozzle clogging, or choking.’

Another critical aspect is the adhesion between indi-
vidual layers and within a layer, which is strongly influ-
enced by temperature. Inadequate temperature control
may result in reduced adhesion and poor mechanical
properties of the finished part.®

Oleff et al.’ reviewed monitoring techniques applica-
ble to FFF, categorizing them into six distinct groups:
2D-vision, temperature monitoring, vibration monitoring,
3D-vision, acoustic emission monitoring, and electrical
quantity monitoring.

Monitoring methods can be categorized into monitor-
ing the components of the printer or monitoring the
printed part directly. A 3D printer comprises numerous
components, each serving specific functions and offering
various parameters that can be monitored. Malfunction
in any component can lead to quality issues in the
finished part. Options for monitoring include listening to
acoustic signals to detect filament breakage,'® analyzing

vibrations to detect printer errors,'! or using sensors built
into the printer for monitoring flow rates in the nozzle,"
among others.

Direct monitoring of components can be categorized
based on the viewpoint obtained, such as top view, side
view, or accumulated information about the entire com-
ponent. This information can be used to ensure that the
printed part maintains its intended shape'’ or to plan
post-processing procedures like milling.'*

Despite the availability of wvarious monitoring
methods, they often come with significant drawbacks,
such as being time-consuming to set up and integrate,
requiring specialized and costly hardware, and their
inability to provide definitive statements about the final
printed parts.

This work aims to provide a simple and cost-effective
solution to monitor and control FFF-based 3D printing
processes using infrared (IR) images, and to predict the
mechanical properties of the final printed part using
the recorded IR information.

The following approach is implemented: monitoring
the temperature of the newly extruded material and thus
the temperature of each printed layer. The setup should
be simple, affordable, and should not require specialized
hardware, such as dedicated printers or excessively small
IR cameras. A Machine Learning (ML) model is trained
to predict mechanical properties, namely the tensile
strength, from the measured temperatures of all layers of
a given printed part.

2 | MATERIALS AND
METHODOLOGY

2.1 | Printer

For this study, a Raise3D Pro 2 printer (Raise3D Technol-
ogies, Inc., CA) was used. It offers sufficient space for
positioning the IR-camera. Nozzles with a diameter of
0.4 mm are used. Slicing was done with the software

ideaMaker from Raise3D. Further details on the printing
process can be found in subsection 2.3.

2.2 | Filament
Various thermoplastic polymers can be used for the FFF,
such as ABS, PP, PET, and others. One of the most com-
monly used materials for the FFF is polylactide acid (PLA)."
Polylactide acid was also used in this work. With this
choice of material, the work closely resembled common
printing tasks, as would be expected in an environment
where a simple and cost-effective way of monitoring is
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required. Another advantage of using PLA is the wide
temperature range in which it can be processed. The PLA
filament used in this work was a commercially available
BASF Ultrafuse PLA GREEN filament (BASF printing
solutions GmbH, Heidelberg, Germany), with a diameter
of 1.75 mm.

2.3 | Printed tensile bars and printing
parameters

A quality characteristic for parts manufactured with FFF
is the adhesion between the individual layers. A way to
analyze layer adhesion is performing a tensile test on a
tensile part printed in a standing upright position.'®

As test objects, tensile bars with a larger geometry
were chosen. To obtain a sufficient number of tempera-
ture values through the IR-measurements, the layers
must be of an appropriate size. For this reason, the geom-
etry of the tensile bars was selected as shown in Figure 1.
In order to have consistently sized IR-images for each
layer, with the full part visible, only the images of the
gray marked area (from layer #70 to layer #160) of
the tensile bars were used later on. This area also corre-
sponds to the section where the tensile bar is most likely
to break. For standardized tensile test (According to DIN
ISO 527), the bars have to break in this area to be valid.
The tensile testing was carried out on the universal

10mm
+ 5mm
10mm} — Layer #160
70mm 30mm A
20mm
— Layer #70
10mmI
T 5mm
10mm
! 30mm
FIGURE 1 Geometry of the tensile bars used. The tensile bars

are larger and more massive than standardized ones. The aim was
to provide a higher surface or cross-section area and, with that,
more temperature values per layer.

testing machine Zwick Z020 (ZwickRoell GmBH & Co
KG, Ulm, Germany) with a testing speed of 50 mm/min.

To generate input data with variations in tensile
strength through material temperature, two parameters
were varied. The first parameter was the nozzle tempera-
ture. The recommended nozzle temperature for the used
PLA is 210 °C, but both higher and lower temperatures are
also feasible for printing with this material. The mechanical
properties of AM manufactured parts can be influenced by
various processing parameters.'” A direct influence can be
achieved by parameters that directly influence the melting
behavior. The nozzle temperature naturally has a direct
influence on the temperature of the melt and, thus, on the
welding quality and the tensile strength.

A more indirect way to influence the melting behav-
ior and with that the temperature of the melt is by vary-
ing the material of the nozzle. Brass is normally used for
materials, such as PLA, due to its good thermal conduc-
tivity. Steel nozzles, which have a poorer thermal
conductivity, are sometimes used for more abrasive
materials. Using a steel nozzle with PLA should also
affect the material temperature.'®

Nozzle temperatures of 180, 190, 210, and 230 °C
were used in combination with a brass nozzle, and
200 and 220 °C with a steel nozzle. Temperatures outside
this range led to problems with printing or the generation
of IR-images.

Five tensile bars were printed for each of the six noz-
zle temperature and nozzle material combinations,
resulting in 5 x 6 = 30 possible data points. However, the
tensile test for two tensile bars (One with 210and one
with 200 ) failed and did not deliver usable data, leaving a
total of 28 data points.

Four bars encountered issues during the tensile testing.
These issues might justify excluding these four bars from
the machine learning dataset, leaving 24 bars. Further
details about this incident are provided in subsection 3.2.

Another important factor during printing is ensuring
that the layers are thick enough so that transmission of heat
radiation through one layer can be neglected in the IR-
measurements. A layer thickness of 0.3 mm was used. The
infill density must be 100% to achieve a closed area with
valid temperature values. Other parameters can be found in
Table 1 and are common for processing this PLA grade.

24 | Infrared measurement

The IR-camera used in this work is the Optris Xi
400 (Optris GmbH, Berlin, Germany), which is compact
in size and can easily be positioned on the 3D printer.
It has a resolution of 382 x 288 pixels and is capable
of measuring temperatures in three different ranges.
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TABLE 1 Process parameters used for all printed tensile bars.
Varied parameters were the nozzle temperature and the nozzle

material.
Parameter Value
Nozzle temperature 180 - 230 °C
Nozzle material brass/steel
Heatbed temperature 60 °C
Layer height 0.3 mm
Infill density 100%
Infill pattern Grid
Default printing speed 50 mm/s
Infill printing speed 50 mm/s

FIGURE 2 Attachment of the camera to the printer to image
the parts printed in the respective corner.

For this work, a temperature range of 0-250 °C was uti-
lized. Additionally, it represents a cost-effective option
among IR-cameras.

The camera was strategically positioned to overlook
the currently printed part, enabling it to capture images
as soon as the print head moved out of the field of view.
The setup is illustrated in Figure 2. The printing process
was conducted as close to the corner of the camera'’s view
as possible, while ensuring that there was no risk of inter-
ference from parts of the printer. The objective was to
capture images at an acute angle.

Following the work by Morgan et al.,'® the emissivity
value for the IR-measurement was set to 0.92. The layer
height was chosen to be high enough so that transmis-
sion could be neglected (see subsection 2.3).

A) B)

© (D)

FIGURE 3 Visualization of the different pre-processing
steps for the IR-images. (A) Directly captured image

without pre-proceesing. (B) Unnecessary pixels/temperatures
are set to black/0 °C. (C) Cropping of the image around a
bounding-box. (D) Cropping of the image around a minimal
rotated rectangle.

2.5 | Generating infrared measurements
for each layer

During the printing process, one IR-image per layer was
captured. The printer was programmed so that after
printing each layer, the print head moves out of the way.
With the head moved aside, the part becomes completely
visible to the IR-camera. The camera captures one image
per second. The images are classified by a simple ML
model into images with the printing head (Bad) and
images without the printing head (Good). As soon as a
Good image is recognized, it is stored, and the camera is
paused for a few seconds to wait for the printer to start
the next layer.

After taking a snapshot (Figure 3A), it is noted that
many areas in the images do not belong to the actual
object or are part of the sidewall. Including these pixels
in the final dataset could affect the results, thus necessi-
tating their removal. For this purpose, a map is utilized
to indicate which pixels (temperature values) belong to
the object and which do not. This map is created in
advance and applied to each image, resulting in an
image where only the printed part is colored, and every-
thing else is set to black (or to 0 °C) (Figure 3B). Unnec-
essary regions are also removed using a bounding-box
(Figure 3C) or a minimal rotated rectangle (Figure 3D)
around the printed part.
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2.6 | Machine learning

With the data now generated, the model building to pre-
dict tensile strength can commence. Initially, the model
should be relatively simple. Therefore, not all measured
temperature values are used (there are about 2700 values
per layer, and images of 90 layers are generated).

Instead, the minimum, maximum, and average
temperatures of each layer and of the entire object are
calculated. Additionally, the average of all maximum and
minimum values per layer is computed.

In subsequent models, these five features are used: the
minimum value over the entire object (Min Overall), the
maximum value over the entire object (Max Overall),
the average value over the entire object (Avg Overall), the
average of the minimum values per layer (Avg Min), and
the average of the maximum values per layer (Avg Max).

An alternative approach that was explored involved
using the minimum, maximum, or average temperature
value of each individual layer. However, this approach
was more complex and did not yield better results, so it
was discarded.

The dataset was divided into a training set and a test
set, with 20% of the dataset allocated for testing. This
means the training dataset contains 23 data points, and
the test dataset contains 6. The feature values of the
training dataset were scaled to unit variance. The same
scaling was applied to the test dataset, and this scaling
must also be applied to make predictions for new values.
Only the training dataset was used to optimize the
models. The test dataset was unseen by any model and
was only used to compare the different ML models
and to validate the model with unknown data.

Hyperparameter optimization was performed to
refine a model. For this purpose, a k-fold cross-validation
was conducted. The training dataset was divided into k
different blocks, with the model trained on k —1 blocks
and the omitted block used as the validation dataset. A k
value of 4 was used, meaning three validation sets have
6 elements each, and one has only 5 elements. The Mean
Absolute Error (MAE) (1) was used as the validation
metric. The process continues until each block has been
used once for validation. The average MAE across all
folds is calculated.®

n : Number of observations
y; ri-th actual value

1¢ ~
MAE=-3 " |y 3| (1)
i=1

Y, :i-th predicted value

To compare different hyperparameters, the calculated
average MAE is used. The hyperparameter set with the

lowest MAE is then used to train the model again with
the entire training dataset. This process is repeated for
every ML model experimented with. To compare the
performance of the models, the MAE and the R*-score (2)
are used.

n : Number of observations
, Y;:i-thactual value

Z?:l =)

R=1- -
Y-y’

Y; : i-th predicted value (2)
y: Mean of the actual values

Experiments were conducted with the following ML
models, all implemented with scikit-learn:*"**

(Least Squares) Linear Regression (LR) The LR model
fits a linear function to the data without any hyperpara-
meters for optimization. It serves well as a benchmark
model due to its simplicity.*

Multi-Layer Perceptron (MLP) A MLP is a basic
feed-forward neural network consisting of an input layer,
several hidden layers, and an output layer. The neurons
in these layers perform a weighted summation followed
by an activation function. Parameters for optimization
include the number of hidden layers, neurons per layer,
activation function (logistic/Sigmoid or Rectified Linear
unit (ReLU)), and the solver (L-BFGS, Stochastic
Gradient Descent (SGD), or Adam).**

Support Vector Regression (SVR) The SVR aims to find
a hyperplane in a higher-dimensional space to separate
data points while minimizing prediction error. Optimized
parameters include regularization (C) and the kernel type
(linear, Radial Basis Function (RBF), or Sigmoid).25

Random Forest Regression (RFR) A RFR trains multi-
ple decision trees on random subsets of the dataset, with
the final prediction being an aggregation of all trees'
predictions. Optimized parameters include the number of
trees, performance measurement function (absolute error
or Poisson), and the maximum depth of trees.?®

k-Nearest-Neighbor regression (kNN) The kNN
model predicts based on the k nearest neighbors in the
training dataset. Parameters such as the number of
neighbors, weight function, and distance calculation
method are optimized.?’

3 | RESULTS AND DISCUSSION

3.1 | Temperature values

Figure 4 shows a representative example of the mini-
mum, maximum and average temperature for each layer.
It is noticeable that a slightly higher temperature always
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FIGURE 4 Minimum (blue), maximum (red) and average
(green) temperature value for each layer (nozzle temperature:
210 °C, nozzle material: Brass).

alternates with a slightly lower temperature, best seen on
the average temperature values.

The reason for this is that not every layer is printed in
the same way. The orientation of the infill pattern always
alternates. This means that the print head is quicker out
of the camera's view for even layers than it is for odd
layers. As a result, the material has more time to cool
down with odd-numbered layers, which can be measured
by the IR-camera.

Fluctuations can be clearly seen in the maximum
values, while the average values remain relatively stable.
The minimum values do not show any major fluctua-
tions. A reason is the heat flow. The closer the material
temperature gets to the ambient temperature, the lower
the influence of cooling time. This effect is visible in the
fluctuations and can be intensified by imperfect cropping
at the edges, which can lead to the visibility of previous
layers.

3.2 | Tensile tests

The modified geometry, the increased size of the tensile
bars in this study introduced several challenges during ten-
sile testing. Contrary to expectations, not all bars fractured
at the intended narrow midsection (Figure 5A). Frequently,
fractures occurred near the junction of the narrow and wide
sections of the bars (Figure 5C). This could either indicate
an often occurring weakness of the printed structure or a
stress concentration due to the simplified design of the ten-
sile bar. Despite these irregularities, the tensile test results
remain reliable and trustworthy. However, it is not always
possible to confirm whether infrared (IR) images were
captured at the exact fracture layer, though they are still
applicable for model development.

(A) (B) ©

FIGURE 5 Example for the tensile bars after the tensile tests. a
Broken in the narrow area. b Broken near the clamping. ¢ Broken
near the transition.

Additionally, some bars fractured at the broad
section, close to the clamping (Figure 5B). Due to the
relationship between the tensile strength and the cross-
section area, this will invalidate the calculated tensile
strength. In total four bars broke near the clamping (One
One with 200 and three with 180 °C). The analysis
included models trained with all 28 bars and a subset
excluding the four affected bars (24 bars). This study pre-
sents the models excluding these four bars. Although the
performance metrics for both sets of models were compa-
rable, detailed results incorporating the four bars are
available in the supplementary information.

In Figure 6, three diagrams show that the desired vari-
ation in temperatures and tensile strength can be achieved
by changing the nozzle temperature and the nozzle mate-
rial. Figure 6A shows that the tensile strength increases
for one nozzle material with higher nozzle temperatures
and that the tensile strength is lower for the steel nozzle
than for the brass nozzle. This can be correlated with the
temperatures measured with the IR-camera. In Figure 6B
it can be seen that the measured temperature for the steel
nozzle is lower and so the temperature of the extruded
material is lower using a steel nozzle. In general, the mea-
sured material temperature of a nozzle material increases
with the nozzle temperature. Figure 6C shows that the
tensile strength increases with increasing material temper-
atures. One of the main reasons for this increase in tensile
strength is the better adhesion and welding of the layers at
higher material temperatures.

3.3 | Machine learning models

The model optimization using the training set delivered a
set of hyperparameters for each model used. The opti-
mized hyperparameters are as follows:

1. SVR: C-value of 10 coupled with a linear kernel.
2. MLP: Logistic activation function, Low-memory
Broyden-Fletcher-Goldfarb-Shanno algorithm (L-BFGS)
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FIGURE 6 (A) Comparison of nozzle temperatures (x-axis)

with the measured tensile strength (y-axis) for different nozzle
materials (brass in red, steel in blue). (B) Comparison of nozzle
temperatures (x-axis) with the measured material temperatures
(y-axis) for different nozzle materials (brass in red, steel in blue).
(C) Comparison of tensile strength with nozzle temperatures and
the average measured material temperatures across the entire part.

as the solver, and a network architecture consisting of
one hidden layers with two neurons.

3. RFR: Poisson as the measure, 50 decision trees and a
maximum depth of two.

4. kKNN: One nearest neighbors, employing uniform
weight and utilizing the Minkowski distance of order
three as the metric.

1.0
-
0.8 5
o 3
0.6 23
:
x0.4 <
15
0.2 S
0.0"svr LR MLP  RFR kNN 0
Train (R?) Train (MAE)
Hl Test (R?) Il Test (MAE)
FIGURE 7 Comparison of the R?-score and the Mean Absolute

Error (MAE) for the five optimized models. In each case for
training and the test data set.

Figure 7 shows the R*-Score and Mean Absolute Error
(MAE) for the five models trained with the optimized
hyperparameters on the training set. The metrics were
calculated separately for the data points in the training
and test sets.

The kNN exhibits significant overfitting, as evidenced
by a MAE of zero on the training dataset and a high
MAE on the test set. Also the MLP shows evidence of a
slight overfitting. Both the R*-score and the MAE show
clear differences between training and test set. The other
models performed well, even in the case of the simple
LR, which was used as a reference. Support Vector
Regression and RFR yielded good and similar results.
Specifically, the SVR achieved an R-score of 0.88 and a
MAE of 2.3 MPa on the test set, while on the training set,
it scores 0.90 and 1.4 MPa. Comparably, the RFR
achieves 0.87 and 2.2 MPa on the test set and 0.90 and
1.5 MPa on the training set, making its results highly
comparable to those of the SVR.

The measured and predicted tensile strengths are in
good agreement. In Figure 8, two examples are illus-
trated: the first with the LR serving as the reference
model, and the second showcasing the SVR as one of the
superior models. Although the predicted values from
both models are close to the measured ones, it is evident
that the predictions made with the SVR are more accu-
rate. Again the results for the SVR and the RFR are
comparable.

Despite the slight advantages of the SVR and the
RFR discussed earlier, LR also offers several advantages.
Linear Regression is highly interpretable, allowing easy
understanding of the impact of each feature on the pre-
dictions after training. The absence of hyperparameters
enables fast and easy model generation without the need
for hyperparameter optimization. The training time of a
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LR model is typically also quite short. Linear Regression
performs well even for small training data sets and mini-
mizes the risk of overfitting. The advantages can also be
seen in the predictions from Figure 8A, where a good
accuracy was obtained.

4 | CONCLUSION

The models trained in this study have demonstrated their
ability to make accurate predictions on unknown data
(test set). However, there are limitations that should be
addressed in future work. An obvious limitation is the

limited amount of training data available. This work was
focused on only one PLA grade. To enhance the applica-
bility of such models in general 3D printing processes, it
would be beneficial to take into account varied geome-
tries of the printed part.

The objective of monitoring the FFF process using infra-
red cameras and predicting the mechanical properties of
the printed parts from IR pixels was successfully achieved.

This study demonstrates that accurate predictions can
be made with a relatively simple setup and straightfor-
ward models. This finding suggests a viable path toward
a simple, cost-effective, and accessible method for moni-
toring FFF processes, notably without the need for special-
ized printers or additional hardware. The methodology
presented here can be adapted to any combination of
printer and infrared camera.

Regression analysis was employed to predict the
mechanical properties of the printed components. The
models trained in this study have shown promising results,
affirming the feasibility of this prediction approach.

Looking forward, a crucial step for enhancing this
research would be to augment the dataset. Furthermore, the
quality of data could be improved by optimizing the
IR-images captured during the process. Exploring the use of
alternative IR-cameras with higher resolutions or greater
zoom capabilities could yield more detailed and nuanced
temperature data per layer. Minimizing the influence of
print head movement on the temperature readings may also
refine the results. Additionally, adopting more sophisticated
ML-models could potentially enhance prediction accuracy.

Moreover, enriching the model by incorporating data
from various materials could make the predictions more
robust and widely applicable.

In summary, this work establishes the viability of using
infrared cameras to monitor the FFF process and demon-
strates the potential of predicting mechanical properties
based on the surface temperatures measured during printing.
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