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A B S T R A C T

We numerically analyse solutions of the spherically symmetric gravitational Vlasov–Poisson system close to
compactly supported stable steady states. We observe either partially undamped oscillations or macroscopically
damped solutions. We investigate for many steady states to which of these behaviours they correspond. A
linear relation between the exponents of polytropic steady states and the qualitative behaviour close to them
is identified. Undamped oscillations are also observed around not too concentrated King models and around all
shells with a sufficiently large vacuum region. We analyse all solutions both at the non-linear and linearised
level and find that the qualitative behaviours are identical at both. To relate the observed phenomena to
theoretical results, we further include a comprehensive numerical study of the radial particle periods in the
equilibria.
1. Introduction

A classical model for the evolution of star clusters or galaxies is the
three-dimensional gravitational Vlasov–Poisson system

𝜕𝑡𝑓 + 𝑣 ⋅ 𝜕𝑥𝑓 − 𝜕𝑥𝑈 ⋅ 𝜕𝑣𝑓 = 0, (1.1)

𝛥𝑈 = 4𝜋𝜌, lim
|𝑥|→∞

𝑈 (𝑡, 𝑥) = 0, (1.2)

𝜌(𝑡, 𝑥) = ∫R3
𝑓 (𝑡, 𝑥, 𝑣)d𝑣. (1.3)

The main unknown is the phase space density function 𝑓 = 𝑓 (𝑡, 𝑥, 𝑣) ≥ 0
of the configuration depending on the time 𝑡 ∈ R, spatial position
𝑥 ∈ R3, and velocity 𝑣 ∈ R3. Its evolution is determined by the
Vlasov equation (1.1); dots ⋅ denote the Euclidean scalar product. The
gravitational potential 𝑈 = 𝑈 (𝑡, 𝑥) of the configuration is determined by
the Poisson equation (1.2); the boundary condition included into (1.2)
corresponds to an isolated system. These equations are coupled by
imposing that the mass density 𝜌 = 𝜌(𝑡, 𝑥) is given by (1.3). For
background on this system we refer to [1–3].

We consider this system in spherical symmetry, i.e., we assume

𝑓 (𝑡, 𝐴𝑥, 𝐴𝑣) = 𝑓 (𝑡, 𝑥, 𝑣), 𝑡 ∈ R, 𝑥, 𝑣 ∈ R3, 𝐴 ∈ SO(3). (1.4)

This allows us to write 𝑓 (𝑡) as a function of the reduced variables

𝑟 = |𝑥|, 𝑤 = 𝑥 ⋅ 𝑣
𝑟

, 𝐿 = |𝑥 × 𝑣|2, (1.5)

which are the spatial radius 𝑟, the radial velocity 𝑤, and the squared
modulus of the angular momentum 𝐿. In addition, we can write 𝜌 =

E-mail address: christopher.straub@uni-bayreuth.de.

𝜌(𝑡, 𝑟) and 𝑈 = 𝑈 (𝑡, 𝑟). The Vlasov–Poisson system in spherical symmetry
describes the evolution of globular clusters or spheroidal galaxies.

This system possesses a plethora of steady states, i.e., stationary
solutions, describing star clusters in an equilibrium state. By Jeans’
theorem [4, Thm. 2.2], any steady state 𝑓0 = 𝑓0(𝑥, 𝑣) = 𝑓0(𝑟, 𝑤,𝐿) is
a function of the particle energy

𝐸(𝑥, 𝑣) ∶= 1
2
|𝑣|2 + 𝑈0(𝑥) (1.6)

and the (squared) modulus of the angular momentum 𝐿 = 𝐿(𝑥, 𝑣)
defined in (1.5). More precisely, 𝑓0 is of the form

𝑓0(𝑥, 𝑣) = 𝜑(𝐸(𝑥, 𝑣), 𝐿(𝑥, 𝑣)), (1.7)

where 𝜑∶R2 → [0,∞[ is the microscopic equation of state of the steady
state and 𝑈0 is its gravitational potential. It is well-understood which
choices of 𝜑 correspond to steady states with finite mass and compact
support, cf. [5] and the references therein. In Section 2, we present the
microscopic equations of state 𝜑 used here, which correspond to some
of the most commonly used steady states in the literature: isotropic and
anisotropic polytropes, King models, and shells. A broad overview of
stationary solutions of the Vlasov–Poisson system in spherical symme-
try, including many more equilibria than covered here, can be found
in [1, Sc. 4.3].

Because star clusters are frequently exposed to small perturbations,
e.g., gravitational forces of other nearby stellar objects, only stable
steady states can persist in nature. It was first argued by Antonov [6]
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that (certain) steady states satisfying

𝜕𝐸𝜑 < 0 (1.8)

on their support are stable at a linearised level. The condition (1.8)
became known as Antonov’s stability criterion. It is a natural condition
from a physics point of view [7]; it means that the concentration of ever
more energetic particles is decreasing within the equilibrium. Further
linear stability results were proven in [8–10]. The actual non-linear
stability of all (suitable) steady states satisfying (1.8) was later shown
in [11,12]; see [13] or [14, Sc. 4] for a review.1

In order to understand the behaviour of star clusters in reality,
solutions of the Vlasov–Poisson system close to stable steady states must
be considered. In the astrophysics literature, numerical analyses of such
solutions commenced decades ago [16–29]. It was always observed
that either parts of the solutions oscillate around the equilibrium
or that the solutions converge to the equilibrium on a macroscopic
level. First theoretical explanations for such damping mechanisms were
discussed in [30,31], explanations and examples (in settings different
to the one considered here) for oscillatory solutions in [19,32,33].
More recently, mathematical investigations regarding these phenom-
ena have been conducted in [34–38]. Nevertheless, the existence of
undamped oscillations or damping cannot yet be rigorously proven
for any steady state of the above form. The aim of the present work
is to contribute to the closing of this gap. In order to achieve this,
various quantities/behaviours are investigated here, the understanding
of which appears to be particularly relevant for the advancement of
theoretical results.

An important quantity appearing in various theoretical studies [32,
34–38] is the radial period function of a steady state. This function
describes the radial periods of the particles within the equilibrium
and its properties are intimately related to the dynamics around the
steady state, cf. Section 3.1. Some properties of this function – like its
regularity and boundedness – can be established rigorously, cf. [35,
App. B], [36, Ch. 3], and [38, App. B]. We will review these results
in Section 3.1. However, many other properties – like characterising
the particles with the longest radial periods within the equilibrium –
remain elusive. In Section 3.2 we numerically analyse in detail the
radial period functions associated to the steady states introduced in
Section 2. To our knowledge, this is the first such numerical study. For
many steady states we find that the longest radial periods correspond
to the particles with the largest orbit, cf. Observation 3.1. In particular,
we numerically verify the assumptions made in [35, Thm. 8.15 and
Rem. 8.16] for a rigorous proof of the presence of oscillatory modes
around some steady states. In addition, for all steady states we find
that the largest periods are attained by particles on the boundary of
the steady state support, cf. Observation 3.2.

In Section 4 we then analyse the dynamics close to stable steady
states through numerical simulations of the Vlasov–Poisson system after
linearising it around the respective steady state. The reason we focus on
this linearised system is because all of the aforementioned theoretical
works regarding the behaviour of solutions close to stable steady states
exclusively concern the linearised setting. Nonetheless, there have been
only a few numerical studies of the linearised system; numerical analy-
ses usually directly focus on the actual non-linear system. Exceptions
of this are [18,20,28], where stationary solutions different to those
considered here were analysed. To close this gap, we mainly investigate
the linearised system here. We first introduce this system in Section 4.1.
The numerical simulations performed in Section 4.2 again confirm that
solutions of the linearised Vlasov–Poisson system, in the case of a stable
steady state, either oscillate partially undamped or are macroscopically

1 It should again be emphasised that we are considering the full spherically
ymmetric setting. In general, spherically symmetric steady states of the
orm (1.7) satisfying (1.8) are not stable against non spherically symmetric
erturbations, cf. [15, Sc. 6].
2 
damped. We analyse in detail which steady states correspond to which
of these behaviours, cf. Observations 4.1, 4.3, 4.4, and 4.5. We also
review previous numerical investigations and observe that they are
consistent with the observations made here. Furthermore, we discuss
the relations between the observed oscillation periods and the spectral
considerations from the mathematical literature, cf. Observation 4.2.

In Section 4.3 we discuss some approaches to rigorously show the
presence of oscillatory modes. In particular, we check the validity of
a criterion derived in [36, Cor. 2.2] for the existence of an oscillatory
mode around a stable steady state. For this criterion, the longest radial
particle period must be compared with macroscopic quantities of the
steady state. For certain steady states, we numerically show that the
criterion is indeed satisfied.

We then numerically analyse solutions of the (non-linearised)
Vlasov–Poisson system close to the same steady states as before in
Section 4.4. Our main goal is to check whether these solutions are
accurately described by solutions of the respective linearised Vlasov–
Poisson system. We find that indeed they are. More precisely, for any
steady state for which we observed undamped oscillations at the level
of the linearised Vlasov–Poisson system, we find that the solutions
of the non-linear system close to the steady state oscillate undamped
with the same period. If all solutions of the linearised Vlasov–Poisson
system were macroscopically damped, the damping is also present for
solutions of the non-linear system close to the respective steady state.
In this case, we even find that the damping rates at the linearised
and non-linear level are similar. This is a remarkable property of the
Vlasov–Poisson system because for other PDEs damping effects occur
when transitioning from the linearised to the non-linear level, cf. [39].
However, it should be pointed out that the additional damping effects
proven in [39] at the non-linearised level are rather slow and hence
inherently difficult to detect numerically.

In Section 4.4, we also consider solutions of the respective pure
transport equations. This equation arises when neglecting the influence
of the gravitational response of the perturbation in the linearised
Vlasov–Poisson system and it has often been studied as a first step
towards damping results [30,38,40,41]. However, we find that the
solutions of the pure transport equation differ qualitatively from those
of the linearised and non-linear Vlasov–Poisson system, cf. Observa-
tion 4.6.

In Section 5 we discuss several open research questions. On the
one hand, these contain theoretical problems which seem promising
after the numerical analysis conducted here. On the other hand, we
discuss numerical issues which ought to provide further insights into
the questions addressed here.

The numerical methods used throughout this work and their accura-
cies are discussed in Appendix. Computing a steady state corresponds to
solving a scalar integro-differential equation. The radial particle periods
are determined by solving the characteristic system using the Runge–
Kutta method. Solutions of the non-linear Vlasov–Poisson system are
evolved using a particle-in-cell scheme. The same numerical method
has been used in [24] to simulate the Vlasov–Poisson system and
in [42,43] in the relativistic case. Compared to 𝑁-body simulations,
this method is more adapted to the Vlasov–Poisson system; see the
convergence result [44]. In order to simulate solutions of the linearised
Vlasov–Poisson system, we also use a suitable adaption of the particle-
in-cell method. We will, however, only outline the numerical methods
here. We instead prefer to make our code publicly available so that it
can be checked, used, adapted, or extended by anyone.

2. Steady states

We consider steady states 𝑓0 given by (1.7) with microscopic equa-
tions of state 𝜑 of the form

𝜑(𝐸,𝐿) = 𝛷(𝐸 − 𝐸) (𝐿 − 𝐿 )𝓁 , 𝐸, 𝐿 ∈ R, (2.1)
0 0 +
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where the index “+ ” denotes taking the positive part. The energy
ependency of the steady state is described by the prescribed function
∶R → [0,∞[ and the parameter 𝐸0 < 0. We always consider energy

dependency functions with 𝛷(𝜂) = 0 for 𝜂 ≤ 0 so that 𝐸0 plays the role
of a cut-off energy. In the case 𝓁 = 0 = 𝐿0, the steady state 𝑓0 depends
only the particle energy 𝐸 given by (1.6) and is called isotropic [1,
Sc. 4.2.1(a)]; we use the convention 𝑏0+ = 1 for 𝑏 ∈ R in (2.1) in this
case. We consider two classes of such steady states here. Firstly, the
isotropic polytropes

𝑓0(𝑥, 𝑣) = (𝐸0 − 𝐸(𝑥, 𝑣))𝑘+, (2.2)

which correspond to energy dependency functions 𝛷(𝜂) = 𝜂𝑘+ with
0 < 𝑘 < 7

2 , cf. [1, Sc. 4.3.3(a)] for background on these models.
econdly, the King models

0(𝑥, 𝑣) = (𝑒𝐸0−𝐸(𝑥,𝑣) − 1)+, (2.3)

which correspond to 𝛷(𝜂) = (𝑒𝜂 − 1)+ and have first been proposed
n [45–47] as adequate models for star clusters in an equilibrium state;
ee [48] and [1, Sc. 4.3.3(c)] for further background on these models.

Steady states that not only depend on the particle energy 𝐸 are
alled anisotropic. A commonly studied class [4,17,49,50] of such
teady states are the (anisotropic) polytropes

0(𝑥, 𝑣) = (𝐸0 − 𝐸(𝑥, 𝑣))𝑘+ 𝐿(𝑥, 𝑣)𝓁 , (2.4)

where 𝓁 > 0 and 0 < 𝑘 < 3𝓁 + 7
2 are prescribed polytropic exponents;

ith 𝓁 = 0 we recover the isotropic polytropes (2.2). An extension
f the polytropes can be obtained by choosing 𝐿0 > 0 in (2.1). The

resulting steady states are of the form

𝑓0(𝑥, 𝑣) = (𝐸0 − 𝐸(𝑥, 𝑣))𝑘+ (𝐿(𝑥, 𝑣) − 𝐿0)𝓁+ (2.5)

and are referred to as (polytropic) shells with polytropic exponents 𝓁 >
− 1

2 and 0 < 𝑘 < 3𝓁+ 7
2 ; such steady states have been analysed in [35,51,

2] among others. The energy dependency function 𝛷 corresponding
to (2.4) and (2.5) is the same as for (2.2).

Because 𝐸 and 𝐿 are constant along the characteristic flow

̇ = 𝑣, 𝑣̇ = 𝜕𝑥𝑈0(𝑥), (2.6)

in spherical symmetry, any function of the general form (1.7) automat-
ically solves the Vlasov equation (1.1). Hence, obtaining a steady state
of the above form is reduced to solving the Poisson equation (1.2). By
inserting (1.7) and (2.1) into (1.3) and expressing the Poisson equation
in its radial form, a straight-forward calculation [5, p. 905] leads to the
following equation for 𝑈0:

𝑈 ′
0(𝑟) =

4𝜋
𝑟2 ∫

𝑟

0
𝑠2𝓁+2𝑔

(

𝐸0 − 𝑈0(𝑠) −
𝐿0

2𝑠2

)

d𝑠, 𝑟 > 0, (2.7)

together with the boundary condition

lim
𝑟→∞

𝑈0(𝑟) = 0. (2.8)

The function 𝑔 appearing in (2.7) describes the relation between 𝜌0
and 𝑈0 via

𝜌0(𝑟) = 𝑟2𝓁𝑔
(

𝐸0 − 𝑈0(𝑟) −
𝐿0

2𝑟2

)

, 𝑟 > 0, (2.9)

and is given by

𝑔∶R → R, 𝑔(𝑧) ∶=

{

𝑐𝓁 ∫
𝑧
0 𝛷(𝜂) (𝑧 − 𝜂)𝓁+

1
2 d𝜂, if 𝑧 > 0,

0, if 𝑧 ≤ 0,
(2.10)

where 𝑐𝓁 ∶= 2𝓁+
3
2 𝜋

3
2 𝛤 (𝓁 + 1)𝛤 (𝓁 + 3

2 )
−1. In the polytropic case 𝛷(𝜂) =

𝑘
+, it is possible to computed 𝑔 explicitly, cf. [4, Ex. 4.1]. To obtain a
olution of (2.7)–(2.8) we proceed as in [4,5] and consider the quantity
∶= 𝐸0 − 𝑈0 instead of 𝑈0, which makes the cut-off energy 𝐸0 part of

he unknowns. The equation for 𝑦 reads

′(𝑟) = −4𝜋 𝑟
𝑠2𝓁+2𝑔

(

𝑦(𝑠) −
𝐿0

)

d𝑠, 𝑟 > 0. (2.11)

𝑟2 ∫0 2𝑠2

3 
We equip this integro-differential equation with the boundary condition

𝑦(0) = 𝜅 (2.12)

for prescribed 𝜅 > 0. For any 𝜅 > 0, there exists a unique solution
𝑦 ∈ 𝐶2([0,∞[) of (2.11)–(2.12) with 𝑦′(0) = 0, cf. [5, p. 906]. Moreover,
for the choices of steady states presented above, 𝑦∞ ∶= lim𝑟→∞ 𝑦(𝑟) ∈
−∞, 0[. For the King models (2.3), this is due to the compact-support
emma from [5, Lemma 3.1]. In the polytropic case with 𝐿0 = 0, i.e., for

steady states of the form (2.2) and (2.4), it is proven in [4, Lemma 5.3]
and [53] that 𝑦 possesses a zero which obviously leads to 𝑦∞ < 0. This
statement can then be extended to the case 𝐿0 > 0 by a perturbation
argument similar to [51, Thm. 1]. By defining 𝐸0 ∶= 𝑦∞ < 0 and 𝑈0 ∶=
𝐸0 − 𝑦, one obtains a solution of (2.7)–(2.8). Inserting 𝑈0 into (1.7)
and (2.9) gives the mass density 𝜌0 and phase space density 𝑓0 of the
resulting steady state, respectively. The negative cut-off energy 𝐸0 < 0
causes this steady state to have finite mass and compact support, i.e.,

𝑀0 ∶= ∫R3×R3
𝑓0(𝑥, 𝑣)d(𝑥, 𝑣) = ∫R3

𝜌0(𝑥)d𝑥 ∈ ]0,∞[ (2.13)

and

𝑅max ∶= sup{𝑟 ≥ 0 ∣ 𝜌0(𝑟) > 0} ∈ ]0,∞[. (2.14)

Furthermore, the arguments in [4, p. 163f.] show that the radial
support of the steady state is of the form

{𝑟 > 0 ∣ 𝜌0(𝑟) > 0} = ]𝑅min, 𝑅max[. (2.15)

In the case 𝐿0 > 0, the inner radius 𝑅min is positive and determined
by 𝐿0 and 𝜅 via

𝑅min =
√

𝐿0
2𝜅

∈ ]0, 𝑅max[. (2.16)

his inner vacuum region is the reason why we refer to the steady
tates (2.5) as shells. In the case 𝐿0 = 0, there holds 𝑅min = 0, i.e., the
patial steady state support is a ball. In the anisotropic case (2.4),
he mass density vanishes at the centre of the steady state by (2.9),
.e., 𝜌0(0) = 0. Notice that we only allow for positive values of the
xponent 𝓁 in the anisotropic polytropic case (2.4); negative 𝓁 would

result in the mass density 𝜌0 to become singular at the centre 𝑟 = 0.
In the isotropic case, the central density is positive and in one-to-one
correspondence to the parameter 𝜅 via

𝜌0(0) = 𝑔(𝜅) > 0; (2.17)

it follows by [5, p. 905] that 𝑔 is strictly increasing on ]0,∞[. This
lso shows that, in the isotropic case, [0, 𝑅max] ∋ 𝑟 ↦ 𝜌0(𝑟) is strictly
ecreasing. In order to visualise the properties of the mass densities for
he different classes of steady states, some examples for 𝜌0 are depicted
n Fig. 2.1.

In summary, the above shows that any 𝜅 > 0 together with a
rescribed ansatz – determined by 𝛷, 𝓁, and 𝐿0 – lead to a unique
teady state. Let us briefly discuss the role of the parameter 𝜅 > 0.
n the polytropic cases (2.2) and (2.4), varying 𝜅 > 0 corresponds to
escaling the steady state. This scaling law originates from the study
f equilibria of the Euler–Poisson system, where it is known as the
ddington-Ritter relation [54, p. 235]. In the context of the Vlasov–
oisson system it was derived in [35, Sc. 3.3] and, in the isotropic
ase, in [36, Ch. 6]. It follows by [35,55] that such rescaling does not
ualitatively change the behaviour of solutions close to the steady state;
ee also [24, Sc. 4] for a numerical study. In these polytropic cases, we
ence always choose the (unique) value for 𝜅 > 0 leading to 𝑅max = 1.

Some of the resulting isotropic polytropes are visualised in Fig. 2.2.
The figure shows that the mass becomes rather concentrated around
the centre for larger polytropic exponents 𝑘. As such configurations are
difficult to accurately handle numerically, we will henceforth restrict
ourselves to isotropic polytropes with 0 < 𝑘 ≤ 3.

For the King models (2.3), the results from [56] imply that a scaling
law similar to the polytropic case does not hold – different values of 𝜅 >
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Fig. 2.1. Mass densities 𝜌0 of some polytropic shells (2.5), an anisotropic polytrope (2.4), and an isotropic polytrope (2.2) with 𝜅 = 1. In the left panel we have chosen the
polytropic exponents (𝑘,𝓁) = (1, 0) and 𝐿0 ∈ {0, 1

1000
, 1
100

, 1
10
, 1
2
, 1}, the right panel corresponds to the polytropic exponents (𝑘,𝓁) = (1, 1) and 𝐿0 ∈ {0, 1

100
, 1
10
, 1
2
, 1}.
Fig. 2.2. Mass densities 𝜌0 of isotropic polytropes (2.2) with 𝑅max = 1 and polytropic exponents 𝑘 ∈ { 1
4
, 1
2
, 3
4
, 1, 5

4
, 3
2
} (left panel) and 𝑘 ∈ { 7

4
, 2, 9

4
, 5
2
, 11

4
, 3} (right panel).
Fig. 2.3. Mass densities 𝜌0 of King models (2.3) with 𝜅 ∈ { 1
2
, 1, 3

2
} (left panel) and 𝜅 ∈ {2, 5

2
, 3, 7

2
, 4} (right panel).
0 lead to qualitatively different King models. By (2.17), 𝜅 determines
the central density of the King model. Due to the exponential law
included into the King models’ energy dependency function, the central
density becomes large for large 𝜅 (for instance, 𝜌0(0) ≈ 726 for 𝜅 = 4).
As 𝜅 → ∞, the total mass 𝑀0 and the maximal radius 𝑅max have positive
limit values [56]. On the other hand, the radial extend of the King
models becomes larger and larger as 𝜅 → 0. To be able to accurately
handle the King models from a numerics point of view, we will focus
on 𝜅-values in the range [ 12 , 4]. The mass densities of a few such King
models are shown in Fig. 2.3.

For polytropic shells (2.5), the parameter 𝜅, together with 𝐿0 > 0,
determines the size of the inner vacuum region via (2.16). As already
done in Fig. 2.1, we will fix 𝜅 = 1 and focus more on the influence of
different values of 𝐿 > 0 in this situation.
0

4 
3. Radial particle periods in steady states

3.1. Mathematical background on the radial particle periods

Let 𝑓0 be a fixed steady state constructed as above with associated
potential 𝑈0. Using the radial variables (1.5), the characteristic sys-
tem (2.6) determining the particle motions within the steady state takes
on the form

𝑟̇ = 𝑤, 𝑤̇ = −𝛹 ′
𝐿(𝑟), (3.1)

where 𝛹𝐿 is the effective potential of the steady state:

𝛹𝐿 ∶ ]0,∞[ → R, 𝛹𝐿(𝑟) ∶= 𝑈0(𝑟) +
𝐿
2𝑟2

, 𝐿 > 0. (3.2)

The squared modulus of the angular momentum 𝐿 can be interpreted as
a parameter of the planar ODE (3.1). The particle energy (1.6), which
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can be written as 𝐸(𝑥, 𝑣) = 𝐸(𝑟, 𝑤,𝐿) = 1
2𝑤

2 + 𝛹𝐿(𝑟), takes on the role
f the Hamiltonian function of (3.1).

The solutions of (3.1) are determined by the properties of the
ffective potential 𝛹𝐿. For any 𝐿 > 0, it is straight-forward to show that
here exists a unique radius 𝑟𝐿 > 0 such that 0 > min(𝛹𝐿) = 𝛹𝐿(𝑟𝐿) =∶
𝐸min
𝐿 , cf. [35, Lemma 2.1] or [36, App. A.1]. Moreover, for any 𝐸 ∈

]𝐸min
𝐿 , 0[, there exist two unique radii 𝑟−(𝐸,𝐿) < 𝑟𝐿 < 𝑟+(𝐸,𝐿) such that

𝛹𝐿(𝑟±(𝐸,𝐿)) = 𝐸. This means that the radial component of any solution
of (3.1) with conserved energy value 𝐸 ∈ ]𝐸min

𝐿 , 0[ oscillates between
the pericentre 𝑟−(𝐸,𝐿) and the apocentre 𝑟+(𝐸,𝐿). Let 𝑇 (𝐸,𝐿) > 0
denote the period of this motion. The induced function (𝐸,𝐿) ↦ 𝑇 (𝐸,𝐿)
is called the (radial) period function. For more background, like the
derivation of an integral formula for 𝑇 (𝐸,𝐿), we refer to [1, Sc. 3.1].

Here we are interested in particles inside the steady state support.
The interior of the set of (𝐸,𝐿)-values corresponding to the steady state
support is

D0 ∶=
{

(𝐸,𝐿) ∈ ] −∞, 0[ × ]0,∞[ ∣ 𝐿 > 𝐿0 ∧ 𝐸min
𝐿 < 𝐸 < 𝐸0

}

. (3.3)

We refer to this set as the (𝐸,𝐿)-support of the steady state. Visualisa-
tions of D0 can, e.g., be found in [36, Fig. 1.1] or [37, Fig. 1] (in the
case of isotropic steady states).

The properties of 𝑇 ∶D0 → ]0,∞[ for the steady states introduced in
the previous section have been studied in detail in [35, App. B], [36,
Ch. 3], [38, App. B], and [57, App. A]. For all of these steady states,
the radial period function 𝑇 is continuously differentiable on D0. For
isotropic steady states like (2.2)–(2.3) and shells (2.5), the period
function can be continuously extended onto the boundary of D0, cf. [36,
Thm. 3.13] and [57, Cor. A.4.2]. Thus, it is bounded on D0 and can
also be shown to be bounded away from zero, cf. [35, App. B]. More
precisely,

𝑇min ∶= inf
D0

(𝑇 ) > 0, 𝑇max ∶= sup
D0

(𝑇 ) < ∞. (3.4)

The same statements also hold for the anisotropic polytropes (2.4) with
the exception that 𝑇 (𝐸,𝐿) becomes infinite for (𝐸,𝐿) = (𝑈0(0), 0) ∈
D0 [57, Rem. A.4.5], and thus 𝑇max = ∞.

As mentioned in the introduction, understanding the dynamics close
o the fixed steady state relies on additional properties of the radial
eriod function which are yet unproven. Let us review some examples
or this. In [35, Thm. 8.15] it is proven that there exist oscillatory
odes around polytropic shells (2.5) with certain exponents 𝑘 and 𝓁
rovided that

max = 𝑇 (𝐸0, 𝐿0). (3.5)

his condition is quite natural: It means that the longest radial pe-
iod 𝑇max within the steady state support corresponds to the particles
ith the largest radial orbit; notice that 𝑟−(𝐸0, 𝐿0) < 𝑟−(𝐸,𝐿) and

+(𝐸,𝐿) < 𝑟+(𝐸0, 𝐿0) for (𝐸,𝐿) ∈ D0 by [36, Lemma A.4]. In [36,
or. 4.16] it is shown that if the period function attains its maximum
n D0 inside the (open) set D0, there exists an oscillatory mode around
he steady state. Although this result is only stated in [36] in the case
f isotropic steady states, it also holds for the shells (2.5), cf. [57,
or. 5.4.3]. In [37, Cor. 1.3] it is proven that the number of oscillatory
odes with periods larger than all radial particle periods is finite

round isotropic polytropes (2.2) provided that (3.5) holds and that the
aximum is strict; see also [57, Cor. 5.4.4]. Further criteria involving

he period function as well as the behaviour of other quantities are,
.g., derived in [36, Ch. 4] and [37, Thm. 1.2(2)].

The most straight-forward way to establish the condition (3.5)
ould be to show that the period function is monotonic on D0 with

respect to both of its variables. The period function being increasing
in 𝐸 would also be helpful for other arguments regarding the dynamics
close to the steady state, cf. [57, Rem. 6.5.6]. The only monotonicity
results of the period function that have yet been proven for the steady
states considered here are those in [36, Lemmas 3.14 and 3.15]. There
it is shown that for isotropic steady states, the following properties
5 
hold for (the extension of) the radial period on the boundary of D0: the
functions 𝐿 ↦ 𝑇 (𝐸min

𝐿 , 𝐿) and 𝐸 ↦ 𝑇 (𝐸, 0) are both strictly increasing
n the steady state support. It is, however, possible to derive further
onotonicity results in other settings, e.g., in suitable perturbative

egimes, cf. [34, Lemma 3.6] or [57, Prop. 6.2.6], or in other symmetry
lasses, cf. [35, Prop. 2.7]. Furthermore, there is quite a rich literature
tudying period functions in more general settings and deriving criteria
or the periods to be monotonic, cf., e.g., [58–61]. However, these
eneral criteria could not yet be verified in the present setting, see [57,
pp. A.3.3] for a more detailed discussion.

.2. Numerical observations regarding the radial particle periods

Let us now numerically analyse the period functions on the (𝐸,𝐿)-
upports (3.3) of the steady states from Section 2 regarding the proper-
ies motivated above. We start with the isotropic polytropes (2.2) with
ifferent polytropic exponents 𝑘, cf. Fig. 3.1; as discussed in Section 2,
e always choose the parameter 𝜅 > 0 such that 𝑅max = 1 and
nly consider 0 < 𝑘 ≤ 3. For the isotropic polytropes included in
ig. 3.1 as well as for further polytropic exponents 𝑘, we observe the
ollowing properties of the period function 𝑇 : The maximum of (the
ontinuous extension of) 𝑇 on D0 is always attained at (𝐸0, 0); this
oint corresponds to the bottom right corner in each of the plots in
ig. 3.1. This is always the only point where the maximum is attained.
urthermore, as indicated by Fig. 3.1, the period function is always
ncreasing in 𝐸 on D0, i.e., 𝑇 (⋅, 𝐿) is increasing on ]𝐸min

𝐿 , 𝐸0[ for any 0 <
< 𝐿max ∶= sup{𝐿̃ > 0 ∣ 𝐸min

𝐿̃
< 𝐸0}. We also discovered a promising

pproach to prove this monotonicity rigorously: The 𝐸-derivative of 𝑇
ossesses the integral representation

𝐸𝑇 (𝐸,𝐿) = 1
𝐸 − 𝐸min

𝐿
∫

𝑟𝐿

𝑟−(𝐸,𝐿)

𝐺ref
𝐿 (𝑟)

√

2𝐸 − 2𝛹𝐿(𝑟)
d𝑟, (𝐸,𝐿) ∈ D0, (3.6)

where 𝐺ref
𝐿 ∶ ]𝑟−(𝐸,𝐿), 𝑟𝐿[ → R consists of radial derivatives of the

effective potential 𝛹𝐿 up to second order as well as a suitable reflection
type mapping ]𝑟−(𝐸,𝐿), 𝑟𝐿[ → ]𝑟𝐿, 𝑟+(𝐸,𝐿)[, cf. [57, Lemma A.3.22].

umerical computation of 𝐺ref
𝐿 reveals that it is always positive on the

ntire domain ]𝑟−(𝐸,𝐿), 𝑟𝐿[ for any 0 < 𝐿 < 𝐿max, which fits to the
-monotonicity of 𝑇 discussed above. The 𝐿-monotonicity of 𝑇 for the

sotropic polytropes is more diverse: For not too large values of the
olytropic exponent 𝑘 > 0, up to about 2.35, the period function is
ecreasing in 𝐿 on D0. For larger polytropic exponents, however, 𝑇 is
ot monotonic in 𝐿. This is illustrated in Fig. 3.2 where we have plotted
he values of the period function 𝑇 (𝐸,𝐿) when fixing the highest energy
= 𝐸0 inside the steady state support in the case of two isotropic

olytropes.
For the King models (2.3) we find that the period function behaves

imilarly to the case of the isotropic polytropes: The maximum of 𝑇
n D0 is always attained at (𝐸0, 0), this maximum is strict, and the

period function is always increasing in 𝐸 on D0. Again, the function 𝐺ref
𝐿

appearing in the integral representation (3.6) is always positive on the
entire domain of integration. As discussed in Section 2, we focus on
King models with 𝜅 ∈ [ 12 , 4] here. For these models, we observe that 𝑇
is always decreasing in 𝐿 on D0. However, after analysing some King
models with larger values of 𝜅, we suspect that the latter might no
longer be the case if one would increase the value of 𝜅 further; the
other properties seem to hold also for general 𝜅.

The same properties of the period function can also be observed for
polytropic shells (2.5) if the exponents 𝑘,𝓁 satisfy 𝑘 + 𝓁 ≤ 0. In partic-
ular, the condition (3.5) is satisfied. We have explicitly tested this for
the steady states with polytropic exponents (𝑘,𝓁) ∈ {( 1

10 ,−
2
5 ), (

1
10 ,−

1
4 ),

( 1
10 ,−

1
10 ), (

1
4 ,−

2
5 ), (

1
4 ,−

1
4 ), (

2
5 ,−

2
5 )} as well as parameters 𝜅 = 1 and

𝐿0 ∈
{

10𝑗∕2 ∣ 𝑗 ∈ {−10,… , 2}
}

, but expect it to hold for general choices

of the parameters.
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Fig. 3.1. The (𝐸,𝐿)-supports D0 of isotropic polytropes (2.2) with polytropic exponents 𝑘 ∈ { 1
2
, 1, 3

2
, 2, 5

2
, 3} and 𝑅max = 1 together with the values of the associated period

functions 𝑇 (colour gradient) attained on them.
Fig. 3.2. 𝑇 (𝐸0 , ⋅) on [0, 𝐿max] for isotropic polytropes (2.2) with 𝑅max = 1 and polytropic exponents 𝑘 = 1 (left panel) and 𝑘 = 3 (right panel).
Observation 3.1. For all isotropic steady states we have analysed,
the period function 𝑇 attains its strict maximum on D0 at (𝐸0, 0) and is
increasing in 𝐸 on D0. The same also holds for polytropic shells (2.5) with
𝑘 + 𝓁 ≤ 0.

These properties do, however, not hold for all steady states from
Section 2. As mentioned above, in the case of an anisotropic poly-
trope (2.4), the period function becomes infinite at (𝑈0(0), 0) ∈ 𝜕D0.
By approximating these steady states, we find that the period functions
associated to polytropic shells (2.5) with 𝓁 > 0 and 0 < 𝐿0 ≪ 1 attain
their maximum on D0 at (𝐸min

𝐿0
, 𝐿0). In particular, for these polytropic

shells, the condition (3.5) is not satisfied and 𝑇 is not monotonic in 𝐸
on D0.

Nonetheless, there are two further properties of the period function
we have observed for all steady states during our analysis:

Observation 3.2. For all steady states we have analysed, the maximum of
the period function 𝑇 on D0 is attained at the boundary of D0. Furthermore,
we have never encountered a situation where 𝑇 is constant on a subset of D0
with positive measure, i.e., the level sets of the period function on D0 are sets
of measure zero.

4. Dynamics around steady states

4.1. Mathematical background on the linearised Vlasov-Poisson system

Let 𝑓0 be a fixed steady state as derived in Section 2. To study the
influence of spherically symmetric perturbations on this steady state,
6 
we plug the (formal) expression 𝑓0 + 𝜖𝑓 + (𝜖2) with 0 < 𝜖 ≪ 1 into
the Vlasov–Poisson system (1.1)–(1.3). The function 𝑓 = 𝑓 (𝑡, 𝑥, 𝑣) de-
scribes the perturbation to linear order. We require 𝑓 to be spherically
symmetric in the sense of (1.4) and to vanish on {𝑓0 = 0} so that
|𝜖𝑓 | ≪ 𝑓0; see [8] for a discussion of the latter assumption. Linearising,
i.e., dispensing with terms of order (𝜖2), yields the following equation
for the evolution of 𝑓 :

𝜕𝑡𝑓 +  𝑓 − 𝜕𝑣𝑓0 ⋅ 𝜕𝑥𝑈𝑓 = 0, (4.1)

where  is the transport operator associated to the steady state given
by

 = 𝑣 ⋅ 𝜕𝑥 − 𝜕𝑥𝑈0(𝑥) ⋅ 𝜕𝑣 = {𝐸, ⋅} (4.2)

and 𝑈𝑓 is the gravitational potential determined by 𝑓 via the Poisson
equation (1.2)–(1.3). This system is called the linearised Vlasov–Poisson
system.

In most theoretical studies, this system is transformed in an equiva-
lent second-order system [35,36]. This is achieved by applying a trick
due to Antonov [62,63] and deriving an equation for the odd-in-𝑣 part
of the linear perturbation 𝑓−(𝑡, 𝑥, 𝑣) =

1
2 (𝑓 (𝑡, 𝑥, 𝑣) − 𝑓 (𝑡, 𝑥,−𝑣)), which is

of the form

𝜕2𝑡 𝑓− + 𝑓− = 0. (4.3)

This is the second-order formulation of the linearised Vlasov–Poisson sys-
tem with linearised operator  given by

 ∶= − 2 −. (4.4)
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The first term of this operator contains the influence of the steady state
flow onto the perturbation via the transport operator (4.2), while the
second term describes the gravitational response of the perturbation
and is given by

𝑔 ∶= −𝜕𝑣𝑓0 ⋅ 𝜕𝑥𝑈 𝑔 , 𝑔 = 𝑔(𝑥, 𝑣). (4.5)

For every steady state from Section 2,2 the linearised operator  can
be realised as a self-adjoint operator on a suitable subspace of the odd-
in-𝑣 parts of spherically symmetric perturbations, cf. [35, Lemma 4.5]
or [36, Lemma B.17]. In addition, by Antonov’s coercivity bound [6],
the spectrum of  is non-negative. Both of these properties crucially
rely on the validity of Antonov’s stability criterion (1.8). Furthermore,
it can be shown that the essential spectrum of , i.e., the spectrum
without all isolated eigenvalues of finite multiplicity, is given by the
frequencies of the radial particle motions within the steady state,
see [35, Thm. 5.9] or [36, Cor. B.19]. More precisely,

𝜎ess() =
(

2𝜋N
𝑇 (D0)

)2
=
(

2𝜋N
[𝑇min, 𝑇max]

)2
, (4.6)

recall that 𝑇min and 𝑇max are the minimal and maximal radial particle
periods within the steady state given by (3.4). The same identity also
holds for the absolutely continuous spectrum of  [37, Thm. 1.1].

The qualitative behaviour of solutions of the linearised Vlasov–
oisson system is determined by the spectral properties of . An

undamped oscillatory solution corresponds to a positive eigenvalue
of  [63, Sc. III e)]. In this case, the eigenvalue 𝜆 > 0 and the oscillation
period 𝑝 of the solution are related via

𝑝 = 2𝜋
√

𝜆
. (4.7)

If  possesses no eigenvalues, the solutions of the linearised Vlasov–
Poisson system are expected to be damped at a macroscopic level;
see [34, Sc. 6] and [57, Lemma C.0.7] for preliminary results in this
direction.

It should be noted that only the Eulerian approach to linearising the
Vlasov–Poisson system has been discussed thus far. In order to analyse
the evolution of the phase space support of solutions close to steady
states at a linearised level, it is, however, necessary to linearise the
system in a Lagrangian way. Such linearisation schemes are derived
in [35,64] and lead to an operator equivalent to (4.4). For this reason,
we limit the discussion to the Eulerian linearisation because it is the
one most commonly used in the literature [8,10,32,62,63].

4.2. Numerical observations regarding the linearised Vlasov-Poisson system

Let us now numerically study the evolution of solutions of the
linearised Vlasov–Poisson system (4.1) for different underlying steady
states. We will visualise such evolutions using the following two macro-
scopic quantities:

𝐸lin
kin(𝑓 (𝑡)) ∶=

1
2 ∫ |𝑣|2 𝑓 (𝑡, 𝑥, 𝑣)d(𝑥, 𝑣), (4.8)

𝐸lin
pot (𝑓 (𝑡)) ∶= ∫ 𝑈0(𝑥) 𝑓 (𝑡, 𝑥, 𝑣)d(𝑥, 𝑣). (4.9)

Their sum

𝐸lin(𝑓 (𝑡)) ∶= 𝐸lin
kin(𝑓 (𝑡)) + 𝐸lin

pot (𝑓 (𝑡)) = ∫ 𝐸(𝑥, 𝑣) 𝑓 (𝑡, 𝑥, 𝑣)d(𝑥, 𝑣) (4.10)

is conserved along solutions of the linearised Vlasov–Poisson system;
we will always include the evolution of 𝐸lin in our figures as well to
show the accuracy of the numerics. The quantity 𝐸lin can be interpreted

2 In fact, the anisotropic polytropes (2.4) are not included in any of the
heoretical works known to the author, but it is straight-forward to extend the
esults to this class of steady states too.
7 
as the linearisation of the total energy of solutions of the Vlasov–
Poisson system [3, Sc. 1.5]; 𝐸lin

kin and 𝐸lin
pot are the kinetic and potential

parts of the linearised energy 𝐸lin, respectively.
It should be emphasised that we have also analysed the evolu-

tions of other macroscopic quantities, such as the macroscopic func-
tions 𝜌𝑓 (𝑡) or 𝑈𝑓 (𝑡). However, the observed qualitative behaviours have
lways been consistent across all macroscopic quantities associated to
solution.

sotropic polytropes
We start with isotropic polytropic steady states (2.2) and analyse

he solution of the linearised Vlasov–Poisson system launched by the
nitial condition

(0) = 𝑤𝜕𝐸𝜑(𝐸). (4.11)

unctions of this form naturally appear in the mathematical analysis,
ee [35, Lemma 8.2] and [36, Ex. 2.1], which is why we focus on this
nitial condition here. Later, we will discuss the case of different initial
onditions.

For the polytropic exponents 𝑘 ∈ { 1
2 , 1}, the solutions depicted

in Fig. 4.1 show a (partially) undamped oscillatory behaviour. More
precisely, in the case 𝑘 = 1, the solution is partially damped for a
brief “initial damping phase” in the sense that the amplitude decreases
during the initial oscillations. Afterwards, the oscillation is undamped.
The same applies to 𝑘 = 1

2 , although the initial damping phase is less
ronounced. A qualitatively different behaviour can be observed in the
emaining cases of Fig. 4.1: For 𝑘 ∈ { 3

2 , 2,
5
2 , 3}, the solutions again show

an oscillatory behaviour, but they are fully damped in the sense that
𝐸lin
kin(𝑓 (𝑡)) and 𝐸lin

pot (𝑓 (𝑡)) decay to zero as 𝑡 gets larger. This behaviour
ears resemblance to the phenomenon of quasi-normal modes. The
amping seems to be stronger, i.e., faster, for larger polytropic expo-
ents 𝑘. As mentioned above, the evolutions of macroscopic functions
uch as the gravitational potential 𝑈𝑓 are qualitatively similar to the
nes observed in Fig. 4.1. In the cases 𝑘 ∈ {1, 32 }, this is illustrated in
ig. 4.2.

In order to determine in more detail the isotropic polytropes for
hich the solutions of the linearised Vlasov–Poisson system are fully
amped and those for which they are not, we analysed similar solutions
or more polytropic exponents 0 < 𝑘 ≤ 3 than in Fig. 4.1. The solutions

close to the threshold where the qualitative behaviour changes are
depicted in Fig. 4.3. In the case 0 < 𝑘 ≤ 1.2, we always observed that
he oscillations of the solutions are partially undamped. The slightly
ncreasing amplitude of the oscillation for 𝑘 = 1.2 in Fig. 4.3 – which

could be interpreted as a sign of instability of the underlying steady
state – is due to the numerics, which become slightly inaccurate after
the large amount of oscillations. For 1.3 ≤ 𝑘 ≤ 3, the solutions are
always fully damped. We refrain from assigning the case 𝑘 = 1.25 in
Fig. 4.3 clearly to one behaviour. The solution is probably fully damped
in this case too, but the damping is rather slow and there might also
be an undamped part of the solution.

Let us now discuss the case of more general initial conditions of
the linearised Vlasov–Poisson system. As explained in Section 4.1, each
undamped oscillation corresponds to a positive eigenvalue of . If an
initial condition orthogonal to all eigenfunctions to such eigenvalues
is chosen, the resulting solution will be fully damped. However, it is
not expected to arrive at such initial condition when choosing it to
be of the simple form (4.11). Indeed, we have also analysed solutions
of the linearised Vlasov–Poisson system launched by initial conditions
different to (4.11), e.g., 𝑓 (0) = 𝑤𝑗𝑓0 and 𝑓 (0) = 𝑤𝑗 𝜕𝐸𝜑(𝐸) with 𝑗 ∈
{0, 1, 2} as well as 𝑓 (0) =

√

𝑟2 +𝑤2 𝜕𝐸𝜑(𝐸). The qualitative behaviours
– i.e., the presence of undamped oscillations and their periods – were
identical to the ones discussed above for the initial condition (4.11);
the only difference was the extent to which an initial damping phase
like in the case 𝑘 = 1 in Fig. 4.1 was present. We hence conclude the
following:
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Fig. 4.1. Evolution of the linearised energy 𝐸 lin and its kinetic and potential parts 𝐸 lin
kin and 𝐸 lin

pot for the solutions of the linearised Vlasov–Poisson systems for isotropic polytropes (2.2)
with 𝑅max = 1 and polytropic exponents 𝑘 ∈ { 1

2
, 1, 3

2
, 2, 5

2
, 3}. The initial condition is (4.11) in all cases.

Fig. 4.2. Values of the gravitational potential 𝑈𝑓 = 𝑈𝑓 (𝑡, 𝑟) (colour gradient) at various time-radius pairs (𝑡, 𝑟) for the solutions of the linearised Vlasov–Poisson system for isotropic
polytropes (2.2) with 𝑅max = 1 and polytropic exponents 𝑘 = 1 (left panel) and 𝑘 = 3 (right panel). The initial condition is (4.11) in both cases.

Fig. 4.3. Evolution of 𝐸 lin, 𝐸 lin
kin, and 𝐸 lin

pot for the solutions of the linearised Vlasov–Poisson systems for isotropic polytropes (2.2) with 𝑅max = 1 and polytropic exponents
𝑘 ∈ {1.2, 1.25, 1.3}. The initial condition is (4.11) in all cases.
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Observation 4.1. For an isotropic polytropic steady state (2.2) with
polytropic exponent 0 < 𝑘 ≤ 1.2, the solutions of the linearised Vlasov–
Poisson system (launched by initial data like (4.11)) oscillate (partially)
undamped. In contrast, all solutions of the linearised Vlasov–Poisson system
are fully damped at a macroscopic level in the case of an isotropic polytrope
with 1.3 ≤ 𝑘 ≤ 3.

It should be noted that this observation is consistent with previous
umerical studies of the dynamics around isotropic polytropes (2.2).
n [21], damped oscillations were found close to the isotropic polytrope
ith polytropic exponent 𝑘 = 3

2 . These findings were verified in [27]
based on a numerical method that is more adapted to the Vlasov–
Poisson system than the 𝑁-body code used in [21]. Damped oscillations
were also observed for solutions close to the Plummer sphere (which
corresponds to an isotropic polytrope with 𝑘 = 7

2 ) in [26]. In [25] it
as found that perturbing isotropic polytropes with exponents 𝑘 ≤ 1

leads to “very weakly decaying modes”; we even consider these modes
to be undamped. It is also stated in [25] that the oscillations are
“strongly damped” for 𝑘 ≥ 1.2. Given that the observations from [25]
were derived from 𝑁-body simulations that had to be conducted with
considerably less computational resources than are currently avail-
able, this is nonetheless a remarkably high degree of consistency with
Observation 4.1. In [22], solutions close to isotropic polytropes with
exponents 𝑘 ∈ {− 3

2 ,−
1
2 ,

1
2 ,

3
2 ,

5
2 ,

7
2 } were studied. Undamped oscillations

ere found for 𝑘 ≤ 1
2 and a qualitatively different behaviour was

dentified for 𝑘 ≥ 3
2 . The most recent numerical study of the isotropic

olytropes was conducted in [24]. It is visible in [24, Fig. 6] that a
erturbation of the isotropic polytrope in the case 𝑘 = 1

2 leads to
n undamped oscillatory behaviour, that the perturbations get fully
amped in the case 𝑘 = 1.6, and that the qualitative behaviour is
nclear for 𝑘 = 1.2. However, it should be emphasised that all these
tudies were conducted at the non-linear level, which we will address
ater in Section 4.4.

Let us now relate the observed behaviour of solutions of the lin-
arised Vlasov–Poisson system to the theoretical results from the lit-
rature [32,35–37]. To do so, we consider the fundamental oscillation
eriod 𝑝 of the oscillatory motion of a solution, i.e., the period of the
scillation which is dominantly visible. We compute 𝑝 by taking the
ean distance of all succeeding zeros of 𝑡 ↦ 𝐸lin

kin(𝑓 (𝑡)) for the solution
launched by the initial condition (4.11) and multiply this value by 2. In
fact, we omit the first few zeros for this computation as the solution’s
behaviour can be somewhat different at the beginning, e.g., as during
the initial damping phase in the case 𝑘 = 1 in Fig. 4.1. Different
techniques to determine this period, such as using a discrete Fourier
transform, yield qualitatively similar results.

In the situation where the solution contains an undamped oscilla-
tory part, the fundamental oscillation period 𝑝 should correspond to an
eigenvalue 𝜆 of the linearised operator ; the connection between 𝑝
and 𝜆 is given by (4.7). Otherwise, in the case of full damping, the
solutions still exhibit periodic oscillations with a reasonably constant
fundamental oscillating period 𝑝. In this case, we also convert 𝑝 into 𝜆
using (4.7); 𝜆 is still expected to be an element of the spectrum of ,
but not an eigenvalue. In both cases, we refer to 𝜆 as the fundamental
spectral element.

It is now interesting to compare the fundamental spectral element 𝜆
to the essential spectrum of . The reason for this is that in the
theoretical works [32,35–37], only the presence of oscillatory modes
corresponding to eigenvalues of  below the bottom of the essential
spectrum is studied. Recall that 𝜎ess() is given by (4.6), i.e., it is
determined by the properties of the radial period function analysed in
Section 3. For various isotropic polytropes, this set together with the
fundamental spectral element 𝜆 is shown in Fig. 4.4. What is not visible
from the figure is that, for all isotropic polytropes shown, the essential
spectrum of  is connected.

We see in Fig. 4.4 that the fundamental spectral element 𝜆 is
always smaller than min(𝜎ess()) for isotropic polytropes with poly-

ropic exponents 0.1 ≤ 𝑘 ≤ 1.2. In the case 𝑘 = 1.25, the bottom

9 
f the essential spectrum coincides with 𝜆 (within the range of the
umerical (in)accuracies), while for larger polytropic exponents, 𝜆
ies inside 𝜎ess(). The similar behaviour persists for all polytropic
xponents 0 < 𝑘 ≤ 3 and is not restricted to the range selected in
ig. 4.4 for the sake of better visibility. We note that this is remarkably
onsistent with Observation 4.1: For all isotropic polytropes where the
ndamped oscillations suggest that the fundamental spectral element 𝜆
s an eigenvalue of , these eigenvalues are always isolated and not
mbedded into 𝜎ess(). In other words, the fundamental oscillation
eriod is larger than all individual radial particle periods within the
teady state. In the case 𝑘 = 1

2 , this observation has previously been
ade in [25, Fig. 2] at the non-linear level. For larger polytropic

xponents, all solutions of the linearised Vlasov–Poisson system are
amped and 𝜆 always lies in 𝜎ess(). This means that, in every case

where the solution is damped, the fundamental oscillation period or an
integer multiple of it equals the radial periods of individual particles
within the steady state. It is argued in [1, Sc. 5.3] that such resonance
necessarily leads to damping. Let us summarise these findings.

Observation 4.2. For isotropic polytropic steady states (2.2), there never
seems to be an eigenvalue embedded into the essential spectrum of the
linearised operator . More precisely, all eigenvalues seem to lie below the
essential spectrum. In the fully damped cases, the fundamental oscillation
periods correspond to elements of the essential spectrum of .

Let us also mention here that the above observations are consis-
tent with the numerical results obtained in [65, Sc. 8.5], where the
linearised Einstein–Vlasov system for isotropic polytropic steady states
with small redshift values is investigated. Such relativistic steady states
are close to the respective isotropic polytropes for the Vlasov–Poisson
system [66] and it is expected that the solutions of the linearised
Einstein–Vlasov system behave similarly to the ones of the linearised
Vlasov–Poisson system. It was found in [65, Sc. 8.5] that the transition
from oscillation to damping occurs close to the polytropic exponent
𝑘 = 1.2 for isotropic polytropes with small redshifts. This is very close
to the threshold value observed here, despite the analysis of a different
system in [65] and also despite the fact that the numerical methods
used in [65, Ch. 8] conceptually differ from the ones employed here.

King models
Let us now numerically analyse the situation where the underlying

steady state is a King model (2.3). We keep this part shorter than the
above analysis for the isotropic polytropes because the occurring effects
are somewhat similar. The evolution of solutions of the linearised
Vlasov–Poisson system for King models with different values of 𝜅 are
depicted in Fig. 4.5 in the same way as before. We have again chosen
the initial condition (4.11), but note that other initial data lead to
similar results.

Fig. 4.5 shows that King models with small values of 𝜅 lead to
(partially) undamped oscillatory solutions of the linearised Vlasov–
Poisson system, while all solutions are fully damped for larger values
of 𝜅. This also holds for more general 𝜅-values than those included in
the figure. King models with a large value of 𝜅 correspond to more
concentrated steady states, recall Fig. 2.3. Because all King models are
equally regular, we conclude that the regularity of a steady state – in
particular, at the boundary of its phase space support – cannot be the
only factor determining the existence of undamped oscillatory modes.
It has previously been observed in the literature at the non-linear level
that perturbing different King models can either lead to undamped
oscillations [24] or to fully damped solutions [25, Sc. 2].

For the King models, it seems rather difficult to determine the
precise threshold between undamped oscillations and fully damped
behaviour. Our impression is that this transition proceeds much more
slowly for the King models when increasing 𝜅 compared to when
increasing the polytropic exponent 𝑘 for the isotropic polytropes. In
fact, for a wide range of King models, the behaviour of the solutions of
the linearised Vlasov–Poisson system is somewhat similar to the case
𝑘 = 1.25 in Fig. 4.3 which we cannot confidently classify as being fully

damped or not. We are, nonetheless, certain to state the following:
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Fig. 4.4. The green boxes illustrate the essential spectra of the linearised operators  associated to isotropic polytropes (2.2) with 𝑅max = 1 and polytropic exponents 0.1 ≤ 𝑘 ≤ 2.
The purple dots depict the fundamental spectral elements 𝜆 which correspond to the fundamental oscillation periods of the solutions of the linearised Vlasov–Poisson system.
Fig. 4.5. Evolution of 𝐸 lin, 𝐸 lin
kin, and 𝐸 lin

pot for the solutions of the linearised Vlasov–Poisson systems for King models (2.3) with parameters 𝜅 ∈ {1, 3
2
, 2, 5

2
, 3, 4}. The initial condition

is (4.11) in all cases.
Observation 4.3. For King models with small values of the parameter 𝜅
(at least 1

2 ≤ 𝜅 ≤ 3
2 ), the solutions of the linearised Vlasov–Poisson

system (launched by initial data like (4.11)) exhibit a partially undamped
oscillatory behaviour. In contrast, for King models with larger values of 𝜅
(at least 5

2 ≤ 𝜅 ≤ 4), the solutions of the linearised Vlasov–Poisson system
are fully damped (at the macroscopic level).

In contrast to the isotropic polytropic case, comparing the funda-
mental spectral elements 𝜆 with the essential spectra of the linearised
operators  does not provide any further insights into the onset of
fully damped behaviour for the King models when increasing 𝜅. This is
because, for all values of 𝜅 > 1 we analysed, the fundamental spectral
elements 𝜆 are in such close proximity to min(𝜎ess()) that – given
the inherent numerical inaccuracies – it is not possible to clearly say
whether 𝜆 lies in the essential spectrum of  or just below it. At the non-
linear level, this phenomenon for one fixed King model has previously
been observed in [25, Fig. 2]. Let us, nonetheless, emphasise that we
have never clearly observed 𝜆 lying inside 𝜎ess() in a case where
the solutions of the linearised Vlasov–Poisson system partially oscillate
undamped or where we are uncertain of the occurring behaviour.
10 
Indeed, for 1
2 ≤ 𝜅 < 1, the fundamental spectral elements always lie

below min(𝜎ess()).

Anisotropic polytropes
We next consider the anisotropic polytropic steady states (2.4). As

before, we find that the solutions of the linearised Vlasov–Poisson sys-
tem either oscillate partially undamped or that they are fully damped.
Fig. 4.6 displays which polytropic exponents 𝑘 and 𝓁 lead to which
of these behaviours. We have determined the qualitative behaviour in
the same way as above, i.e., by analysing the evolution of 𝐸lin

kin up
to a final time of about 𝑡 = 50. In some situations, the behaviour is
similar to the isotropic polytropic case 𝑘 = 1.25, recall Fig. 4.3, and
we cannot confidently assign it clearly to one behaviour. We used the
same initial condition as before, i.e., 𝑓 (0) = 𝑤𝜕𝐸𝜑(𝐸,𝐿), but again
note that other initial data lead to similar results. Fig. 4.6 can be seen
as an extension of [17, Fig. 5]. However, the focus in [17] lies on
the non-linear (in)stability of anisotropic polytropes with non-positive
polytropic exponents 𝑘 and 𝓁, which we do not consider here.

Fig. 4.6 shows that undamped oscillatory behaviour exists for
smaller values of the polytropic exponent 𝑘 and for larger values of
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Fig. 4.6. Qualitative behaviour of solutions of the linearised Vlasov–Poisson system for polytropes (2.4) with different polytropic exponents 𝑘 > 0 and 𝓁 ≥ 0 satisfying 𝑘 < 3𝓁 + 7
2
.

Either there are parts of the solutions which oscillate undamped (red circles), or the solutions are fully damped (blue crosses), or we cannot say for sure which of these two cases
is present (black squares). The dashed purple line corresponds to 𝜋2

12
𝑘 − 𝜋

3
𝓁 = 1.
the other polytropic exponent 𝓁. Hence, because the smoothness of a
polytrope increases with both 𝑘 and 𝓁, cf. [36, Rem. 3.17] and [57,
Rem. A.3.5], we conclude that the presence of an oscillatory mode is
not solely determined by the steady state regularity. Instead, it appears
that a greater degree of anisotropy of the steady state, corresponding to
a larger value of 𝓁, increases the likelihood of undamped oscillations.
This has previously been observed in [24] at the non-linear level.
There it is argued that steady states with small 𝓁 are somewhat more
homogeneous which, in the light of the results known in the plasma
physics case [67], ought to correspond to more damping.

A new insight provided by Fig. 4.6 is that the presence of undamped
oscillations or damping appears to depend on the polytropic expo-
nents 𝑘 and 𝓁 in a linear way. Concretely, the dashed line included into
the figure – which has been fitted by manual trial and error – separates
the two regimes quite well, despite the inherent inaccuracies of the
numerics. In the isotropic case 𝓁 = 0, this line suggests that the tran-
sition from undamped oscillations to damping occurs at the polytropic
exponent 𝑘 = 12

𝜋2
≈ 1.22, which is consistent with Observation 4.1.

Observation 4.4. The following linear relation between the polytropic
exponents 𝑘 and 𝓁 of an anisotropic polytrope (2.4) and the qualitative
behaviour of the solutions of the linearised Vlasov–Poisson system applies
to high accuracy: There exist undamped oscillatory solutions if and only if

𝜋2

12
𝑘 − 𝜋

3
𝓁 < 1. (4.12)

This observation is consistent with [24, Fig. 6 (d)], where an un-
damped oscillation was found close to a polytrope with 𝑘 = 3 and 𝓁 = 5
at the non-linear level.

Recall that the radial particle periods are unbounded within an
anisotropic polytrope with 𝓁 > 0, cf. Section 3.1. Thus, by (4.6), the
essential spectrum of the linearised operator is of the form 𝜎ess() =
[0,∞[ in this case. Because any oscillatory mode corresponds to a
positive eigenvalue of , the above observation hence shows that we
cannot expect the absence of embedded eigenvalues for anisotropic
polytropic steady states with 𝓁 > 0. This is in sharp contrast to the
isotropic case 𝓁 = 0, recall Observation 4.2.

Polytropic shells
Lastly, we consider polytropic shells (2.5) with 𝜅 = 1. As to be ex-

pected, if there exist undamped oscillatory solutions for an anisotropic
polytrope with exponents 𝑘,𝓁 > 0, the same can also be observed for
polytropic shells with the same polytropic exponents and 0 < 𝐿0 ≪ 1. In
addition, the oscillation periods in these cases are close to each other,
as are the values of the radial period functions. Because 𝑇max = ∞ in
the case 𝐿 = 0, we also observe that for small values of 𝐿 > 0, the
0 0
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fundamental oscillation period of an oscillatory solution is in resonance
with the radial periods of individual particles. As discussed above,
this corresponds to an eigenvalue of  embedded into its essential
spectrum. Hence, the absence of embedded eigenvalues does not hold
in general for polytropic shells, although 𝑇max < ∞ for these models.
For polytropic exponents corresponding to fully damped solutions in
the case 𝐿0 = 0, we observe the same behaviour for 0 < 𝐿0 ≪ 1.

When increasing the parameter 𝐿0 > 0, we never observe such fully
damped solutions. For instance, for all polytropic shells with 𝐿0 =
1 = 𝜅 and polytropic exponents 𝑘,𝓁 > 0 contained in Fig. 4.6, the
solutions of the linearised Vlasov–Poisson system are oscillating par-
tially undamped. The fundamental oscillation periods of these solutions
correspond to eigenvalues of  below the essential spectrum.

The same behaviour of solutions can also be observed for gen-
eral 𝐿0 > 0 if the polytropic exponents satisfy 𝑘+𝓁 ≤ 0; we have again
analysed the explicit examples listed before Observation 3.1. In total,
we conclude the following:

Observation 4.5. For all polytropic shells (2.5) with polytropic exponents
𝑘,𝓁 > 0 and 0 < 𝐿0 ≪ 1, the solutions of the linearised Vlasov–
Poisson system behave similarly to the respective solutions in the anisotropic
polytropic case 𝐿0 = 0 (cf. Observation 4.4). If 𝐿0 > 0 is not too small,
the solutions of the linearised Vlasov–Poisson system always possess an
undamped oscillatory part, regardless of 𝑘 and 𝓁. Undamped oscillatory
solutions can also be observed for all polytropic shells with general 𝐿0 > 0
provided that 𝑘 + 𝓁 ≤ 0.

Perturbations of polytropic shells at the non-linear level have been
analysed in [24, Sc. 5]. There, undamped oscillations were found close
to all polytropic shells; a likely explanation for this is that very small
values of 𝐿0 > 0 were not considered in [24].

4.3. Mathematical explanations for the linearised dynamics

Let us now discuss whether the observations from the previous
section regarding the solutions of the linearised Vlasov–Poisson system
can be explained rigorously by results derived in the literature.

As reviewed in Section 3.1, the properties of the radial period
function 𝑇 can imply the presence of oscillatory modes in certain
situations. For instance, [35, Thm. 8.15] together with the properties
of 𝑇 from Observation 3.1 prove the existence of oscillatory modes
around polytropic shells (2.5) with 𝑘+𝓁 ≤ 0. This is consistent with our
simulations of the solutions of the linearised Vlasov–Poisson system in
these situations, cf. Observation 4.5.
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Another criterion for the existence of undamped oscillatory solu-
tions is derived in [36, Cor. 2.2]: If

sup
𝑅min<𝑟≤𝑅max

𝑈 ′
0(𝑟)
𝑟

< 4𝜋2

𝑇 2
max

, (4.13)

the linearised operator  possesses an eigenvalue below its essential
spectrum, i.e., an eigenvalue between 0 and min(𝜎ess()) = 4𝜋2

𝑇 2
max

. Al-
though this criterion is only proven in [36] for suitable isotropic steady
states, it can be extended to all steady states from Section 2, cf. [57,
Lemma 4.5.19]. However, for isotropic steady states, one can use that
𝑅min = 0, (2.17), and the monotonicity of

𝑈 ′
0
𝑟 [36, Lemma A.6 (a)] to

rewrite the left-hand side of (4.13) as follows:

sup
𝑅min<𝑟≤𝑅max

𝑈 ′
0(𝑟)
𝑟

= 4𝜋
3

𝜌0(0) =
4𝜋
3

𝑔(𝜅). (4.14)

We have checked (4.13) for all steady states analysed above and indeed
identified two situations where the criterion is satisfied. Firstly, (4.13)
holds for isotropic polytropes (2.2) with small polytropic exponents
𝑘 > 0 (smaller than about 0.03). One way to prove this rigorously could
be to consider the limiting case 𝑘 = 0. Although this case is not included
in most parts of the analysis because the stability condition (1.8) does
not hold, the corresponding steady state is rather simple (𝑓0 ≡ 1
inside the steady state support). It might hence be possible to show the
validity of (4.13) in this situation – concretely, our simulations show
that the ratio of the right-hand side and left-hand side of (4.13) is about
1.03 for the isotropic polytrope (2.2) with 𝑘 = 0. Secondly, (4.13) is
satisfied for polytropic shells (2.5) provided that the parameter 𝐿0 > 0
is not too small. For instance, (4.13) holds in the case 𝑘 = 𝓁 = 𝜅 = 1
as long as 𝐿0 ≥ 1

100 . The similar behaviour can also be observed
for general polytropic exponents 𝑘 and 𝓁, regardless of whether 𝓁
is positive or negative. It should be noted that all these situations
where (4.13) implies the existence of oscillatory modes are consistent
with the behaviour of solutions of the linearised system observed above,
recall Observations 4.1 and 4.5.

Another criterion for the presence of oscillatory modes is [36,
Cor. 4.16]. It states that there exists an oscillatory mode around a
steady state if the supremum of its period function 𝑇 on (the open set)
D0 is attained as a maximum on this set. However, none of the steady
states considered here satisfy it, cf. Observation 3.2.

Other criteria for the existence of undamped oscillatory solutions of
the linearised Vlasov–Poisson system like [35, Thm. 8.11(a)] and [36,
Thm. 4.13] involve quantities which depend on the steady state in a
rather difficult way. It is, of course, desirable to be able to numerically
check these criteria in the future, cf. Section 5.

The damped behaviour of solutions of the linearised Vlasov–Poisson
system is quite elusive from a mathematics point of view; see [34] for
preliminary results in this direction.

4.4. Comparison between pure transport, linearised, and non-linear system

In this section we compare the behaviour of solutions of the lin-
earised Vlasov–Poisson system observed above to that of related sys-
tems. Most importantly, we investigate whether solutions of the lin-
earised system indeed explain the behaviour of solutions of the (non-
linearised) Vlasov–Poisson system (1.1)–(1.3) close to steady states.
Although solutions of the latter type have often been investigated nu-
merically before [16–18,21–25,28,29], the transition from non-linear
to linearised system has not yet been studied. It is, however, crucial
to understand whether any effects occur during this transition because
the behaviour of solutions at the non-linear level is often explained
by theoretical considerations at the (mathematically simpler) linearised
level.

Similar to Section 4.2, we will visualise the behaviour of solutions
of the non-linear Vlasov–Poisson system using their kinetic energy

𝐸kin(𝑓 (𝑡)) ∶= 𝐸lin (𝑓 (𝑡)) = 1
|𝑣|2 𝑓 (𝑡, 𝑥, 𝑣)d(𝑥, 𝑣). (4.15)
kin 2 ∫

12 
The simulations in [24] show that the qualitative behaviour of a
solution of the non-linear Vlasov–Poisson can be observed alike in the
evolution of 𝐸kin or in the one of other macroscopic quantities like the
functions 𝜌 and 𝑈 . In particular, the qualitative behaviour is also visible
in the outer radius of the solution

𝑅max(𝑡) ∶= sup{|𝑥| ∣ ∃(𝑥, 𝑣) ∈ R3 × R3 ∶ 𝑓 (𝑡, 𝑥, 𝑣) ≠ 0}, (4.16)

so that any oscillation is of pulsating nature, i.e., the (radial) support
of the solution expands and contracts in a time-periodic way.

For the non-linear Vlasov–Poisson system, we consider solutions
launched by the initial condition

𝑓 (0) = 𝛼 𝑓0, (4.17)

which should be interpreted as a perturbation of the steady state 𝑓0.
The strength of the perturbation is given by the difference of the pertur-
bation amplitude 𝛼 and 1. In [24] it was found numerically that different
types of perturbations – including physically more natural ones such
as dynamically accessible perturbations – lead to qualitatively similar
solutions. For different choices of 𝛼 and a fixed isotropic polytropic
steady state, the resulting solutions are shown in Fig. 4.7.

Because the underlying steady state used in Fig. 4.7 is stable, the so-
lutions remain closer to the steady state if one decreases the strength of
the perturbation. This effect is also present around steady states where
the solutions behave in a qualitatively different way. In Fig. 4.7, we see
that all solutions are undamped oscillatory. However, the oscillation
periods are not identical; for instance, they are (slightly) different for
𝛼 = 1.01 and 𝛼 = 1.0001. Nonetheless, the oscillation periods seem to
converge to a fixed value as the strengths of the perturbations tend to
zero. The same observation has previously been made in [24, Fig. 5];
there, also different types of perturbations were taken into account.
Notice that in the case 𝛼 = 1, the slight oscillation of the solution is
ue to numerical errors acting in the same way as a perturbation on
he steady state.

As an aside, let us further note that in the case of a strong per-
urbation (𝛼 = 1.1 or 𝛼 = 0.9 in Fig. 4.7), the solution shows a
uperposition of multiple oscillatory motions. An explanation for this
ight be that the strong perturbation carries parts of the solution

o different steady states, around which they oscillate with differing
eriods. Multiple oscillations for rather strong perturbations of steady
tates have also been observed in [24, Figs. 7 and 8]. We will not
iscuss this phenomenon here further and instead focus on solutions
hat are closer to a steady state because only these solutions are related
o the linearised Vlasov–Poisson system.

In Fig. 4.8 we depict the evolution of solutions of the non-linear
lasov–Poisson system close to some isotropic polytropes (2.2). This

igure is the non-linear analogue of Fig. 4.1; we will discuss the con-
ections between both figures below.

We also compare the solutions of the linearised Vlasov–Poisson
ystem to the ones of the pure transport equation

𝑡𝑓 +  𝑓 = 0; (4.18)

ecall the definition (4.2) of the transport operator  associated to a
teady state. In certain settings, it has been argued that influence of
he gravitational response of the perturbation in the linearised Vlasov–
oisson system (4.1) is negligible [30, p. 280], which leads to the
implified system (4.18). Fig. 4.9 depicts the solutions of the pure
ransport equation which are similar to those from Fig. 4.1 for the
inearised Vlasov–Poisson system.

We can see in Fig. 4.9 that the solutions of the pure transport
quation for isotropic polytropes oscillate, but are all fully damped.
his is to be expected in the light of the damping statements established

n [30,38,40,41]. All these results rely on certain assumptions on the
eriod function 𝑇 (or related functions) which are related to the strict
onotonicity of 𝑇 with respect to the particle energy, recall Observa-

ion 3.1. In Fig. 4.9 we again focused on the initial condition (4.11)
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Fig. 4.7. Evolution of the kinetic energy 𝐸kin for the solutions of the Vlasov–Poisson system launched by the initial condition (4.17) with perturbation amplitudes 𝛼 ∈
{1.1, 1.01, 1.001, 1.0001, 1, 0.9999, 0.999, 0.99, 0.9}, where 𝑓0 is the isotropic polytrope (2.2) with 𝑘 = 1 and 𝑅max = 1.
Fig. 4.8. Evolution of the kinetic energy 𝐸kin for the solutions of the Vlasov–Poisson system launched by the initial condition (4.17) with 𝛼 = 1.001 for the isotropic polytropes 𝑓0 (2.2)
with 𝑅max = 1 and polytropic exponents 𝑘 ∈ { 1

2
, 1, 3

2
, 2, 5

2
, 3}.
used above. It should, however, be pointed out that all initial data
depending only on 𝐸 and 𝐿 lead to constant-in-time solutions of (4.18)
because these functions are in the nullspace of  , cf. [4, Thm. 2.2].
All other initial data lead to a fully damped solution. As an aside, we
note that the damping rates of solutions of the pure transport equation
depend on the initial conditions. Nonetheless, the conclusions we draw
below about the solutions of the pure transport equation apply to all
initial data.

Comparing Figs. 4.1 and 4.9, the most striking difference is the
presence of undamped oscillations for the linearised Vlasov–Poisson
system. Furthermore, in the cases where the solutions of the linearised
Vlasov–Poisson system are fully damped, the damping is stronger for
the pure transport equation. In addition, the fundamental oscillation
periods for the solutions of the linearised Vlasov–Poisson system are
different to those of the pure transport equation – the periods are
always longer for the former system. All these differences are visible
more clearly in Fig. 4.10.

Fig. 4.10 shows that the solutions in the isotropic polytropic case
𝑘 = 1 at the non-linear and linearised level are both partially undamped
13 
oscillatory with a similar oscillation period. The different behaviours at
the beginning of the simulations result in the oscillations to be slightly
shifted; this is to be expected because the amplitude perturbation (4.17)
for the non-linear system works in a conceptionally different way
compared to the initial condition (4.11) used for the linearised system.
In the case 𝑘 = 3

2 , we can see that the fundamental oscillation periods
are identical at the non-linear and linearised level and that the damping
rates are similar. The fact that the simulations at the non-linear and
at the linear level yield similar results is also visible by comparing
Figs. 4.1 and 4.8.

So far we have only discussed the connections between non-linear
system, linearised system, and the pure transport equation for a few
isotropic polytropes. We have analysed this connection for all steady
states considered above, i.e., for more general isotropic polytropes
(2.2), King models (2.3), anisotropic polytropes (2.4), and polytropic
shells (2.5). The findings are always consistent with the above situation,
and we thus arrive at the following conclusion:

Observation 4.6. The solutions of the non-linear Vlasov–Poisson system
close to a steady state behave similarly to the solutions of the respective
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Fig. 4.9. Evolution of the linearised energy 𝐸 lin and its kinetic and potential parts 𝐸 lin
kin and 𝐸 lin

pot for the solutions of the pure transport equation (4.18) for isotropic polytropes (2.2)
with 𝑅max = 1 and polytropic exponents 𝑘 ∈ { 1

2
, 1, 3

2
, 2, 5

2
, 3}. The initial condition is (4.11) in all cases.
Fig. 4.10. The top panels show the evolutions of the kinetic energy (4.15) for the solutions of the Vlasov–Poisson system launched by the initial condition (4.17) with 𝛼 = 1.001
for the isotropic polytropes 𝑓0 (2.2) with polytropic exponents 𝑘 ∈ {1, 3

2
} and 𝑅max = 1. Below are the evolutions of the linearised kinetic energy (4.8) of the solutions of the

linearised Vlasov–Poisson system (middle) and the pure transport equation (4.18) (bottom) launched by the initial condition (4.11) for the same two steady states.
linearised system. More precisely, if the solutions of the linearised Vlasov–
Poisson system oscillate partially undamped for some steady state, the
solutions of the non-linear system close to the same steady state do so as
well, and the oscillation periods are similar. If the solutions of the linearised
system are fully damped at the macroscopic level, so are the solutions of the
non-linear Vlasov–Poisson system close to the respective steady state, and
the damping is equally strong. All these statements require that the solution
of the non-linear system is sufficiently close to the respective steady state,
i.e., the perturbation is sufficiently weak.

In contrast, the solutions of the pure transport equation (4.18) behave in
a qualitatively different way to the solutions of the Vlasov–Poisson system.

5. Outlook

Let us now discuss some topics for further research. We start with
open question for which the extension of the numerical methods devel-
oped here should prove enlightening. Firstly, the numerics can be used
14 
to study the damping rates of macroscopic quantities. These rates can
be determined for solutions of the pure transport system (4.18), where
theoretical results on quantitative decay rates were derived in [40,41].
The numerics allow for the determination of the optimal decay rates
for different macroscopic quantities and how these depend on the
initial data or the underlying steady state. The decay rates can also
be studied in the context of the full linearised Vlasov–Poisson system,
where no quantitative damping results are available. In order to be
able to carry out such an analysis efficiently for a large number of
solutions, however, it is first necessary to determine for which steady
states there are fully damped solutions of the linearised Vlasov–Poisson
system and for which there are undamped oscillatory parts. A fast
predictor for the latter question can, e.g., be implemented numerically
by adapting the deep learning based methods from [68]. Secondly, the
numerics can be used to investigate which steady states violating (1.8)
are unstable. Recall that we are considering the system in spherical
symmetry here, i.e., we aim to identify steady states that are unstable
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against spherically symmetric perturbations. Some evidence that such
radial instabilities are considerably harder to find than instabilities
against general perturbations is presented in [69,70]. Some numerical
investigations regarding the radial instability of steady states were
conducted in [16,17], theoretical results (at the linearised level) were
derived in [71]. The only explicitly known examples for radially un-
stable steady states are those considered in [72]. It is also of interest
to numerically investigate the evolution of an unstable steady state
after a perturbation at the non-linear level; see [42] for a similar
study in the relativistic setting. Thirdly, it is of interest to extend
the numerical methods developed here so that they also cover related
settings studied in the literature, e.g., the case of steady states with
unbounded supports, the system with an external potential, or the
relativistic Vlasov–Poisson system.

Let us next discuss a few open mathematical problems (in addition
to those already mentioned in Section 4.3) that we consider particularly
promising after the numerical analyses carried out here. The above
observations suggest that the presence of undamped oscillations (both
at the linearised and non-linear level) is monotonic with respect to
certain steady state parameters. For instance, the presence of undamped
oscillations seems to be monotonic in the polytropic exponents 𝑘 and 𝓁
of polytropes (2.4) (cf. Observations 4.1 and 4.4), in the parameter 𝜅 of
the King models (2.3) (cf. Observation 4.3), and in the parameter 𝐿0 of
polytropic shells (2.5) (cf. Observation 4.5). One way of proving these
statements rigorously might be via the approach used in [35,36], where
the presence of oscillatory modes is translated into a single number
depending on the steady state to be > 1. It is hence possible that
this number is already monotonic with respect to the aforementioned
steady state parameters; of course, it would also be helpful to first check
this claim numerically. In addition to such monotonicities, it seems
promising to determine the qualitative dynamics around steady states
in certain limiting case, in particular, in the following two situations.
On the one hand, Observation 4.3 shows the presence of macroscopic
damping around King models in the limit 𝜅 → ∞; see [56] for a
careful analysis of this limit and [73, Sc. 3.4] for related results in the
relativistic case. On the other hand, Observation 4.5 shows the presence
of oscillatory modes around polytropic shells in the limit 𝐿0 → ∞; recall
that the discussion in Section 4.3 shows that the criterion from [36,
Cor. 2.2] holds for these steady states. Finally, Observation 4.6 suggests
that the qualitative behaviour of solutions of the Vlasov–Poisson system
close to a steady state is accurately described by solutions of the
respective linearised system, and it would of course be most interesting
to verify this rigorously. A first step in this direction would be to
prove that an oscillatory mode leads to undamped oscillations at the
non-linear level. A similar result has been established in the fluid
case in [74]; the approach used there suggests that the different (but
equivalent) linearisation schemes developed in [35, Sc. 3] are useful
for this task.

6. Conclusion

In this work we have numerically investigated the dynamics of
spherical galaxy models close to stable equilibria, more precisely, the
behaviour of solutions around stable steady states of the gravitational
Vlasov–Poisson system in spherical symmetry. As reviewed in Section 1,
these dynamics have been extensively studied in both the astrophysical
and mathematical literature, yet rigorous results remain scarce.

The steady states considered here are among the most commonly
analysed in the literature: Isotropic and anisotropic polytropes, King
models, and shells. These models have been introduced and visualised
in Section 2. One obstacle that has been encountered in numerous
theoretical works on the dynamics surrounding these steady states
are unknown properties of the radial particle periods within them. In
Section 3.2, we have conducted the first numerical analysis of these
particle periods. Our findings indicate that for all isotropic steady states
and some shells, the longest radial particle periods occur for particles
15 
with the largest radial orbit and that the periods increase in the particle
energy.

A detailed numerical analysis of the dynamics around the steady
states has then been conducted in Section 4. The initial focus was on
the perturbation analysis at the linearised level because this setting is
usually considered in theoretical works but rarely in numerical works.
The analysis confirmed that around each steady state, the solutions
are either macroscopically damped or parts of the solutions oscillate
around the equilibrium. A new linear relation between these qualitative
behaviours and the exponents of polytropic steady states has been
identified. For the King models, undamped oscillations have been found
around not too concentrated steady states, while full damping has been
found for more concentrated King models. For shells with a sufficiently
large inner vacuum region we have always observed undamped oscil-
latory solutions. In Section 4.4, the dynamics at the linearised level
have then been compared with those of the actual non-linear system
close to the respective steady states. This comparison provides the first
numerical evidence that the qualitative behaviour of solutions of the
Vlasov–Poisson system close to equilibria is indeed generally governed
by the linearised system.

As outlined in Section 5, the analysis conducted here opens up a
multitude of new questions. These encompass both further numerical
issues as well as theoretical problems that can hopefully be addressed
more effectively with the aid of the findings presented here.
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Appendix. Numerical methods

In this appendix we describe the numerical methods employed to
obtain the above observations. The methods are based on the ones
used in [42,43,75] to simulate the Einstein–Vlasov system and the ones
from [24] used for the Vlasov–Poisson system. The code used for the
simulations is written in C++ in an object-oriented way. We have tried
to maintain the code as simple as possible; in particular, by avoiding
the use of specialised programming libraries. It is our intention that the
code will facilitate further numerical investigations, which is why we
made it publicly available at https://github.com/c-straub/radVP. Most
of the simulations were run on the supercomputers provided by the
Keylab HPC of the University of Bayreuth.

https://github.com/c-straub/radVP
https://github.com/c-straub/radVP
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A.1. Steady states

For a prescribed ansatz of the form (2.1) and 𝜅 > 0, it is shown
n Section 2 that computing a steady state (and the macroscopic func-
ions associated to it) corresponds to solving the integro-differential
quation (2.11) with boundary condition (2.12). This is implemented
umerically via the midpoint method with a radial step size ≤ 10−6.
he function 𝑔 defined in (2.10) is evaluated by computing the integral
ia the composite Simpson’s rule with 500 steps. In the polytropic
ases (2.2) and (2.4), we instead use the explicit formula for 𝑔 men-
ioned in Section 2. Families of steady states are calculated by executing
everal calls of the above algorithm in parallel using pthreads.

As a steady state only needs to be computed once for its further
nalysis, the steady state computation can be carried out with high
ccuracy. We have ensured this accuracy by verifying that increasing or
ecreasing the step size by a factor of 2 during the calculation does not
esult in any significant changes in the resulting steady state. For steady
tates with a concentrated region, however, we had to use smaller step
izes to guarantee an accurate computation. For instance, we used step
izes between 10−7 and 10−8 for King models (2.3) with 𝜅-values larger
han 3.

.2. Radial particle periods

For a fixed steady state 𝑓0 computed as described above, our aim is
o numerically calculate the radial period function 𝑇 (𝐸,𝐿) for (𝐸,𝐿) ∈
0; recall Section 3.1 for the definitions of these quantities. We do not
se the integral representation of 𝑇 (𝐸,𝐿) mentioned in Section 3.1 for
his task because it corresponds to a singular integrand; this integral
epresentation has been used, e.g., in the numerical study [72]. Instead,
e compute (the relevant parts of) the solution (𝑅,𝑊 )(⋅, 𝐸, 𝐿)∶R →

]0,∞[ × R of the radial characteristic system (3.1) with parameter 𝐿
satisfying the initial condition (𝑅,𝑊 )(0, 𝐸, 𝐿) = (𝑟+(𝐸,𝐿), 0). We prefer
to use the initial condition (𝑟+(𝐸,𝐿), 0) instead of (𝑟−(𝐸,𝐿), 0) here due
to numerical reasons: The effective potential 𝛹𝐿(𝑟) is rather steep at 𝑟 ≈
0, which makes the calculation of 𝑟−(𝐸,𝐿) prone to numerical errors, in
particular, for small values of 𝐿. In order to determine 𝑇 (𝐸,𝐿), we just
have to wait until the velocity component of the solution (𝑅,𝑊 )(⋅, 𝐸, 𝐿)
becomes positive because
1
2
𝑇 (𝐸,𝐿) = inf{𝑠 ≥ 0 ∣ 𝑊 (𝑠, 𝐸, 𝐿) > 0}. (A.1)

To compute (𝑅,𝑊 )(⋅, 𝐸, 𝐿), we actually do not solve (3.1) directly
ut instead transform (back) to Cartesian coordinates in which the char-
cteristic system has the form (2.6). More precisely, for given (𝑟, 𝑤,𝐿),
ssociated Cartesian coordinates satisfying (1.5) are, e.g., given by

= (𝑟, 0, 0), 𝑣 = (𝑤,

√

𝐿
𝑟

, 0). (A.2)

After transforming the initial condition (𝑟+(𝐸,𝐿), 0, 𝐿) to Cartesian
coordinates in this way, we solve (2.6) until 𝑥 ⋅ 𝑣 = 𝑟𝑤 becomes positive
and obtain the value of 𝑇 (𝐸,𝐿) via (A.1). The reason why it is more
convenient to work in Cartesian coordinates is that it avoids difficulties
that would otherwise arise close to the spatial origin 𝑟 = 0; these
difficulties would be particularly pronounced for small values of 𝐿.
In addition, we can include the purely radial case 𝐿 = 0 in this
computation and also calculate 𝑇 (𝐸, 0); this value is to be understood
as the continuous extension of the period function to 𝐿 = 0 [36,
Lemma 3.12]. The price we pay, however, is that the six-dimensional
system (2.6) is numerically more expensive to solve than the planar
system (3.1). To solve (2.6) numerically, we use the fourth-order
Runge–Kutta method with a time step size ≤ 10−6. More precisely, the
heuristic of utilising the same step size for this computation as for the
steady state computation has been employed. This guarantees that the
𝑇 -computation is sufficiently accurate for steady states with a dense

region at their centre.

16 
One way to verify the accuracy of the above numerical computation
of the period function is to compare it with the explicit extension
formulae to minimal energies (𝐸min

𝐿 , 𝐿). By [36, Lemma 3.8] or [38,
Eqn. (B4)], a continuous extension of 𝑇 is given by

𝑇 (𝐸min
𝐿 , 𝐿) = 2𝜋

√

𝛹 ′′
𝐿 (𝑟𝐿)

= 2𝜋
√

4𝜋𝜌0(𝑟𝐿) +
𝑈 ′
0(𝑟𝐿)
𝑟𝐿

, 𝐿 > 0. (A.3)

xtensive testing has shown that this indeed extends the values of
(𝐸,𝐿) for (𝐸,𝐿) ∈ D0 in a continuous way with high accuracy. This
emonstrates that our numerical computation of the period function
(𝐸,𝐿) works accurately, even in the near circular regime 𝐸 ≈ 𝐸min

𝐿
here the solutions of (3.1) are confined to a small radial interval. Fur-

hermore, we have ensured the accuracy of the numerics by verifying
hat changing the time step size with a factor of 2 does not significantly
nfluence the computed values.

For several aspects of the analysis in Section 3.2 – e.g., to accurately
ompute the supremum of 𝑇 on D0 – it is necessary to evaluate
he period function on large sets of (𝐸,𝐿)-pairs. This is realised by
erforming several evaluations of the period function in parallel using
threads once more. To determine the minimal and maximal peri-
ds 𝑇min and 𝑇max as well as to create plots like the ones in Fig. 3.1,
e computed the period function on a grid containing between 105 and
06 values of (𝐸,𝐿) ∈ D0. When computing 𝑇min and 𝑇max, we also used
he values of the extension (A.3) and, in the case 𝐿0 = 0 in (2.1), the
xtension of 𝑇 to 𝐿 = 0. In order to investigate the monotonicity of 𝑇
n D0 with respect to one of its variables, we analysed the functions
(⋅, 𝐿) and 𝑇 (𝐸, ⋅) for more than 500 values of 𝐿 and 𝐸, respectively,
nd allowed for an error of 5 ⋅ 10−5.

.3. The linearised Vlasov-Poisson system

For a fixed steady state 𝑓0 computed as described in Appendix A.1,
et us now describe how to simulate the associated linearised Vlasov–
oisson system; recall Section 4.1 for theoretical backgrounds on this
ystem. We have adapted the numerical method from that used to
imulate the non-linear Vlasov–Poisson system, which we will discuss
elow in Appendix A.5. Later we discovered that similar methods had
lready been used in the astrophysics literature (albeit in different
ettings) in [18,20,28].

We first rewrite the linearised Vlasov–Poisson system (4.1) in a
ore convenient form for purposes of numerical simulations. In partic-
lar, we do not use second-order formulations like (4.3) here because
irst-order formulations are more practical for the numerics. For (𝑥, 𝑣) ∈
3 × R3, let (𝑋, 𝑉 )(⋅, 𝑥, 𝑣)∶ R → R3 × R3 denote the solution of the
haracteristic system in Cartesian coordinates (2.6) satisfying the initial
ondition (𝑋, 𝑉 )(0, 𝑥, 𝑣) = (𝑥, 𝑣). Differentiating (4.1) shows that for
ny spherically symmetric solution 𝑓 = 𝑓 (𝑡, 𝑥, 𝑣) of the linearised
lasov–Poisson system,

𝑠 [𝑓 (𝑠, (𝑋, 𝑉 )(𝑠, 𝑥, 𝑣))] = 𝜕𝐸𝜑(𝐸(𝑥, 𝑣), 𝐿(𝑥, 𝑣))𝑊 (𝑠, 𝑥, 𝑣)𝑈 ′
𝑓 (𝑠, 𝑅(𝑠, 𝑥, 𝑣)), 𝑠 ∈ R,

(A.4)

here 𝑅 and 𝑊 are determined by 𝑋 and 𝑉 via (1.5); recall the defi-
ition of 𝐿 and 𝐸 in (1.5) and (1.6), respectively. To obtain (A.4), we
ave used that 𝐸 and 𝐿 are constant along the characteristic flow (𝑋, 𝑉 )
nd have rewritten the last term on the left-hand side of (4.1) us-
ng (1.7) and the spherical symmetries of 𝑓0 and 𝑈𝑓 . Integrating (A.4)
long the characteristic flow leads to

(𝑡, (𝑋, 𝑉 )(𝑡, 𝑥, 𝑣)) =𝑓 (0, 𝑥, 𝑣) + 𝜕𝐸𝜑(𝐸(𝑥, 𝑣), 𝐿(𝑥, 𝑣))

∫

𝑡

0
𝑊 (𝑠, 𝑥, 𝑣)𝑈 ′

𝑓 (𝑠, 𝑅(𝑠, 𝑥, 𝑣))d𝑠 (A.5)

or (𝑡, 𝑥, 𝑣) ∈ R × R3 × R3. This equation can be interpreted as a
ew formulation of the linearised Vlasov–Poisson system. The existence
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theory for the system in this form (for isotropic steady states) is studied
in [8].

To solve (A.5) numerically, we approximate this equation by assum-
ing that 𝑈 ′

𝑓 is constant on the time interval [0, 𝑡] for 0 < 𝑡 ≪ 1, which
leads to

𝑓 (𝑡, (𝑋, 𝑉 )(𝑡, 𝑥, 𝑣)) ≈𝑓 (0, 𝑥, 𝑣) + 𝜕𝐸𝜑(𝐸(𝑥, 𝑣), 𝐿(𝑥, 𝑣))

∫

𝑡

0
𝑊 (𝑠, 𝑥, 𝑣)𝑈 ′

𝑓 (0, 𝑅(𝑠, 𝑥, 𝑣))d𝑠. (A.6)

Together with the characteristics (𝑋, 𝑉 ) = (𝑋, 𝑉 )(𝑠, 𝑥, 𝑣), which can be
computed numerically as described in the previous section, (A.6) allows
us to compute 𝑓 (𝑡) for small values of 𝑡. Iterating this process yields an
approximation of 𝑓 (𝑇 ) for arbitrary 𝑇 > 0.

We implement this procedure using a particle-in-cell scheme, where
the key idea is to split the phase space support of the steady state 𝑓0
into finitely many distinct cells. We do this by first setting up an
equidistant radial grid of step size 𝛿𝑟. At each fixed radial grid point,
the momentum space is segmentated using an equidistant grid in
each of the variables 𝑢 ∶= |𝑣| and 𝛼 ∶= ∢(𝑥, 𝑣) = arccos( 𝑥⋅𝑣

|𝑥| |𝑣| ).
sing (𝑟, 𝑢, 𝛼)-coordinates for the initial setup of the cells instead of
𝑟, 𝑤,𝐿)-coordinates has proven beneficial in previous numerical in-
estigations [42] and the former coordinates are also used in the
heoretical study [44]. We then place a (numerical) particle into the
𝑟, 𝑢, 𝛼)-centre of each cell as a representative of the contributions of its
ell. Each particle is assigned its position in (𝑟, 𝑤,𝐿)-coordinates, the
olume of its cell, and the value of the initial distribution 𝑓 (0, 𝑟, 𝑤, 𝐿).
o compute the corresponding mass density 𝜌𝑓 (0), we sum over the

contributions of all particles in the momentum variables and interpolate
linearly in the radius. The mass density is then used to compute the
local mass function 𝑚𝑓 (0, 𝑟) = 4𝜋 ∫ 𝑟

0 𝑠2𝜌𝑓 (0, 𝑠)d𝑠 via Simpson’s rule; this
numerical scheme takes into account the order of the integrand near
the spatial origin 𝑟 = 0. The latter function determines the gravitational
force of the perturbation via 𝑈 ′

𝑓 (0, 𝑟) = 𝑟−2𝑚𝑓 (0, 𝑟). By using the
boundary condition on 𝑈𝑓 at spatial infinity imposed in (1.2), we can
then compute the gravitational potential via 𝑈𝑓 (0, 𝑟) = − ∫ ∞

𝑟 𝑈 ′
𝑓 (0, 𝑠)d𝑠.

For all these steps we use the same radial grid as for setting up the
cells. Once these macroscopic quantities are computed, we are in the
position to propagate the particles so that they represent the phase
space density function 𝑓 (𝛿𝑡) at the next time step 𝛿𝑡 > 0. The new
positions of the particles are given by evolving the old positions via the
characteristic flow (𝑋, 𝑉 ) of the steady state. This evolution is achieved
as described in the previous section, i.e., by using the fourth-order
Runge–Kutta method. The 𝑓 -values are updated according to (A.6); the
integral on the right-hand side containing 𝑈 ′

𝑓 (0) is calculated during the
computation of the characteristic flow of the steady state. In fact, we do
not use (A.6) as it stands (which would correspond to the Euler method)
but a slightly refined version of it corresponding to the Runge–Kutta
method which is more accurate numerically. The volumes of the cells
associated to the particles remain constant during the particle evolution
as the characteristic flow of the steady state is measure preserving [3,
Lemma 1.2]. Repeating this entire process results in a simulation of the
linearised Vlasov–Poisson system.

Notice that the fact that the 𝑓 -values are updated during the evo-
lution may cause the support of 𝑓 (𝑡) to vary during the evolution.
However, due to the 𝜕𝐸𝜑-weight in front of the integral on the right-
hand side of (A.5), there always holds supp (𝑓 (𝑡)) ⊂ supp (𝑓0). The
numerical scheme outlined above can handle such varying supports
because the numerical particles cover the steady state support at all
times. The latter is because the numerical particles cover the steady
state support at 𝑡 = 0 (independent of the initial condition) and because
they are propagated according to the steady state’s characteristic flow.

For the numerical simulations we chose the radial step size 𝛿𝑟 in
the order of magnitude 10−3 to 10−4 in the case of a steady state with
𝑅 = 1. The momentum step sizes used to initialise the particles were
max
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chosen such that we arrived at a total of 107 to 108 numerical particles;
we always made sure to use at least 107 particles. The proper choices
of these parameters depends on the underlying steady state (and the
computational resources available); for instance, we used a finer radial
grid for steady states with a concentrated region. The time step size 𝛿𝑡
was chosen to be of a similar magnitude as 𝛿𝑟.

To be able to perform the simulations within a reasonable com-
putation time, we parallelised the particle propagation as well as
various other parts of the algorithm like the computation of the mass
density 𝜌𝑓 (𝑡). Fortunately, the particle-in-cell scheme fits very well with
parallel computing. We use pthreads to implement a shared-memory
parallelisation on a CPU based on [76]; a GPU-based parallelisation of
a related algorithm was developed more recently in [77].

In order to evaluate the accuracy of the numerical simulation,
we considered several conserved quantities of the linearised Vlasov–
Poisson system and monitored the degree to which they remained
constant during the simulation. The first such conserved quantity is
the linearised energy 𝐸lin defined in (4.10). The second one is the free
energy

𝐸f ree(𝑓 (𝑡)) ∶= −1
2 ∫

𝑓 (𝑥, 𝑣)2

𝜕𝐸𝜑(𝐸,𝐿)
d(𝑥, 𝑣) − 1

8𝜋
‖𝜕𝑥𝑈𝑓 (𝑡)‖

2
𝐿2(R3)

, (A.7)

he third one the total mass 𝑀(𝑓 (𝑡)) which is defined similarly to (2.13).
t is straight-forward to verify that the latter quantity is conserved
long solutions of the linearised Vlasov–Poisson system. For the free
nergy 𝐸f ree, this is proven in [8, Sc. 4]. The phase space integrals
ppearing in these quantities are computed numerically by adding up
he contributions of all particles with the respective weights.

During the simulations of the linearised Vlasov–Poisson system for
he isotropic polytropes used in Fig. 4.1, the absolute value of the
inearised energy was always smaller than 5 ⋅ 10−4 until the final time

= 50; notice that 𝐸lin(𝑓 (0)) = 0 because 𝑓 (0) is odd in 𝑣. As
already visible in Fig. 4.1, the most difficult case is 𝑘 = 1

2 which is
due to the low regularity of the steady state at the boundary of its
support. In the other cases of Fig. 4.1, |𝐸lin

| even remained smaller than
5 ⋅ 10−5. The relative error of the free energy, i.e., the absolute value
of 𝐸f ree(𝑓 (𝑡))−𝐸f ree(𝑓 (0))

𝐸f ree(𝑓 (0)) , remained smaller than 1% for all simulations in
Fig. 4.1. The absolute value of the total mass, which also vanishes at
𝑡 = 0, stayed smaller than 5⋅10−3. For the other simulations conducted in
Section 4.2, we ensured that the errors of the conserved quantities are
of similar order of magnitudes by appropriately choosing the numerical
parameters. We believe that these errors are sufficiently small to allow
us to claim that the numerical simulations indeed accurately describe
the behaviour of the solutions of the linearised Vlasov–Poisson system.

A.4. The pure transport system

Simulations of the pure transport system (4.18) can be conducted in
a similar but easier way than the simulations of the linearised Vlasov–
Poisson system described above. Concretely, we have to drop the
second term on the right-hand side of (A.5) to arrive at an alternative
form of (4.18). As this term caused most of the difficulties in the
numerical implementation, it is conceptionally easier to simulate the
pure transport equation than the linearised Vlasov–Poisson system. This
manifests itself in the fact that the errors of the conserved quantities
of (4.18) – which are given by the kinetic part of 𝐸f ree, the total mass,
and 𝐸lin – during a numerical simulation of the pure transport equation
remain smaller than for the linearised Vlasov–Poisson system (with the
same initial configuration and numerical parameters).

The numerical scheme used here is conceptionally similar to using
the explicit representation of solutions of the pure transport system in
action–angle type variables – see, e.g., [41] – and transforming back to
Cartesian coordinates because this transformation is also based on the
steady state’s characteristic flow.
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A.5. The Vlasov-Poisson system

Let us now describe how we simulated the (non-linearised) Vlasov–
Poisson system (1.1)–(1.3) in spherical symmetry. Although we focused
on initial data 𝑓 (0) close to steady states in Section 4.4, the initial
hase space distributions can, in principle, be arbitrary spherically
ymmetric functions. As in the two previous sections, we evolve the
nitial distribution via a particle-in-cell scheme. It is proven in [44] that

the simulations presented here indeed converge to the actual solution
of the Vlasov–Poisson system if one increases the accuracy of the
discretisation. Similar numerical methods have been used to simulate
the radial Vlasov–Poisson system in [24]. We have, however, included
several improvements which we will discuss below, in particular re-
garding the treatment of the spatial origin 𝑟 = 0 and a higher-order
ropagation scheme for the particles. Similar methods are also com-
only used to numerically compute solutions of the Vlasov–Poisson

ystem in the plasma physics case [78]. In particular, in this context,
umerous techniques have been developed to further improve the
umerical methods used here, see [79,80] and the references therein.
article-in-cell methods are also the most common way to simulate the
instein–Vlasov system in spherical symmetry [42,43,65,75].

The key idea is again to split the phase space support of the initial
istribution 𝑓 (0) into finitely many distinct cells. This step proceeds
n the same way as in the linearised case, cf. Appendix A.3. Each of
he resulting cells is represented by a (numerical) particle placed into

its centre, which again carries its position in (𝑟, 𝑤,𝐿)-coordinates, the
volume of its cell, and the value of the initial distribution 𝑓 (0, 𝑟, 𝑤, 𝐿).
These particles represent the initial phase space density 𝑓 (0), and the
evolution of 𝑓 governed by the Vlasov–Poisson system is given through
the evolution of the particles. The particle trajectories are governed by
the characteristic system

̇ = 𝑣, 𝑣̇ = −𝜕𝑥𝑈𝑓 (𝑡, 𝑥), (A.8)

where 𝑈𝑓 (𝑡) is the gravitational potential generated by 𝑓 at time 𝑡
via (1.2)–(1.3). Because 𝑓 is only yet known at time 𝑡 = 0, we use the
following approximation of the above system:

̇ = 𝑣, 𝑣̇ = −𝜕𝑥𝑈𝑓 (0, 𝑥). (A.9)

The right-hand side of this ODE is computed via 𝜕𝑥𝑈𝑓 (0, 𝑥) = 𝑚𝑓 (0, |𝑥|)
𝑥

|𝑥|3
, where the local mass function 𝑚𝑓 (0, 𝑟) is obtained from the par-

ticles as described in the context of the linearised system. Notice that
the assumption of spherical symmetry significantly simplifies the com-
putation of the force term in (A.9) because we only have to calculate
a one-dimensional integral instead of solving the Poisson equation in
three dimensions. Similar to Appendix A.3, when evolving the particles
we deliberately avoid using radial coordinates and instead change to
Cartesian (𝑥, 𝑣)-coordinates to solve the characteristic system. This tech-
nique prevents numerical errors arising from the (artificial) singularity
at 𝑟 = 0 in radial coordinates and has been developed in [24,42].
Evolving the particles via (A.9) gives a good approximation of their
position at the next time step 0 < 𝛿𝑡 ≪ 1. In fact, for the particle
propagation we do not use (A.9) as it stands (which would correspond
to the Euler method), but instead employ a suitable adaptation of the
fourth-order Runge–Kutta method similar to [43]. Also note that the
value of 𝑓 and the cell size associated to each numerical particle remain
constant during the particle evolution because the phase space den-
sity 𝑓 is constant along the characteristic flow of the Vlasov equation
and this flow is measure-preserving [3, Lemmas 1.2 and 1.3]. Iterating
this entire process results in a simulation of the Vlasov–Poisson system.

We chose numerical parameters similar to the simulations of the
linearised Vlasov–Poisson system, cf. Appendix A.3. In particular, we
always used between 107 and 108 numerical particles. To be able to
run the program within reasonable time, we employ a shared-memory

parallelisation similar to [24,42,43,76] based on pthreads.
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Similar to the linearised case, we evaluate the accuracies of the
simulations by verifying whether conserved quantities of the Vlasov–
Poisson system indeed remain constant during the evolution, see [3,
Sc. 1.5] for an overview of such conserved quantities. The first one is
the total energy

𝐸tot (𝑓 (𝑡)) ∶= 𝐸kin(𝑓 (𝑡)) −
1
8𝜋

‖𝜕𝑥𝑈𝑓 (𝑡)‖
2
𝐿2(R3)

, (A.10)

where 𝐸kin is defined in (4.15). This is the non-linear counterpart to the
quantity 𝐸lin analysed above. The other conserved quantity we consider
here is the total mass 𝑀(𝑓 (𝑡)) which is defined in the same way as
before. These quantities are computed numerically by adding up the
contributions of all particles with the respective weights.

For all simulations of the non-linear Vlasov–Poisson system depicted
in Fig. 4.8, the relative error of the total energy (A.10), i.e., the absolute
value of 𝐸tot (𝑓 (𝑡))−𝐸tot (𝑓 (0))

𝐸tot (𝑓 (0))
, always remained smaller than 5 ⋅ 10−4. The

elative error of the total mass remained smaller than 8 ⋅ 10−5. We en-
ured that the errors of the simulations of the non-linear Vlasov–Poisson
ystem analysed in Section 4.4 are always of this order of magnitude
y appropriately choosing the numerical parameters. Comparing these
rrors to the ones encountered when simulating the linearised Vlasov–
oisson system, we conclude that we achieved a higher numerical
ccuracy at the non-linear level. Hence, although the linearised Vlasov–
oisson system is easier to analyse from a mathematics point of view,
t is not easier to simulate numerically. This has previously been noted
n [18, Sc. 3.4]. In any case, we are certain that all errors are suffi-
iently small so that the numerical simulations presented here indeed
ccurately describe the behaviour of the solutions of the Vlasov–Poisson
ystem.
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