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Abstract 
 

This work focusses on the development of iron chalcogenide based materials for both photo- and 

electrocatalytic applications. Both applications are currently receiving global attention, since they 

represent sustainable alternatives to conventional fossil-fuel reliant industrial processes. However, 

electrochemical reactions, such as water electrolysis, are still not cost-competitive. Hence, continued 

research is required in this field, especially focussing on the design of new, earth-abundant catalysts.  

The first work in this thesis is therefore focussing on the development of a microwave-assisted 

solvothermal synthesis of CuFe2O4 nanoparticles. An optimisation of synthesis parameters, including 

the solvent mixture and the pH value allows for the preparation of CuFe2O4 particles with a narrow size 

distribution over a wide range of different synthesis times and temperatures. Specifically, the synthesis 

time could be decreased down to 1 min at 175 °C, while the synthesis temperature could be lowered 

to 120 °C. After a thorough material characterisation, including the degree of inversion, the CuFe2O4 

particles were employed in the electrochemical reduction of CO2 to CO. The synthesis time was shown 

to have a significant influence on both CO yield and selectivity. The highest activity was thereby 

observed for CuFe2O4 synthesised for 10 min, reaching 0.2 µmol h-1 g-1 and a Faradaic efficiency of 20%. 

This could be explained by a combination of a decrease in the degree of inversion during continued 

heating in the microwave, a larger amount of organics for particles obtained after very short times, 

and a slightly higher crystallite size observed after medium synthesis times of 10 min. It was thus shown 

that the electrocatalytic performance can be tuned by the synthesis conditions. Additionally, no carbon 

containing products except CO were observed and H2 was the only other product formed, making 

CuFe2O4 an interesting, earth-abundant catalyst for the direct production of syngas. 

Compared to electrocatalysis, photocatalysis combines light absorption and charge carrier excitation 

with the subsequent target reactions into one system, without the need for an external driving force. 

To improve the efficiency, charge separation is commonly promoted by the addition of a cocatalyst. 

Charges are transferred to these cocatalysts and they provide active sites for the reaction – thus they 

share many similarities with electrocatalysts. The second work presented in this thesis therefore 

targets the synthesis and application of Ni2FeS4 as an earth-abundant cocatalyst substitute for noble 

metals in the H2 evolution from water. Firstly, the microwave-assisted synthesis of Ni2FeS4 in organic 

solvents and benzyl mercaptan as sulphur source was optimised. Thus, it could be shown that phase 

pure, crystalline Ni2FeS4 nanosheets can be prepared in only 1 min. Subsequently, Ni2FeS4 was used as 

a cocatalyst on TiO2 (P25). The photocatalytic activity of P25 could thus be promoted by a factor of 8 

and reached 25-28 µmol h-1 under simulated sunlight. Exceptionally low mass-ratios of 0.5 wt.% of 

Ni2FeS4 could be realised, without a loss of activity. Furthermore, a stable H2 evolution was observed 

over the course of 20 h. If UV irradiation was used instead of simulated sunlight, the activity 

enhancement is even more pronounced, initially reaching 48 times that of bare P25. Ni2FeS4 is thus a 

suitable, non-noble cocatalyst for the HER, which can additionally be prepared under mild conditions. 

While H2 is an ideal green fuel, its storage is complicated and large portions of the produced H2 are 

actually required as feedstock for industrial processes. One such process is the Haber-Bosch process 

for the synthesis of NH3. Photocatalytic nitrogen reduction offers a sustainable alternative, but it 

requires the development of efficient N2 activation catalysts. Carbon nitrides (CN) are among the most 

widely investigated catalysts for these nitrogen fixation reactions. Therefore, vacancy rich carbon 

nitride (VN-CN) was synthesised in the third work of this thesis and combined with biomimetic FeS2 
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(pyrite). This combination resulted in an increased ammonia yield by approx. 400% compared to 

unmodified carbon nitride, even at low loadings of FeS2. However, a set of material characterisation 

and control experiments revealed that ammonia is not generated via the reduction of N2 gas, but 

instead by a decomposition of cyano-groups at the defect sites in VN-CN. FeS2 is further promoting this 

light-induced decomposition reaction by coordinating to the defect sites and activating the cyano-

groups via π-back-donation. It was thus shown that although comparatively high ammonia yields can 

be achieved by this system, it is not via photocatalytic NRR, for which VN-CN is therefore unsuitable. 
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Kurzfassung 
 

Der Fokus dieser Arbeit liegt auf der Entwicklung von Eisen-Chalkogenid-basierten Materialien für 

Anwendungen in der Photo- sowie in der Elektrokatalyse. Beide Anwendungsfelder werden weltweit 

mit Interesse verfolgt, da sie nachhaltige Alternativen zu konventionellen, auf fossilen Rohstoffen 

basierenden industriellen Prozessen bieten. Elektrochemische Prozesse, wie zum Beispiel die 

Wasserelektrolyse, sind die Kosten betreffend jedoch noch nicht konkurrenzfähig. Daher erfordert es 

weiterreichende Forschung auf diesem Gebiet, besonders was die Entwicklung von neuen 

Katalysatoren aus häufig-vorkommenden Elementen angeht.  

Die erste Arbeit dieser Thesis befasst sich daher mit der solvothermalen Mikrowellensynthese von 

CuFe2O4-Nanopartikeln. Eine Optimierung der Syntheseparameter, inklusive der Lösungsmittelmixtur 

und des pH-Wertes erlaubt es, CuFe2O4 Partikel mit einer schmalen Größenverteilung und über einen 

weiten Bereich an verschiedenen Synthesezeiten und –temperaturen, herzustellen. Genauer konnte 

die Synthesezeit auf 1 min bei 175 °C reduziert werden, während die Synthesetemperatur auf 120 °C 

verringert werden konnte. Nach einer sorgfältigen Charakterisierung, inklusive der Bestimmung des 

Inversionsgrades, wurden die CuFe2O4-Partikel in der elektrokatalytischen Reduktion von CO2 zu CO 

eingesetzt. Dabei zeigte sich, dass die Synthesezeit einen deutlichen Einfluss auf die CO Produktion 

und auf die Selektivität hat. Die höchste Aktivität wurde dabei für CuFe2O4 beobachtet, dass in 10 min 

synthetisiert wurde, wobei eine Aktivität von 0.2 µmol h-1 g-1 und eine Faraday‘sche Effizienz von 20 % 

erreicht wurden. Diese Beobachtung konnte durch die Kombination eines abnehmenden 

Inversionsgrades mit anhaltender Zeit in der Mikrowelle, größeren Anteilen an organischen 

Überresten in Partikeln die für sehr kurze Zeit synthetisiert wurden, sowie einer leicht erhöhten 

Kristallitgröße bei einer mittleren Synthesezeit von 10 min erklärt werden. Es konnte somit gezeigt 

werden, dass die elektrokatalytischen Eigenschaften durch die Synthesebedingungen beeinflusst 

werden können. Zudem wurde kein kohlenstoffhaltiges Produkt außer CO beobachtet und H2 war das 

einzige Nebenprodukt. Somit ist CuFe2O4 ein interessanter Katalysator aus häufig vorkommenden 

Elementen für die direkte Produktion von Synthesegas.  

Im Vergleich zur Elektrokatalyse vereint Photokatalyse Lichtabsorption und Ladungsträgeranregung 

mit den nachfolgenden Zielreaktionen in einem System, ohne eine externe Triebkraft zu benötigen. 

Um die Effizienz zu erhöhen, werden Cokatalysatoren aufgebracht, welche die Ladungsseparation 

verbessern. Ladungsträger migrieren zu diesen Cokatalysatoren, welche zugleich aktive Zentren für die 

Reaktion bieten. Damit teilen sie viele Gemeinsamkeiten mit Elektrokatalysatoren. Die zweite Arbeit, 

die in dieser These thematisiert wird, hatte es daher zum Ziel, Ni2FeS4 zu synthetisieren, und als 

Cokatalysator aus häufig-vorkommenden Elementen – alternativ zu Edelmetallen – in der H2-

Entwicklung aus Wasser einzusetzen. Zunächst wurde die Mikrowellensynthese von Ni2FeS4 in 

organischen Lösungsmitteln und mit Benzylmercaptan als Schwefelquelle, optimiert. So konnte gezeigt 

werden, dass phasenreine, kristalline Ni2FeS4-Nanosheets in nur 1 min hergestellt werden können. 

Anschließend wurde Ni2FeS4 als Cokatalysator auf TiO2 (P25) eingesetzt. Die photokatalytische Aktivität 

von P25 konnte so um das Achtfache gesteigert werden und erreichte 25-28 µmol h-1 unter simuliertem 

Sonnenlicht. Außergewöhnlich geringe Massenbeladungen von 0.5 wt.% Ni2FeS4 konnten dabei 

realisiert werden, ohne eine Verringerung der Aktivität herbeizuführen. Des Weiteren wurde eine 

stabile H2-Entwicklung über den Verlauf von 20 h beobachtet. Wenn UV-Strahlung anstelle von 

sichtbarem Licht verwendet wurde, war die Aktivitätssteigerung noch ausgeprägter und eine Aktivität 

von 48-mal der von reinem P25 konnte erreicht werden. Von daher ist Ni2FeS4 ein geeigneter, unedler 



 

 vi 

Cokatalysator für die Wasserstoffentwicklung, der zudem unter milden Bedingungen hergestellt 

werden kann. 

Wasserstoff ist ein idealer, grüner Brennstoff, doch die Lagerung ist kompliziert und große Mengen 

des produzierten Wasserstoffs werden stattdessen für gewöhnlich als Ausgangsmaterial in 

industriellen Prozessen eingesetzt. Ein Beispiel für einen solchen Prozess ist der Haber-Bosch-Prozess 

für die Synthese von Ammoniak. Photokatalytische Stickstoffreduktion stellt eine nachhaltige 

Alternative dazu dar, setzt allerdings die Entwicklung effizienter Katalysatoren für die 

Stickstoffaktivierung voraus. Kohlenstoffnitride (engl. Carbon nitrides, CN) gehören dabei zu den 

meist-erforschten Katalysatoren für Stickstofffixierungsreaktionen. Daher wurde defektreiches 

Kohlenstoffnitrid (VN-CN) im Rahmen der dritten vorgestellten Arbeit hergestellt, und mit 

biomimetischem FeS2 (Pyrit) kombiniert. Diese Kombination führte zu einer erhöhten 

Ammoniakproduktion um ca. 400 % verglichen mit unmodifiziertem Kohlenstoffnitrid, selbst bei einer 

geringen Beladung mi FeS2. Eine Reihe an Kontrollexperimenten und Materialcharakterisierungen 

zeigte jedoch, dass der Ammoniak nicht durch eine Reduktion des gasförmigen Stickstoffs gebildet 

wird, sondern stattdessen durch eine Zersetzungsreaktion von Cyanogruppen an den Defektstellen in 

VN-CN. FeS2 verstärkt diese licht-induzierte Zersetzungsreaktion, indem es an die Defektstellen 

koordiniert und die Cyanogruppen durch π-Rückbindung aktiviert. Es konnte somit gezeigt werden, 

dass obgleich relativ hohe Ausbeuten an Ammoniak mit diesem System erreicht werden können, es 

sich dabei nicht um photokatalytische Stickstoffreduktion handelt, für welche VN-CN im Umkehrschluss 

nicht geeignet ist.  
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1 Introduction 
 

The last decades have shown that climate change is an undeniable fact that is having an increasingly 

tangible influence on the planet and on human societies. Rising sea levels as a result of melting polar 

ice shields, extreme weather phenomena like droughts, floods or hurricanes, and an overall rise in 

temperature are all effects that can be felt even now and are bound to occur increasingly more often 

in the coming years.1 Such consequences of global warming not only pose an economic stress by 

causing billions of dollar damages, but they endanger vulnerable ecosystems and have a negative 

impact on food supply – an effect especially harmful for people in countries with low income.2,3 

Scientists agree that anthropogenic emissions of carbon dioxide (CO2) and other greenhouse gases are 

at the core of the problem. Hence, the reduction of emissions and replacement of carbon fuel-based 

processes with environmentally benign, carbon neutral alternatives are arguably the key challenges of 

the current century – more precisely, the next couple of decades. Since greenhouse gasses accumulate 

in the atmosphere, continuing emissions will only aggravate the problem of rising temperatures. 

Already the average annual temperature increased by around 1 °C compared to pre-industrial levels, 

which is mirrored by an increase in the CO2 concentration in the atmosphere by 100 ppm in the last 50 

years alone (Figure 1a and b).2 During the same period, a continuous increase in mean sea levels, a 

decrease in the extent of Arctic ice, and an increase in billion dollar disasters has been recorded, 

elucidating the correlation with the rising CO2 concentration (Figure 1c-e).4,5 

Figure 1 Increase in temperature relative to 1951-1980 (a), along with a rise in atmospheric CO2 concentration, as monitored 

by the Mauna-Loa observatory (b). Additionally, an increase in the mean sea levels (c), the number of billion-dollar weather 

and climate disasters – here as an example for the United States (d), and a decrease in the Arctic ice coverage (e) are depicted 

over the previous decades. The data for temperature anomalies, CO2 concentration and U.S. billion-dollar disaster was 

retrieved from the NOAA National Center for Environmental Informations (NCEI) and the Earth System Research 

Laboratories.6–8 The data for sea level variations was retrieved from NASA’s Physical Oceanography Distributed Active Archive 

Center (PODAAC) and that for Arctic sea ice coverage from NASA’s National Snow and Ice Data Center (NSIDC).4,5 

 

Due to the accumulation of greenhouse gases, an increase in temperature compared to preindustrial 

levels between 1.5 and 4.5 °C can be expected until the end of the century – the magnitude depending 

a) b) 

c) d) e) 
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on how fast emissions can be reduced to virtually zero. This is modelled by the representative 

concentration pathways (RCPs), which encompass different scenarios for the extent of future CO2 

emissions based on the kind and speed of human mitigation measures, as well as socio-economic 

developments.9,10 Since even a temperature increase of only a few degrees has a significant impact on 

nature and human civilisation alike, most nations agreed to limit the rise in temperature to a maximum 

of 2 °C compared to pre-industrial levels and take efforts not to exceed 1.5 °C in the Paris agreement.11 

A severe reduction of greenhouse gas emissions already in the next decade is required in order to 

achieve that goal. Among the most important strategies for such a reduction are the generation of 

electricity from renewable energy sources – such as wind, water, or solar power – and the replacement 

of conventional gasoline- and diesel-based vehicles by battery or fuel cell powered ones.12–16 Apart 

from greenhouse gas emissions from vehicles, industrial processes significantly contribute to the total 

emissions.17,18 Therefore, either the capture of CO2 in exhaust gas, or the development of new, 

efficient, and compatible alternatives that do not require fossil fuels is additionally required.19 

Furthermore, the current war in Ukraine has shown additional drawbacks of relying on fossil fuels for 

countries without noteworthy gas or oil reserves of their own, as this results in an economical 

dependence on others.20 

Among all renewable energy sources, the sun is the one with the most potential in terms of annual 

energy supply, easily surpassing all other renewables and all recoverable fossil reserves combined.13 

As illustrated in Figure 2a, the radiative energy reaching the earth is sufficient to cover the global 

annual demand several times over.  

 

 

 

 

 

 

 

 

Figure 2 Potential of renewable energy sources in comparison with reasonably recoverable reserves based on the estimations 

of 2015 (a). The volume of each sphere is proportional to the respective power – adapted with permission from Perez et al. 

(Copyright Elsevier 2022)13 Solar spectrum at the top of the atmosphere and at median latitudes (AM 1.5G) (b).21 The data 

was retrieved from the National Renewable Energy Laboratory (NREL).22  

 

There are several ways of exploiting solar power. The first is photovoltaics and thus the conversion of 

solar to electric energy (Figure 3). It is currently the best-known method for solar energy conversion 

and the most developed, achieving sufficient efficiencies to replace fossil energy carriers.23,24 However, 

using solar power for the direct generation of electricity requires an adaptation to the fluctuations in 

energy supply due to the day and night rhythm and additional seasonal changes thereof, as well as 

weather conditions.25,26 Therefore, energy needs to be stored either as electric energy in batteries, or 

as chemical energy in molecules, which requires a second process of energy conversion from electric 

a) b) 
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to chemical one. This can be achieved by electrocatalysis, wherein a chemical reaction proceeds in 

contact with a catalyst under potential application (Figure 3).27,28  

The second approach for solar energy conversion is via photocatalysis, wherein solar energy can 

directly be converted into chemical energy, thus omitting additional conversion processes and their 

energetic losses (Figure 3). Photoelectrochemistry is a combination of both strategies, wherein 

electrocatalysis is performed under light irradiation. The performance of the (photo)-electrocatalyst 

can thereby be significantly improved compared to the same process in the dark. A prerequisite for 

the conversion of solar energy in both photovoltaics and photocatalysis is an efficient absorption of 

solar irradiation by semiconductor materials and subsequent separation of photoexcited charge 

carriers. This results in substantial requirements for suitable materials, one of the most important ones 

being a high charge carrier mobility and low recombination rates, in addition to a good stability, 

suitable band positions and a small enough band gap for visible light absorption, since this is the 

portion of sun light with the highest intensity (Figure 2b).23,29,30 The multitude and complexity of these 

demands on a material are the main reasons why the efficiencies in solar energy conversion are still 

rather low, highlighting the need for continued research for new materials and optimisation of existing 

ones. 

Figure 3 Solar energy harvesting and conversion through photocatalysis, photoelectrochemistry, and photovoltaics coupled 

to electrocatalysis. The generated products can directly be employed in industry or as green fuels in the transportation sector. 

The capture and conversion of emitted CO2 by photo- and electrocatalysis back to valuable chemicals and fuels could in 

principal close the carbon cycle for a zero-emission economy.   

 

Some of the desired primary products in both photo- and electrocatalysis are hydrogen (H2), ammonia 

(NH3), or methane (CH4), which are obtained by the splitting of water into H2 and O2,31–34 the reduction 

of dinitrogen to NH3,35–38 or the reduction of CO2 to CH4 and other valuable carbon-based products, 

such as CO or methanol, respectively.39–42 H2 is a viable candidate for chemical energy storage. It can 
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directly be used as a fuel, e.g. in fuel cells as an alternative to batteries in vehicles or in stationary 

applications for power generation. It is a clean fuel with a unsurpassed gravimetric energy density, 

whose combustion only yields water.12,43 Apart from the use as fuel, H2 is an important chemical in 

many industrial processes.27 Thus, it is required for oil refining, methanol production, or the synthesis 

of NH3 in the Haber-Bosch process. Currently H2 is mainly generated via methane steam reforming. Its 

production significantly contributes to the carbon footprint, therefore alternative synthesis pathways 

via electro- or photocatalysis are highly desirable.44,45 So far the efficiency and cost of these sustainable 

alternatives are not yet satisfactory, though, and most commonly noble metal catalysts such as 

platinum are employed, resulting in high material and overall process costs that cannot compete with 

traditional, fossil-fuel reliant H2 synthesis methods.31,46 Therefore, the development of new, efficient, 

earth-abundant and low-cost materials for hydrogen evolution catalysts is of great importance. 

A problem in using H2, however, is the longterm storage, which requires high pressures or cryogenic 

temperatures and therefore high-power inputs, suffers from low efficiencies, or from safety issues. 

Alternatively, NH3 and synthetic fuels can be synthesised via either photo- or electrocatalytic N2 and 

CO2 reduction, respectively, using water as the hydrogen source and electricity from renewable energy 

sources. In both cases the reduction of a gaseous reactant is required, which is hindered by the low 

solubility of these gasses in aqueous media. Additionally, the formation of multiple high energetic 

bonds must occur, and numerous side-products may be formed at similar potentials, rendering the 

entire process significantly more challenging than water electrolysis. This is in turn mirrored by even 

lower efficiencies and selectivities.37,41,47 Therefore, much progress is required to make photo- and 

electrocatalytic N2 and CO2 reduction competitive to established fossil-fuel based processes. Such 

developments are even more crucial, considering the industrial importance of NH3 as essential 

component in the fabrication of fertilisers – and thus the feeding of the world’s population. Moreover, 

NH3 can be used as either a storage medium, or a replacement for H2. It is easily liquefied at 

comparatively low pressure, is safe and easy to transport and its combustion does not generate CO2. 

Additionally, it can also be directly employed in fuel cells.48–51 Similarly, methanol, or other potential 

CO2-reduction products such as CH4 and CO, are important fuels either in internal combustion engines 

or in fuel cells, and essential feedstock for the fabrication of carbon containing high-value chemicals, 

e.g. via the Fischer-Tropsch process.52 

In both photo- and electrocatalysis, the initial research focussed on noble metal catalysts, that are 

often very efficient, but result in high production costs due to element scarcities. Nowadays the 

development of earth-abundant, mainly transition metal based, alternatives has become more 

important.53–57 However, continuing research is required in this field, in order to achieve high 

selectivities and efficiencies necessary for large-scale applications. Amongst earth-abundant photo- 

and electrocatalysts, the development of materials containing iron is especially desirable. Iron is one 

of the most common elements in the earth’s crust (Figure 4). It is cheap, non-toxic and globally 

available, while still being redox-active – a prerequisite for electrocatalysts.58 This makes it a very 

desirable component in new catalyst materials and is likely also the reason for its central role in the 

active centres of enzymes. Thus, it is a major element in hydrogenases, nitrogenases, and the carbon 

monoxide dehydrogenase.59 In nature it most commonly occurs as oxygen or sulphur containing 

minerals, such as Fe2O3 (hematite), spinel-type Fe3O4 (magnetite), FeOOH (goethite), or FeS2 (pyrite), 

elucidating the availability and stability of such materials.60 

For the development of new catalyst materials, element abundancy is not the only crucial factor, 

however. The material synthesis must additionally be taken into account, because high-temperature 
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requirements, long synthesis times, or cost-intensive refinement of raw materials can significantly 

increase the cost of the catalyst itself, which will in turn have a negative impact on the overall 

production cost. Especially transition metal oxides are traditionally obtained via high-temperature 

solid-state synthesis. Thus, new synthesis methods need to be developed to reduce the energy 

requirement of the material synthesis and thus the overall cost. Additionally, a low synthesis 

temperature allows for the preparation of nanocrystalline materials with high surface areas.62 

 

 

 

 

 

 

 

 

 

Figure 4 Most common elements in the earth’s crust. Some of the most important elements for noble metal electrocatalysts, 

transition metal electrocatalysts, and prominent constituents of state of the art photocatalysts are highlighted in colour. Data 

is taken from the CRC Handbook of Chemistry and Physics.61
  

 

In summary, to achieve a future large-scale production of H2 and other valuable products, new catalyst 

systems need to be developed that achieve the necessary efficiencies and selectivities, that are based 

on earth-abundant materials – especially iron – and that are at the same time obtained via fast low-

temperature syntheses. Only the parallel fulfilment of all three factors will allow for photo- and 

electrocatalysis to become economically feasible alternatives to fossil-fuel based processes. 
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2 Theoretical Background 

 

2.1 Semiconductor Photocatalysis 

2.1.1 Fundamentals of Photocatalysis 
 

The term ‘photocatalysis’ according to IUPAC refers to chemical transformation reactions that are 

catalysed by a material upon light absorption.63 Photocatalysts are materials that possess medium to 

small band gaps that are suitable for the harvesting of sunlight, i.e. usually semiconductor solids, or 

molecular complexes. Electrons can be excited from the valence band/ highest occupied molecular 

orbital (HOMO) to the conduction band/ lowest unoccupied molecular orbital (LUMO) upon the 

absorption of photons with an energy exceeding the band gap (HOMO/LUMO gap) energy, thereby 

generating excitons. Both excited electrons and the holes left in the valence band can subsequently 

participate in redox-reactions. A prerequisite hereby is a suitable alignment of redox-potential and 

energy level in the photocatalyst. Electrons can reduce a component, if the conduction band minimum 

is at a more negative energy than the respective redox-potential of the catalysed reaction, while holes 

can be used for oxidation reactions, if the maximal valence band energy exceeds the respective redox-

potential. Typical reduction processes are the evolution of hydrogen from water, the synthesis of 

ammonia from dinitrogen, or the conversion of CO2 into methane, CO or ethylene. Common oxidation 

reactions on the other hand are the oxidation of water to O2, the degradation of pollutants, e.g. dyes, 

or the generation of nitrates from N2.64–73  

Figure 5 Differences in the course of photochemical (left), photocatalytic (middle), and photosynthetic (right) reactions. 

Partially adapted with permission from Ravelli et al. (Copyright RSC 2009).29 Relative energies of reactants (R), the catalyst 

(C), intermediates (I) and products (P) are shown over the course of the reaction. Excited states are marked by an asterisk. 

Energy barriers in the absence of light activation are depicted in dashed lines. 

 

Nowadays the term ‘photocatalysis’ is used in relation to both endergonic and exergonic reactions, 

while originally it was only referring to energetically down-hill reactions, whereas the term 

‘photosynthesis’ was used for reactions with a Gibbs free enthalpy ΔG > 0.29,30 From the reactions 

mentioned above, water splitting, N2 or CO2 reduction are prominent examples for photosynthetic 

reactions, whereas the oxidative decomposition of pollutants belongs to the category of 

photocatalysis. Both require the participation of a catalyst that is returned to its original state after the 

reaction, in contrast to photochemical reactions, wherein one or more reactants directly absorb light 

and are thus transferred to an energetically excited state (Figure 5). Not only is the change in the Gibbs 

free enthalpy different for photocatalytic and photosynthetic reactions, but the rate determining steps 
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might vary significantly. A photosynthetic reaction is thermodynamically not favoured and thus fast 

charge and product separation are crucial for a high efficiency and the suppression of back-reactions. 

In contrast, a photocatalytic reaction is often limited by the surface area and number of active surface 

sites available for activation and conversion of reactants.29,30,64 For simplicity reasons the term 

“photocatalysis” is used throughout this work for reactions with both Δ G > 0 and Δ G < 0. 

The strategy to utilise light absorption for the driving of photosynthetic reactions mainly started when 

in 1972 Fujishima and Honda first reported on photoelectrochemical water splitting over TiO2 and a 

couple of years later Inoue and Fujishima explored the reduction of CO2.74,75 In the following years, 

research in the field expanded significantly, mostly focussing on abundant metal oxides and sulphides, 

especially TiO2, CdS or ZnO.76,77 Such heterogeneous photocatalysts have the advantage of often good 

stability and easy separation of the catalyst from the reaction dispersion. On the other hand, molecular 

photocatalysts in homogeneous systems allow for a more intimate contact between reactants and 

catalyst and a better tailoring of the HOMO/LUMO positions and gap.29,78 Often, more than one 

semiconductor is combined, additional metal electrocatalysts are included in the system, or hybrids of 

semiconductor and molecular catalyst are formed, in order to improve light harvesting, charge carrier 

separation and utilisation efficiency.79–83 

Figure 6 Processes occurring in a semiconductor upon light irradiation: 1: light absorption; 2: charge carrier separation; 3: 

consumption of charge carriers at the surface in redox reactions; 4: recombination (a). Electronic transitions in a direct and 

indirect semiconductor are depicted in (b).  

 

Photocatalytic processes in semiconductor materials can be divided into a series of reaction steps: The 

first and fundamental prerequisite is the absorption of light of sufficient energy for the excitation of 

valence band electrons. Thus, the incident light must be of higher energy than that of the band 

gap.64,66,80 The process of charge excitation is thereby dependent on the band structure of the 

semiconductor. For direct semiconductors, excitation proceeds directly from the valence band 

maximum to the conduction band minimum, which are of the same crystal momentum. In indirect 

semiconductors, on the other hand, valence band maximum and conduction band minimum are 

located at different wave-vectors, additionally requiring phonon participation for the conservation of 

momentum (Figure 6).23  

Since sustainable photocatalysis relies on the sun as light source, efficient absorption in the visible light 

range is necessary. However, good light absorption alone does not make a good photocatalyst, if the 

excited charges cannot be used to drive reactions. The second crucial step is therefore spatial charge 

a) b) 
direct indirect 
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separation inside the semiconductor and towards the surface, on which the target reaction can take 

place (Figure 6). Besides sufficient energy of the separated charge carriers, a good adsorption of 

reactants to active surface sites is required, for the conversion reactions to be efficient. The last step 

is the desorption of products and regeneration of free surface sites. If charge carriers are not separated 

and consumed quickly enough in these steps, recombination of electrons and holes may occur, either 

in the bulk, or on the surface, drastically reducing the number of charge carriers available for redox-

reactions and thus also the efficiency. Light harvesting is generally more efficient for direct semi-

conductors, but recombination rates are also far higher since no phonon participation is required. In 

systems of only one bulk semiconductor, the reached efficiencies are commonly very low. Hence, the 

improvement of charge separation has become a key challenge in the development of new, highly 

active photocatalytic systems.64,81,83–85 

When discussing the efficiency of a photocatalytic system, usually characteristics such as the solar-to-

hydrogen efficiency (STH), or the quantum efficiency (QE) or apparent quantum yield (AQY) are 

considered.65,86,87 The quantum efficiency describes the rate of a reaction divided by the absorbed 

photon flux. Since the determination of absorbed photons is usually impractical, the photonic 

efficiency (ζ) is used instead, which considers the entirety of incident photons. The determination of 

incident photons is not trivial, since it varies between reaction setups and also different locations in 

the same setup, but is still significantly easier to estimate compared to the absorbed photon flux. The 

same is true for the quantum yield, i.e. the number of events per absorbed photon of specific energy. 

Here the AQY (also external quantum yield) is commonly used, which again considers the incident 

photons. For water splitting, the STH is another important measure for the performance of a 

photocatalytic system, especially for solar irradiation. It is defined as the ratio of the chemical energy 

of the produced hydrogen to the energy of incident sun light.65,86,87 The STH vastly depends on the 

range of adsorbed light – and thus the semiconductor band gap – and cannot exceed 3.3 % under solely 

UV absorption.86 

The different definitions for the discussed efficiencies are given by equations 1 to 4. 

Quantum efficiency:   QE =
R

 qp

 ;  with the photon flux  𝑞p = 
dNp

dt
                                                     (1) 

with R the reaction rate (product formed or reactant consumed), qp the photon flux, Np the number of 

photons and t the time.86  

Photonic efficiency:                           ζ (λ) = 
R

I
                                                              (2) 

with R the reaction rate in a specific time window and I the rate of incident photons of defined 

wavelength range.86 

Apparent quantum yield:   AQY (λ)(%) =  
ne-

I(λ)
 =  

a⋅R

I(λ)
                                                        (3) 

with ne the number of reacted electrons,  I(λ) the number of incident photons, α the stoichiometric 

coefficient in the reaction (i.e. 2 for H2 and 4 for O2) and R the reaction rate.65,85,86 

Solar-to-hydrogen efficiency:                 STH = ∫ QE
λf

λi
 = 

R⋅ΔG

P⋅A
                                                              (4) 

with R the reaction rate, ΔG the Gibbs energy for water splitting, the energy flux P for sun light (AM 

1.5G; 100 mWcm-2), and the irradiated area A.65,86 
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Such measures for the efficiency gain more and more importance in the characterisation of new 

photocatalytic systems. Still, differences in the employed setups, light sources, and environmental 

conditions in combination with incomplete reports on reaction conditions and errors in the reporting 

of the photocatalytic activity – such as normalisation to mass – result in issues of comparability and 

discrepancies between different research groups.87 

 

 

2.1.2 Principles of Charge Separation in Semiconductor Photocatalysts and Strategies for 

Activity Enhancement 
 

For efficient separation of photo-excited charge carriers, first of all the exciton binding energy needs 

to be overcome: this is a material property largely dependent on the dielectric constant and the 

effective masses of electrons and holes. For efficient charge separation it should be lower than the 

thermal energy.64 Additionally, the lifetime of charge carriers needs to be sufficiently long for them to 

migrate to the surface of the semiconductor and thus participate in a reaction. The lifetime further 

depends on the rate of recombination in the bulk, e.g. at defects or grain boundaries, or at the surface. 

Thus, the lifetime directly influences the diffusion length of minority charge carriers.64 To increase the 

probability for charge carriers to reach the surface, nanostructuring can be useful to minimise the 

distance electrons and holes have to travel.88 Additional positive effects of nanostructuring can be an 

improved light harvesting due to scattering phenomena, or the adjustment of band gap and potential 

in very small particles based on quantum confinement effects, or via potential determining ions that 

exert an electric field. Furthermore, the high surface to bulk ratio is beneficial for the adsorption and 

activation of reactants.88 At the same time, however, the material properties are changed from those 

observed in the bulk to surface controlled properties. The surface is commonly rich in defects that can 

alter the potential of surface states compared to band potentials in the bulk and might act as 

recombination sites. Additionally, the space charge layer that can significantly promote charge 

separation in bulk materials cannot be formed in nanoparticles (see following pages).64,88 

One commonly applied strategy for improved activities is the use of sacrificial agents. These are 

reagents that are either oxidised easily by excited holes or reduced easily by electrons, thus efficiently 

scavenging one type of charge carriers, reducing the time for recombination and leaving larger 

numbers of the other carrier type that can be used for the desired reaction (Scheme 1). The sacrificial 

agent can either be reduced/ oxidised directly by the charge carrier, or the reaction may proceed via 

the trapping of formed radicals, e.g. ⋅OH for hole scavengers.89,90 Very common is the addition of a hole 

scavenger in hydrogen evolution reactions from water, due to slow water oxidation kinetics. Widely 

used hole scavengers are amines, such as triethanolamine, alcohols – especially methanol and ethanol 

–, and inorganic sulphur compounds, such as NaS2, or Na2SO3.89,91,92 Examples for electron scavengers 

are AgNO3, iodates such as KIO3 or NaIO3, or other electron acceptors such as peroxidisulphate or Fe3+ 

compounds.93–95 Those are often used when the oxidation reaction from water is forced. Which 

potential sacrificial agent results in the best performance thereby depends on the pH, but also on the 

photocatalyst used. This is due to intermediate oxidation products affecting the photocatalytic 

processes – e.g. by competing with the desired reaction – but also differences in the reaction 

mechanisms, oxidation potential and permittivity, as well as differences in the interaction between 

sacrificial agent and the photocatalyst.89–91,95,96 Especially for sulphide-based photocatalysts, the choice 

of sacrificial agent might furthermore influence the photocatalyst stability.91,97 
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Sacrificial agents can significantly boost the activity for one half reaction – however, they come in hand 

with a series of problems and drawbacks that are often ignored. On the one hand they are an additional 

material that is required in the system – usually at significant amounts – but not directly used for 

valuable products. They both increase the production costs and have a negative environmental impact 

on a process that aims at sustainable syntheses – both aspects can be significantly improved, if the 

sacrificial agent is at the same time turned into valuable products, or if waste is decomposed.98–101 

Additionally, they can have less obvious influences that can lead to the misinterpretation of results. 

The use of methanol, for example might boost the amount of generated hydrogen from water, due to 

hydrogen also being a side-product of methanol oxidation, with the extent of contribution from 

methanol being a topic of debate.91,95,102–104 Moreover, produced radicals during the oxidation of hole 

scavengers can inject additional electrons into the conduction band of the photocatalyst and thus 

increase the amount of electrons available for hydrogen evolution – an effect known as photocurrent-

doubling.87,105,106 Even worse, this oxidation – and thus hydrogen evolution – is not strictly restricted 

to light conditions, but can also occur in the dark over selected catalysts, such as platinum, thereby 

falsifying the amount of H2 actually produced via photocatalysis.107,108  

Scheme 1 Schematic reactions of MeOH oxidation (a)90,95 AgNO3 reduction (b),95 iodate reduction (c),109 and peroxodisulphate 

reduction (d).95 

Several sacrificial agents, such as methanol, iodates, or even worse AgNO3 suffer from self-

decomposition under light irradiation, especially under high-intensity UV light. Thus, significant 

amounts of oxygen are produced from irradiated aqueous solutions of electron scavengers even in the 

absence of a photocatalyst.93 

Additionally, the use of AgNO3 results in the deposition of silver on the photocatalyst, which might 

alter the charge transfer mechanisms in the system and will also affect light harvesting.95 If the 

concentration of a reaction product in solution has to be determined after the photocatalytic 

experiment, as e.g. in the nitrogen reduction reaction (NRR), the sacrificial agent and its decomposition 

products can additionally interfere with the quantification.110 The sacrificial agent can also influence 

the morphology and distribution of photodeposited cocatalysts.111 Due to the multitude of additional 

effects a sacrificial agent can have, careful control experiments should be performed to paint a 

complete picture of occurring processes. 

Methanol Oxidation (in Water) 

H2O + h+  ⋅OH + H+ 

CH3OH + ⋅OH  ⋅CH2OH + H2O 

Or: CH3OH + ⋅OH  CH3O⋅ + H2O 

⋅CH2OH  HCHO + H+ + e- 

2 H+ + 2 e-  H2 

HCHO + H2O   HCOOH + H2 

HCOOH  CO2 + H2 

Silver Nitrate Reduction  

Ag+ + e-   Ag0 

n Ag0  Ag0
n 

Iodate Reduction  

IO3
- + 6 e- + 3 H2O  I-

 + 6 OH-  

Peroxodisulphate Reduction 

S2O8
2- + e-  SO4

⋅- + SO4
2- 

SO4
⋅- + H2O  SO4

2- + ⋅OH + H+ 

a) 
b) 

c) 

d) 
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Another efficient strategy for activity enhancement directly targets the charge separation in the 

semiconductor photocatalyst itself. To better understand such approaches, one first needs to address 

the question of how excited charge carriers are intrinsically separated and transferred to a 

semiconductor surface: Electrons and holes follow concentration gradients (diffusion current) and 

electric field gradients (drift current). The former is usually not very efficient and depends a lot on the 

charge carrier mobility, whereas the latter is the fundamental driving force for charge separation.64,112 

Both forms of charge separation are not independent of each other, however. Photoelectrochemistry 

applies an external bias and thus assists in the charge separation in direction of applied potential.113 

Photocatalysis on the other hand does not have such an advantage and thus requires internal electric 

field gradients in the photocatalytic system itself.64 The most important electric field for charge 

separation is build up at interfaces. A semiconductor surface usually differs from the bulk, since surface 

atoms lack sufficient neighbours. This is well known for oxides, where undercoordinated oxygen atoms 

form dangling bonds that are often terminated by protons, forming hydroxyl groups. Alternatively, the 

oxygen atom can be negatively charged, which results in a charging of the surface.23,84 Which kind of 

surface termination/ charge is present, depends on the environment, e.g. air or water as surrounding 

medium, and the pH value – or more precisely the difference between the pH and the point of zero 

charge (PZC).114 As a consequence of structure disruption at the surface, the electronic structure of 

surface and bulk almost always differ and electronic surface states are formed at an energy within the 

band gap of the semiconductor (at least for anionic dangling bonds).115,116 However, there is no strict 

cut between the electronic structure of surface and bulk, but a continuous gradient that is build up by 

an equilibration of Fermi levels and surface states – at least in doped semiconductors. These are 

semiconductors, that possess either an excess of electrons (n-type), or excess holes (p-types), which 

are also referred to as majority charge carriers and cause a shift in the Fermi level closer towards the 

conduction or valence band, respectively.  The same situation occurs if a semiconductor is in contact 

with either a metal, a second semiconductor, or a liquid electrolyte. Such an establishment of electric 

field gradients represents an effective way to improve charge carrier separation in semiconductor 

photocatalyst.64,84,116 

In the simplest case, an interface between a metal and a semiconductor is formed across which charges 

can be separated. Both have different Fermi levels. When brought into contact, electrons will transfer 

from the constituent with the higher Fermi level to the one with a lower Fermi level, thus reducing the 

overall free energy of the system. Often, the density of surface states is higher than the number of 

bulk dopants, which results in the Fermi level being almost independent of the bulk dopant 

concentration, but instead determined by surface states. This effect is called Fermi level 

pinning.23,84,113,116 

In photocatalysis, especially reduction reactions, usually noble metals with large work functions (φm) 

are employed as so-called cocatalysts, to which excited electrons are transferred. For n-type 

semiconductors the work function of the metal is usually higher which leads to electron transfer from 

the semiconductor to the metal until an equilibrium, i.e. alignment of the Fermi levels, is reached. In 

this state the metal surface is negatively charged, whereas the interfacial region in the semiconductor 

is positively charged. Since the number of charges in a semiconductor is limited, the loss of electrons 

at the interface cannot be mitigated and a depletion layer is formed. The reverse case is true if the 

semiconductor work function is larger than that of the metal, resulting in electron transfer to the 

semiconductor, where they accumulate at the interface, forming an accumulation zone.84,113,114,116 
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Figure 7 Band bending at the interface of a semiconductor (SC) and metal: For an n-type semiconductor with EF(SC) < EF(m) 

(left), or with EF(SC) > EF(m) (right) shown at the top and for a p-type semiconductor with EF(SC) < EF(m) (left), or with EF(SC) 

> EF(m) (right). Partially inspired by ref.116 

 

Both depletion and accumulation zones are types of space charge regions. The potentials of conduction 

and valence band in such space charge regions differ from the bulk, since an electric field is formed, 

due to charged interfaces between metal and semiconductor, which results in band bending. 

Additionally, the concentration of minority and majority charge carriers is different in proximity to the 

interface. For φSC < φm the bands in n-type semiconductors bend upwards, since electrons are repelled 

by the metal surface, increasing the energy of electrons in proximity to the interface (Figure 7). Such 

an upward bending results in a barrier being formed between metal and semiconductor, the so called 

Schottky barrier, which impedes an electron back-transfer to the semiconductor. For φm < φSC the 

bands bend downwards. In p-type semiconductors, similar band bending situations can occur, but with 

reverse direction of the band bending, i.e. downward bending for depletion layer and upward bending 

for accumulation layer formation, since holes are consumed/ generated in the process of Fermi level 

equilibration. Since the Fermi level of n-type semiconductors is close to the conduction band energy, 

whereas that for p-type semiconductors is closer to the valence band, work functions for p-type 

semiconductors are usually larger. Therefore, when in contact with a metal of relatively large work 

function, such as noble metals, depletion layers are predominantly formed in n-type semiconductors, 

whereas accumulation layer formation is common in p-type semiconductors.84,113,114,116 

Often photocatalysts are nanoparticulate powders. If the particles are small, the normally established 

bulk space charge region at an interface with a metal can exceed the dimensions of the particle. In this 

case, the band bending is significantly reduced and does not significantly contribute to charge transfer 

in the semiconductor. This is further aggravated by a low concentration of bulk charge carriers (Figure 

8).113,116–118 Furthermore, the situation is often complicated by defects at the interface.64 

The system of a semiconductor photocatalyst and a metal cocatalyst serves multiple purposes, the 

most significant of which is the improved charge separation. The metal thereby often acts as an 

electron sink and thus as the active site for reduction reactions. Especially for photocatalysts that suffer 
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from photocorrosion, the improved charge separation can result in an improved stability of the 

photocatalyst.119 

 

 

 

 

 

 

 

 

Figure 8 Band bending in a big particle vs. a small photocatalyst particle. Adapted with permission from Hagfeldt et al.118 

Copyright from the American Chemical Society 2012. 

 

Furthermore, the reduction and oxidation sites are spatially separated, which leads to controlled 

charge migration, and a suppression of the reverse reaction. Apart from having a large work function 

for efficient charge separation, the metal also needs to possess active sites for the adsorption and 

reaction of reactants and a low overpotential. The latter two are characteristics also found in efficient 

electrocatalysts and determine the efficiency of reactant activation. Since the adsorption of reactants 

and the conversion mechanism are influenced by the cocatalyst, the selectivity can additionally be 

influenced.54,119–123 

A special group of cocatalyts are metal nanoparticles additionally exhibiting localised surface plasmon 

resonance (LSPR). In this case, the metal nanoparticle not only assists in charge separation, but can 

additionally serve as a sensitizer, since light is absorbed to induce electron oscillations. Most common 

metals for plasmonic interactions are Au, Ag, and Cu due to their high concentration of delocalised 

charges. Resonance frequency and thus the range of light absorption are strongly dependent on 

particle size and shape. So-called hot charge carriers are created upon the excitation of LSPRs, either 

directly through absorption, or via the decay of plasmons. Such hot electrons possess sufficiently high 

energies to overcome the Schottky-barrier and transfer to the semiconductor conduction band (Figure 

9). Additional effects are an improved charge carrier excitation by influencing the electric field in the 

proximity, improved light absorption in the semiconductor due to scattering effects, or an increased 

local temperature through plasmon decay.84,120,124  

Band bending and the generation of intrinsic electric fields is not limited to semiconductor-metal 

interfaces, but also present at semiconductor-semiconductor interfaces. Hence, combinations of two 

semiconductors can be designed to improve charge separation. If two semiconductors are brought 

into contact, charges can be excited in both, depending on the respective band gaps. If the band gaps 

of both semiconductors differ sufficiently, larger portions of the incident light might be harvested 

compared to one material alone. Commonly, electrons will transfer from the semiconductor with the 

more negative conduction band potential to that with the less negative band potential, while holes 

migrate from the semiconductor with the more positive valence band potential level to the one with 

a lower valence band potential, following the potential gradient across the contact area. Such a kind 

of semiconductor combination is called heterojunction.80–82,125–128  
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Figure 9 Charge separation with electron transfer from an n-type semiconductor to a metal cocatalyst over a Schottky contact 

(a), hot electron injection into the conduction band of a n-type semiconductor (b), and charge separation over a p-n-junction 

(c). 

 

There are three different types of heterojunctions that are divided based on the relative band 

positions. In type I both the conduction band and the valence band of one semiconductor are of higher 

(more negative and more positive, respectively) energy than that of the other, hence both types of 

charge carriers will accumulate on one of the constituents, which might result in recombination, if the 

charges are not consumed quickly enough in redox reactions. In type II heterojunctions, the conduction 

and valence band positions are stacked: electrons are transferred to one of the semiconductors, while 

the holes travel to the other, resulting in optimal charge separation and thus the separation of 

reduction and oxidation reactions on different semiconductors. Type III heterojunctions are an 

extreme case of staggered band potentials, only with a larger offset (Figure 10).81,82,126 A type II 

heterojunction is especially favourable, if bands bend towards another – a band alignment best 

achieved in p-n-junctions (Figure 9).84,125,127 A special kind of heterojunction can be formed between 

two phases or modifications of the same material, e.g. rutile and anatase in TiO2, or differently 

synthesised g-C3N4.129–131 

Band bending in heterojunctions can either assist in charge separation, or impede it, depending on the 

work functions of the semiconductors. Charge separation in heterojunction systems relies on the 

migration of electrons between conduction bands and of holes between valence bands in different 

semiconductors. A different charge transfer mechanism is realised in direct Z-schemes.132–134 Again, 

reduction reactions take place on one of the semiconductors, whereas oxidation reactions occur on 

the other. The leftover charge carriers, however, directly recombine across the interface (Figure 10). 

Such a transfer mechanism is especially favoured if conduction band potential of one and valence band 

potential of the other semiconductors are of relatively similar energy and band bending assists in the 

transfer.132 Normally, both semiconductors are n-type in such a band alignment. While charge 

separation in type II heterojunctions comes at the drawback of reducing the energy difference 

between oxidation and reduction potentials, reduction reactions in direct Z-schemes occur on the 

semiconductor with the more negative conduction band and oxidation reactions on the one with the 

more positive valence band. This can significantly increase the potential difference and thus the 

thermodynamic driving force for redox reactions.84,135 An advantage of both type II heterojunction and 

Z-scheme is the separation of reduction and oxidation sites and thus the inhibition of the reverse 

reaction.  

The reports on direct Z-schemes practically have greatly increased during the last decade. In principle, 

Z-schemes are an imitation of charge transfer mechanisms between different photosystems in natural 

photosynthesis, wherein both photosystems are excited upon light irradiation and electrons are 

a) b) c) 
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transferred from one to the other. Redox mediators are used for the exchange of the residual charge 

carrier on each system and prevent recombination.136,137 

Figure 10 Schematic charge transfer in different types of heterojunctions (a) and in Z-schemes (b). 

 

A similar mechanism has in the past been examined in terms of indirect Z-schemes, using redox 

shuttles based on Fe3+/Fe2+, VO2
+/VO2+, or IO3

-/I- for charge transfer between two semiconductors that 

are not in direct contact with each other.109,134,138,139 No satisfactory efficiencies were achieved by such 

systems, however, resulting in a continuous decrease in the interest in Z-scheme systems, which only 

experienced a renaissance with the introduction of first all-solid Z-schemes (here a metal intermediate 

layer between both photocatalysts is used for electron mediator) and later direct Z-schemes or, more 

recently, S-schemes.135 The latter are in principal synonymous to direct Z-schemes, only with – at least 

theoretically – a better characterisation of charge transfer mechanisms.132 Unfortunately, the exact 

band potential situation is oftentimes not characterised and discussed sufficiently and the 

classification into direct Z-scheme or type II heterojunction is often rather arbitrary. 

A special kind of composite material is that between a semiconductor and a photoactive small 

molecule (dye). Here, the dye acts as photosensitizer, absorbing light – also of wavelengths exceeding 

the band gap energy of the semiconductor – and transferring the excited charge carrier to the 

semiconductor, thereby significantly extending visible light harvesting in the system. The dye can be 

reduced back to its original state by an electron donor.140,141 

Apart from an improved charge separation, the combination of two or more photocatalysts can have 

additional advantages. As discussed above, efficient light absorption is a prerequisite for solar energy 

conversion. For visible light absorption, semiconductors with band gap energies below 3 eV are 

required. At the same time the conduction and valence band levels need to be at sufficiently negative/ 

positive energy, respectively, for charge carriers to be used for the desired reactions. Moreover, good 

a) 

b) 
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reactant adsorption and low charge carrier recombination rates are required. The combination of 

these demands is hard to fulfil by one photocatalyst, manifesting the importance of composite 

systems, wherein the benefits of both are exploited. 

In addition to that, material properties can be tuned in order to better meet the requirements. Thus, 

both band potentials and band gap energy can be adapted to some extent. Element doping is a 

strategy well known in photovoltaics to increase the amount of charge carriers in a system. The 

incorporation of additional elements into a material alters its electronic structure. Thus, dopant levels 

above the valence band (donor levels), or below the conduction band (acceptor levels) can narrow the 

band gap substantially (Figure 11). Electrons can be excited from the additional donor levels to the 

conduction band in the first case, while in the second case excitation can proceed from the valence 

band into the additional dopant levels. Both approaches result in an extended visible light absorption. 

For low dopant concentrations, both acceptor and donor levels are localised. If the dopant 

concentration is sufficiently high to form a delocalised band inside of the band gap, these additional 

levels are referred to as mid-gap states.83,84,142–144 

In oxide materials, the valence band is mainly formed by oxygen p-orbitals, whereas empty transition 

metal d-orbitals often form the conduction bands. If sulphur instead of oxygen p-orbitals constitute 

the valence band, its energy is at a less positive potential, due to the participation of electrons in 3p 

orbitals in sulphur. This results in lower band gap energies of sulphides compared to oxides.114 Doping 

is possible with cations either with a higher valence, often of metals with fully occupied d-orbitals for 

the introduction of additional donor levels, or with empty orbitals, such as alkali or alkaline-earth 

metals for the lowering of the CB potential.142 Doping with anions of lesser electronegativity – e.g. 

nitrogen, sulphur, or phosphor in oxide materials – on the other hand mainly introduces additional 

occupied donor states.145–148 If the energy difference to O 2p states is small, the dopant orbitals can 

mix with the oxygen ones.149 Depending on the energy difference between band potential and dopant 

level, it can be differentiated between shallow and deep dopants, which not only differ in their 

potential, but also in the extent of ionisation.23 Doping might furthermore induce lattice expansion or 

distortion, which has an additional effect on the electronic structure.84 

 

 

 

 

 

 

 

 

 

Figure 11 Reduction of the band gap by doping and the introduction of donor levels above the conduction band (green), of 

acceptor levels beneath the valence band (yellow), or intrinsic narrowing of the band gap by the existence of oxygen vacancies 

(grey) (a). Additionally, a deep dopant level is indicated by the dashed line. Charge carrier recombination at defect sites is 

shown in (b). 1: charge carrier generation and separation, 2: recombination at grain boundaries, 3: recombination at point 

defect in the bulk, 4: surface recombination.  

a) b) 
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Apart from altering the band gap energy and the potential of conduction and valence band, doping can 

affect charge separation efficiencies. On the one hand dopants can act as recombination centres, 

especially for deep-traps in the middle of the band gap (Figure 11).23,112 On the other, however, 

dopants can decrease the concentration of defects, which are predominant bulk recombination 

centres. Hence, the dopant concentration also directly affects the charge carrier mobility.112 Thus, the 

presence of oxygen defects in oxide materials commonly results in partial reduction of adjacent 

cations, e.g. of Ti4+ to Ti3+ in TiO2. Via intentional doping of metal cations with a lower valence, the 

amount of reduced metal species can be decreased, thereby decreasing charge carrier 

recombination.150–152 If excessive amounts of an alivoalent dopant (i.e. a dopant of either higher or 

lower valence) is introduced, however, more defects in the form of vacancies or partially reduced 

metal species are generated.153 A strategy to prevent this and keep charge balance can be the co-

doping of elements with both higher and lower valence.84,143,154,155 Additionally, recombination can be 

suppressed by trapping electrons.142,145,156 This can be beneficial if the trapped charge carriers can be 

used for the targeted redox-reactions. At high concentration, excitation can occur from or into mid-

gap states, thereby significantly improving overall light harvesting.83 

A special kind of doping is the introduction of defects, typically in the form of vacancies, which are 

intrinsic dopants. Vacancies reduce the coordination number of adjacent atoms, increasing their 

reactivity.157 Generally, it can be distinguished between electronic defects and ionic defects. The first 

represents additional electrons and holes, whereas the latter encompasses the presence of additional 

ions, or the lack of a lattice ion. Naturally occurring ionic point defects are divided into interstitial 

defects (Frenkel defects), i.e. the presence of ions in between lattice sites occupied by the constituent 

elements in the crystal structure, and Schottky defects, i.e. the absence of ions from their normal 

lattice sites (Figure 12). Both follow the principle of charge neutrality and are intrinsic defects.67,158 The 

absence of a charged ion in principle equals to a defect site carrying the opposite charge. Thus the 

creation of a positively charged anion vacancy, e.g. oxygen vacancy, always requires charge 

compensation by the creation of a cation vacancy or of excess electrons.23  

Figure 12 Examples of point-defects in a close-packed lattice of anions and cations with conservation of charge neutrality. 

 

The same principle is true for element doping, in which the introduction of cations with a different 

valence must be compensated e.g. via the creation/ consumption of oxygen defects. Alternatives for 

the preservation of charge neutrality would be compensation by electrons or holes, or in the case of 

acceptor dopants (negatively charged, due to the lower valence), with interstitial cations.23 Anionic 
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defects are frequently present in metal chalcogenides or nitrides. Thus, oxygen vacancies are common 

in metal oxides and were shown to improve the photocatalytic activity in several cases.159 Since they 

are positively charged, they act as electron acceptors.84,159,160 In carbon nitrides on the other hand, 

nitrogen vacancies play an important role.161–164 Strategies for the creation of anionic vacancies include 

reduction with NaBH4,165 reduction with H2 at elevated temperature,166  annealing in argon or 

vacuum,167,168 or etching.169,170 

Apart from the so far discussed point defects, additional defects, such as stacking faults, dislocations, 

distortions, or grain boundaries between crystallites can exist.171–173 While bulk defects frequently 

serve as recombination sites and are thus impedimental for high efficiencies (Figure 11), surface 

defects can assist in charge separation and electron transfer to/from adsorbing reactants. Similar to 

extrinsic dopants, they can alter the electronic structure, enhance light absorption and extent the 

lifetime of excited charge carriers.172,173 The role of defects can exceed that of changing the electronic 

structure. Thus, surface vacancies can additionally serve as active sites for catalytic reactions. They 

differ in energy from the surrounding atoms, which is often favourable for the adsorption and 

subsequent activation of reactants.174–176 

Apart from the combination of photocatalysts, or intrinsic changes in the semiconductor itself, the 

promotion of charge separation and suppression of recombination can be achieved by tailoring the 

morphology of the photocatalyst. One example would be nano-structuring, as discussed above. 

Another is facet engineering.177,178 This principle is based on the fact that catalytic reactions normally 

proceed on the surface of a material and are thus directly influenced by the surface structure. 

Parameters influenced by the surface composition are e.g. adsorption and activation energies. Often, 

some crystal facets are more active for a reaction than others. Additionally, charge separation might 

be more favourable in some directions than in others.177,179,180 Ideally, a directed separation of 

electrons and holes to different, species-specific sites in the crystal structure would be realised.178  

 

 

2.1.3 Photocatalytic Water Splitting  

 

Photocatalytic water splitting is probably the most extensively investigated photocatalytic reaction. It 

combines the reduction of protons to hydrogen with the oxidation of water to oxygen (Eq. 5 - 

8).64,65,85,112,144,181 It thus represents a sustainable pathway to directly generate H2 as a green fuel, using 

sunlight and water (Figure 13). Both reactions are highly pH dependent, as they involve protons. While 

the hydrogen evolution reaction (HER) is more favourable in acidic and neutral environment, the 

oxygen evolution reaction (OER) proceeds much faster in an alkaline environment, as can be seen from 

equations 8 and 10.65,112 Additionally, both HER and OER result in a change of local pH, since protons 

are consumed or produced, respectively.64 It is furthermore evident, that the oxygen evolution is a 

multi-reactant, multi-electron process, which results in slow reaction kinetics. Hence, the OER is 

usually the rate and efficiency limiting factor in overall water splitting (OWS).121,181–183  

In photocatalysis, the reduction and oxidation potential are determined by the band gap and band 

positions, since they predetermine the potential of photo-excited charges. In theory, 1.23 V vs. RHE 

are required for the splitting of water. Additionally, the valence band maximum has to be located at 

more positive potentials than 1.23 V vs. RHE and the conduction band minimum at more negative 
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potentials than 0 V for electrons and holes to have sufficient energy for water oxidation/ 

reduction.65,184,185 However, there is an activation barrier for the electron transfer to species at the 

catalyst surface that increases the required energy input. Thus, in praxis the band gap needs to be 

larger than at least approx. 1.6 V.183 

Figure 13 Water splitting on a photocatalyst equipped with both an oxidation and a reduction cocatalyst. 

 

For semiconductor photocatalysis, the potential available for the driving of redox-reactions is usually 

not equal to the band gap potential, but instead to the photovoltage, i.e. the potential difference 

between quasi-Fermi levels of electrons and holes. Those are the shifted Fermi levels upon illumination 

and charge excitation.186 The photovoltage depends amongst others on the flat band potential (i.e. the 

band potential established if an external voltage is applied to flatten band bending), the extent of Fermi 

level pinning (i.e. the control of surface states over the Fermi level and thus independence of bulk 

dopant concentration), and the surrounding environment. It is thus commonly smaller than the band 

gap potential.116,121 

The more negative the conduction band potential and the more positive the valence band potential, 

the higher the driving force for the respective reaction. At the same time, the band gap must not be 

too large to allow for efficient solar light harvesting.65 These requirements are in addition to efficient 

charge separation and reactant adsorption and activation, as discussed above, which makes overall 

water splitting with one system highly difficult. Therefore, commonly only one half-reaction is 

investigated for a material – at least initially. This allows for a systematic optimisation of this side, 

before the development of systems covering both half reactions is attempted. Instead of performing 

the other half reaction, a sacrificial agent is employed to increase the number of available charge 

carriers and thereby the quasi-Fermi levels and thus driving force for a photocatalytic reaction.187  

Since both HER and OER require (photogenerated) charge carriers, the efficiency moreover depends 

on the carrier diffusion length – especially that of the minority charge carrier. Many photocatalysts for 

the OWS are n-type (Figure 14), which means that hole diffusion is another limiting factor affecting the 

OER. The problem is further aggravated by the larger effective mass of holes compared to electrons.188 

The slow hole diffusion is a major problem e.g. in hematite, Fe2O3, photoelectrodes.189–191 

Furthermore, the greater mass of O2 compared to H2 in combination with frequently high oxygen 

affinity of the materials result in a slower diffusion from the catalyst surface.188 

 

H2O → H2 + 0.5 O2             ΔG = 238
kJ

mol
                (8) 

 

 
2 H+ + 2 e- →   H2                    E°RHE =   0                 (5)    

2 H2O + 4 h+ →  4 H+ + O2             E°RHE =  1.23 V        (6) 

4 OH- + 4 h+ →   O2 + 2 H2O            E°RHE =  1.23 V        (7) 
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 Figure 14 Band positions for important water splitting photocatalysts. Those capable (at least in theory) to perform overall 

water splitting are depicted in blue, while those with suitable band potentials for only the OER are shown in green. Values for 

band potentials are taken from listed references: TiO2 (anatase) and SrTiO3,192 Fe2O3,193 WO3,194,195 ZnO,196 BiVO4,197 CdS,198 

g-C3N4,199 MoS2 (monolayer),200 TaON and CaFe2O4.201 

 

As illustrated by the requirements for and issues faced in overall water splitting, efficient OWS over 

one semiconductor photocatalyst is challenging. Nevertheless, the activities and efficiencies reached 

increased during the past decades of research, often strongly coupled to strategies of efficiency 

enhancement. Some important semiconductor photocatalysts for OWS and OER are depicted in Figure 

14. 

The HER as the easier but in terms of products also the more interesting reaction, is the better 

researched half reaction of the two. Initially, much focus was put on TiO2, following in the footsteps of 

Fujishima and Honda.77,202 Anatase is thereby generally more active compared to rutile or brookite, 

due to a commonly higher surface area and greater abundance of oxygen vacancies – this is especially 

obvious in N-doped anatase.202–204 Even more active are composites of anatase and rutile.129,130 

Another important HER catalyst is CdS, which absorbs visible light and has been extensively studied in 

the past.205–210 However, CdS suffers from a poor stability and extensive photo-corrosion, and is 

additionally problematic due to the toxicity of Cd.97 Since Wang et al. reported on photocatalytic HER 

with polymeric carbon nitride,211 a visible light absorbing, carbon-based polymer, many papers 

featuring carbon nitrides have been published.212–220 Many reports are based on g-C3N4, although in 

reality, most structures of obtained carbon nitrides are not graphitic, but instead not fully condensed 

and of low crystallinity.221–224 More recently, crystalline carbon nitrides have also been explored.225–229 

Various heterojunctions have been developed for improved photocatalytic performance compared to 

the single component system. Especially composites with TiO2, CdS, and g-C3N4 as one of the principal 

constituents have been tested.230–236 

Noble metal cocatalysts are usually added to improve the HER efficiency.119 The proton first adsorbs 

to the metal surface and M-H bonds are formed coupled to an electron transfer. Subsequently, H2 is 

formed catalytically. The most important noble metal cocatalysts for the HER are Pt and Rh. This is due 

to a direct dependence of the hydrogen evolution rate on the M-H bond strength, which is optimal for 

Pt.119 Sometimes Pd, Ag, or Au are used as well, the latter two often in the context of plasmonic 

excitation.237–240 A huge advantage of noble metal cocatalysts besides the large work function is the 

possibility to directly deposit them out of a salt solution selectively on sites with high electron 
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concentrations using photodeposition.241,242 Earth abundant cocatalysts such as Co-phosphides 

(CoPi),243,244 MoS2,245,246 Ni, or NiS247–249 have recently emerged to reduced material costs.54,56,250,251 

Some of these can be photodeposited as well.252 

For the OER the number of reported photocatalysts is lower, as is the observed activity. Still, the 

development of more sophisticated systems using combinations of semiconductors, doping, or 

morphology engineering led to a gradual improvement during the past decades.94 As for the HER, TiO2 

is one of the most widely investigated semiconductors.93,253,254 BiVO4 has emerged as another 

promising material for the OER, especially after Mo doping was shown to significantly improve the 

electron transport and thus the performance.197,255–257 Other important OER catalysts are WO3,258–260 

and Fe2O3,190,191,261,262 especially in photoelectrochemistry also owing to their visible light absorption 

properties.194,201 Additionally, ferrites have shown potential in photoelectrochemichal water oxidation, 

e.g. ZnFe2O4, or CaFe2O4.263–270 Cocatalysts are again important for the achievement of good O2 

evolution rates. Conventionally, IrO2 and RuO2 were mainly used.93,260,271–273 This was followed later by 

Co based cocatalyts, such as Co-phosphate, Co2O3 or CoOOH.256,258,274,275 More recently Co-, Ni- and Fe-

oxyhydroxides have emerged as earth abundant, and – at least for Fe-rich oxyhydroxides – non-toxic 

cocatalysts.276–282  

Initially, TiO2 and SrTiO3 were mainly investigated for the OWS. Many of the first reported activities 

were very low, however, and sometimes ambiguous.85,283–285 A major problem often encountered is 

that of the back-reaction of H2 and O2 to H2O, which is catalysed at the same sites as the water splitting 

reaction.185 K4Nb6O17 was discovered in which the separation of both reactions to separate layers is 

realised (Figure 15).286 A similar strategy is pursued in layered perovskites, especially titanates.287,288 

Some years later, tantalates were discovered as active photocatalysts for OWS.289–292 Especially NiO-

loaded, La:doped NaTaO3 showed a very promising activity, which was attributed to a separation of 

HER and OER onto different sites in the structure (Figure 15).293 A relatively high conduction band 

potential and thus enhanced driving force for reduction reactions contributes to the superior activity 

compared to titantes or niobates.85 Another active water splitting catalysts is Zn-doped Ga2O3.294,295 

Many active photocatalyst for OWS contain metals with d0 or d10 configuration. For these 

semiconductor oxides, the valence band level is predominantly  determined by that of O 2p.65,201 

The water formation reaction cannot only be suppressed by spatial separation of reaction sites, but 

also by cocatalyst engineering: Core-shell cocatalysts are especially advantageous in this regard. The 

reduction reaction proceeds at the core and the outer shell is penetrable for the evolved H2, but 

prevents access of O2 to the active catalyst sites. Prominent examples are Ni/NiO or Rh/Cr2O3 

cocatalysts.296–300 For the Ni/NiO system, Ni additionally serves as hydrogen evolution cocatalyst, while 

NiO is an electrocatalyst for the OER.301 The role of Cr2O3 on the other hand is ambiguous, but mainly 

seems to be the blocking of the Rh surface for oxygen.300 

Initially it was assumed that water oxidation cocatalysts are not necessary for OWS due to the high 

valence band potential of many oxides. However, the deposition of both HER and OER cocatalyst could 

significantly increase the activity of several materials, such as carbon nitrides,302 or GaN:ZnO.272 

Recently, SrTiO3 has received a lot of attention, after the group of Domen added a CoOOH cocatalyst 

in addition to conventional Rh/Cr2O3 onto Al-doped SrTiO3 and achieved a very high quantum 

efficiency.274 In fact, the system was efficient enough for large scale studies in a prototype panel 

reactor system, to explore the options for future industrial H2 production via photocatalysis. No 

economically viable H2 production could be realised, though.303 Doping of SrTiO3 with Rh or Al has 

generally proven an efficient strategy for reducing the band gap and removing Ti3+ trap states.151,284,304 
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Figure 15 Strategies for activity enhancement for OWS via separation of reactions on different sites (a), adapted with 

permission from Kato et al.,293 or in different layers (b).286 Alternatively, core-shell cocatalysts, such as Rh/Cr2O3 have proven 

beneficial for an inhibition of the reverse reaction (c). 

 

Many of the state-of-the-art photocatalysts, such as TiO2, or SrTiO3 are only active under UV light. 

Therefore, strategies to improve visible light absorption – such as conversion to oxynitrides or 

oxysulphides – are currently extensively investigated.155,181,305–308 One of the most important visible-

light active photocatalysts of this category is TaON, especially after modification with ZrO2.309,310 An 

additional example is (Ga1-xZnx)N1-xOx,311–313 which shows a good water splitting activity under visible 

light irradiation, or Zn-Ge-oxynitride.314 A prominent example for an oxysulphide photocatalyst is 

Y2Ti2O5S2.315  

A major problem in the design of new photocatalyst materials is a certain lack of knowledge regarding 

the intermediates of a photocatalytic reaction, the presence or absence of rate determining steps, or 

correlations of parameters such as light intensity, sacrificial agent concentration, or number of active 

surface sites, with the activity.117,187 Additionally, material changes might occur under the conditions 

employed in a photocatalytic experiment and/ or light irradiation, especially at the surface.316–318 

Continuous mechanistic research and the combination of theoretical calculations and operando 

measurements will be needed for a better understanding of fundamental processes in semiconductor 

photocatalysis, which is in turn indispensable for the rational design of new photocatalytic systems 

that may tackle the issue of low efficiency. During the past decade, characterisation studies on 

electrocatalytic reaction systems in operando have been addressed more widely, especially using X-

ray absorption (XAS) and near ambient pressure X-ray photoelectron spectroscopy (NAP-XPS).279,319–324 

Valuable insights can also be gained for photocatalysis, since electrocatalysts are frequently used as 

cocatalysts in combination with semiconductor photocatalysts. Furthermore, operando studies are 

gradually more addressed in photocatalysis, as well.325–328 

 

 

2.1.4 Photocatalytic Nitrogen Reduction 
 

Ammonia, NH3, is one of the most important synthetic chemicals, as it is crucial for the fabrication of 

fertilisers and thus the nutrition of the world’s population that would not otherwise be possible.330 

Over 175 million tons of NH3 are annually produced and a growth in the production is expected, in 

tandem with a growing world population.331,332 This makes it the second most produced chemical 

worldwide;333 80 % - 85 % of the synthesised NH3 are further used for the production of fertilisers.331,334 

Additionally, ammonia is becoming more and more important as a chemical storage medium for H2 

due to its high content of bound hydrogen of 17.6 wt.% and storage at low pressures in liquefied 

a) b) c) 
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form.48,51,335 It can directly be employed in solid oxide fuel cells.48,336 Industrially, NH3 is produced by 

the Haber-Bosch process from H2 and N2 gases at elevated temperatures and pressures in large 

centralised plants (Figure 16a).331,337–339 The production requires 1 - 2 % of the global energy 

consumption and contributes to global CO2 emissions by a share of 1 – 2 %, mainly due to the 

generation of H2 via methane steam reforming prior to the actual Haber-Bosch process, which alone 

has a share of around 2 % of the annual fossil energy demand.335,340,341 

Figure 16 Illustration of the conventional Haber-Bosch process in centralised power plants, with on-site generation of H2 via 

steam-reforming (a) and structure of the FeMo-cofactor in nitrogenase enzymes (b). The structure is reprinted with 

permission from reference 329 (Copyright American Chemical Society). Sulphur atoms are depicted in yellow, iron in orange, 

molybdenum in purple and carbon and oxygen are shown in black and red, respectively.  

 

Photocatalytic nitrogen reduction aims at the direct production of ammonia from gaseous N2 (or ideally 

air) and water under ambient conditions.38,71,72,174,342–346 Ambient nitrogen reduction is already realised 

by nitrogenase enzymes in microorganisms, in which the cofactor at the active site is mainly composed 

of iron and sulphur atoms, in addition to molybdenum, vanadium, or more iron (Figure 16b). The full 

mechanism is not completely understood yet. In general, coordination of N2 to the active centre is 

followed by activation, which facilitates the reduction and protonation. ATP is used as an energy 

source, H2 is produced as a concomitant by-product and the reversible replacement of a sulphur atom 

was found to play an important role in the process.329,347–351 Investigations on transition metal catalysts 

revealed that nitrogen is activated via back-donation from the metal centre to nitrogen, increasing the 

electron density in anti-bonding orbitals.348,352 The structural composition of the active centre led to 

many biomimetic approaches focussing on iron, molybdenum and/or sulphur containing 

compounds.353–362 Examples include binary sulphides, such as MoS2,357,363 or FeS2,355,364,365 iron-

molybdenum oxides, such as FeMoO4,356,366 and Fe2(MoO4)3,358 and ternary oxides and sulphides, such 

as FeMo3S4,362 Fe-doped SrMoO4,367 or Bi2MoO4.157 All of these examples except Bi2MoO4 were 

reported for electrocatalytic nitrogen conversion, however, due to the numerous high demands on a 

photocatalyst for the NRR. Especially for ternary iron-molybdenum oxides and sulphides, the number 

of reports is scarce and the achieved activities and selectivities were comparatively low. 

Photocatalytic nitrogen reduction suffers from low efficiencies. This is partially due to the very stable 

N-N triple bond that is highly inert, as well as unfavourable one or two electron transfer steps to the 

LUMO, which is located at a high energy. The NRR is furthermore a multi-electron, multi-proton 

process, since the reduction of one molecule of N2 requires the transfer of six electrons and six protons, 

as elucidated by equations 9-12.38,47,368 The high energy requirement for the formation of 

FeMo-cofactor 

b) a) 
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intermediates kinetically impedes the reduction, which from a thermodynamic perspective is quite 

favourable (Eq. 12). Both proton affinity and energy barrier for consecutive steps decrease after the 

first electron transfer steps.352 

                                     N2 + 8 H+ + 6 e- →  2 NH4
+     E°RHE = 0.274 V                                                   (9)  

 N2 + 6 H+ + 6 e-  →  2 NH3     E°RHE = −0.148 V (alkaline)                                    (10) 

H2O (l) + 2 h+ → 0.5 O2 (g) + 2 H+(aq)       E°RHE = 1.23 V                                    (11) 

 

N2 + 3 H2O →  2 NH3 + 1.5 O2        ΔG = 678 kJ/mol                                         (12) 

The small potential difference of the N2/NH3 and the H+/H2 redox couple, together with the kinetic 

limitations in the NRR, makes hydrogen evolution the most important competitive reaction. Hence, 

selective NRR is highly challenging in aqueous media and requires catalysts that preferentially bind 

nitrogen rather than hydrogen atoms at the surface.369 Additional side-reactions can be the oxidation 

of N2 to NO, nitrates, or nitrites, the production of hydrazine N2H4, or the oxidation of NH3.47,72,370,371 

Since N2 reduction to ammonia requires protons, the reaction in aqueous media is dependent on the 

pH, with higher activities observed under acidic conditions, in agreement to a higher abundance of 

protons.368 Apart from the parasitic HER, NRR in aqueous media is further impeded by the low solubility 

of gaseous N2. An emerging strategy for the circumvention of this problematic in electrocatalytic NRR 

is the use of ionic liquids that can both improve the Faradaic efficiency and the ammonia yields.369,372,373 

Figure 17 The three main pathways for nitrogen reduction. Adapted from references 342,368,374. 

 

A prerequisite for good activity in NRR is an efficient adsorption and activation of N2. The first electron 

or proton coupled electron transfer steps are with -4.16 V vs. NHE, or -3.2 V vs. RHE strongly endergonic 

and represent high activation barriers for the reaction.47 A lowering of these activation energies 

through interaction with a catalyst surface is thus crucial. Hence, an abundancy of active sites in 

combination with the presence of metals with an ability for back-donation are targeted material 

properties in the design of NRR catalysts.352 The reduction of N2 to NH3 involves bond dissociation as 

well as protonation and reduction steps. The precise order of these steps is, however, not 

predetermined but depends on the respective catalyst. Mainly three different pathways are postulated 

(Figure 17). One is the dissociative pathway – the route mainly followed in thermal catalysis, such as 

the Haber-Bosch process. Herein N2 is cleaved into bound N-adatoms upon adsorption to the catalyst, 
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which are subsequently hydrogenated to form NH3. A second pathway is associative in nature: 

Adsorbed dinitrogen is first protonated and the N-N bond is only cleaved upon dissociation of NH3. 

Depending on whether both nitrogen atoms are alternately protonated up until the point when one 

nitrogen atom is protonated fully and dissociates as NH3, or whether the proton and electron transfer 

steps are initially restricted to one nitrogen atom, two pathways are differentiated: the distal and the 

alternating one.342,368,369 The associative nitrogen reduction pathways commonly assume end on 

adsorption of the N2 molecule onto the catalyst surface. Alternatively, a simultaneous adsorption of 

both nitrogen atoms side-on in a bridge mode could also be assumed.369 

Which of the two pathways is followed strongly depends on the material, as the adsorption of N2 is 

crucial. Generally, one of the two pathways requires a higher activation barrier than the other and the 

rate determining step depends on the respective surface and – as for the HER on metal electrocatalysts 

– on the bonding strength towards N2.369,375 It is often difficult to distinguish between possible 

reduction pathways. Mostly DFT calculations are used to evaluate which pathway is the most likely on 

a specific surface.355,366,376 However, they always require a set of assumptions and possible models that 

are used for the calculations. Additionally, the detection of hydrazine can be an indication for the 

alternating pathway, since *N2H2 and *N2H4 species are formed, that may desorb from the surface.377–

379  

A serious problem for efficient NRR over only one material is the linear scaling relationship between 

the binding energies of the key intermediates *N2H and *NH2.47,375,380 They represent the most 

important product of the first proton coupled electron transfer step and the educt of the last step, i.e. 

the proton coupled reduction and desorption of NH3.47 The better *N2H is stabilised as an intermediate 

– and thus the better the first proton-coupled electron transfer step – the more the dissociation of NH3 

in the last step is inhibited. As a consequence the difference in ΔG of these two intermediates is much 

larger than what would be required for both reaction steps to occur at the same potential – this in turn 

results in a higher required overpotential.47,380 These scaling relationships have been established for 

electrocatalytic nitrogen reduction, but can in principle also be valid for photocatalysis and prevent 

efficient NRR over a single material. Therefore, strategies need to be developed, that circumvent this 

limitation by following altogether different mechanism.380 In electrocatalysis this has been achieved 

with Li-mediated approaches that exacerbates the ability of Li-metal to spontaneously form nitrides at 

ambient conditions that can be hydrolysed to NH3 in the presence of a proton donor, which ideally acts 

as a proton shuttle.381,382 Semiconductor nitrides allow for the possibility of nitrogen reduction via a 

Mars-van-Krevelen mechanism, i.e. the conversion of lattice nitrogen to ammonia followed by 

subsequent replenishment of the extracted nitrogen.37,383,384 This mechanism is altogether different 

from the adsorption and activation of gaseous N2 at the surface and can thus avoid the dependencies 

of convention reduction intermediates. Photocatalytic systems were found to deviate from the linear 

scaling relationships to some extent, which was attributed to a suppression of the HER. Correlations 

with the metal-H bonding strength of the cocatalyst and nitrogen binding energies were found to play 

an important role.72,385,386 

As in water splitting, the initial research was based on TiO2, after Dhar observed nitrogen fixation in 

desert soils.387 This work was reinitiated years later by Schrauzer and Guth, who established a 

relationship between the presence of hydroxyl groups in metal oxides and the ability for photocatalytic 

nitrogen reduction.388 In the following years, the interest in photocatalytic nitrogen reduction 

experienced a sharp increase, still focussed mainly on metal oxides. A higher activity of rutile compared 

to anatase was observed and subsequently, doping strategies with metal ions, especially Fe3+, were 
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introduced to tune the ratio of both phases in a TiO2-only composite while at the same time improving 

the light absorption properties, charge separation and the number of active adsorption sites.72,388–390 

Iron doping might also stabilise oxygen vacancies, that are beneficial for the NRR.379 Pristine TiO2 was 

found to be inactive for the NRR. Therefore TiO2-based systems always rely on structural modifications 

of the oxide itself – e.g. through the amount of surface –OH groups, or the abundance of defects, 

especially oxygen vacancies VO – or on the combination with a second material.391,392 Nowadays TiO2 

remains one of the most widely investigated photocatalysts for the NRR.175,379,392–399 

Due to the intrinsically low activity and poor selectivity of most catalyst systems, common strategies 

such as the addition of a cocatalyst, the formation of heterojunctions, doping, or the tuning of 

morphology and exposed sites are widely pursued in order to improve both the charge carrier 

separation and the nitrogen adsorption and activation. In many cases, several strategies are combined 

to achieve both an efficient separation of charges and activation.170,174,397,400–403 The choice of noble 

metal cocatalyst not only affects the activity, but also the selectivity – two characteristics that are 

highly interdigitated for the NRR. Thus, for TiO2 the activity decreases in the order of Ru>Rh>Pd>Pt, 

due to a decrease in the M-H bond strength, which in turn increases the overpotential for the HER.385 

Apart from the introduction of ‘classical’ cocatalysts, plasmonic sensitisation with noble metal 

nanoparticles has been used in prominent systems based on TiO2 nanorods, or SrTiO3.175,404–406 Apart 

from TiO2, common metal oxides such as Fe2O3 and SrTiO3 were initially employed and are still 

frequently investigated up to date.407–412 More recently, bismuth oxyhalides, such as BiOCl or BiOBr 

received a lot of attention, due to high reported yields achieved via a good control of exposed facets/ 

active sites and facile introduction of oxygen vacancies that trap electrons and serve as efficient 

nitrogen adsorption sites.179,402,413,414 The benefits of vacancies for nitrogen adsorption and activation 

were also shown for other material classes, such as nitrides, making defect engineering one of the 

most important strategy for improving NH3 yields in photocatalytic NRR.171 Other important 

photocatalysts for the NRR are e.g. VN-containing GaN nanowires,415 etched LDHs,170 or VO-rich W18O49 

nanowires/-rods416,417 – most of which contain high amounts of vacancies. 

The exact mechanism is oftentimes not fully understood, even for TiO2 itself. DFT calculations 

considering adsorption and bond activation are often employed to gain mechanistic insights, but the 

complexity of the systems and the number of possible reactions result in divergences between the 

studies, as simplified models are employed, neglecting one factor or the other.  Exemplary factors are 

the role of surface hydrogenation,418 oxygen vacancies,393 adventitious carbon,419 or the role of 

additionally present ions.420  

Another widely investigated material is graphitic carbon nitride (g-C3N4), which was reported to be one 

of the most active photocatalysts for the NRR so far.169,222,223,383,421,422 C3N4 is a polymeric material based 

on carbon and nitrogen. It is non-toxic, based on abundant elements, easy to synthesise via thermal 

polymerisation of low-molecular weight precursors such as melamine,423,424 urea,422,425–427 or 

dicyandiamide,162,428,429 and absorbs visible light with a band gap of approx. 2.7 eV.211,426,430 It has 

emerged as a famous non-metallic photocatalyst after Wang et al. reported its activity for the HER in 

2009.211 Due to its organic framework, the structure and properties can be tuned extensively, via 

synthesis conditions, precursor choice and ratio, or post-synthetic treatment. The layer stacking 

distance, surface area, C/N ratio, band gap, charge separation efficiency and number/character of 

defects are all parameters that can be tailored.143,423,426,427,429,431,432 Carbon nitrides employed in 

photocatalysis are rarely of high crystallinity, thus containing a lot of defects, that were shown to be 
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beneficial for the activity.163,171,421 Especially carbon nitrides obtained via thermal polymerisation are 

often largely amorphous.223,424,433  

Additionally, residues of low molecular weight intermediates increase the disorder and prevent a 

defined stacking of layers.212,430 The polymerisation temperature was shown to have a significant 

impact on the properties of the obtained carbon nitride, with increased condensation and a red shifted 

absorption observed after polymerisation at higher temperatures.424,434 Pyrolysis time and duration 

additionally have an influence on both the degree of condensation, but also on surface area and layer 

thickness.435   

Figure 18 Structures of carbon nitrides: Polytriazine (first structural model for g-C3N4), polyheptazine (thermodynamically 

more stable), melon (the identified thermal polymerisation product), and the crystalline forms PTI (poly(triazine imide) and 

PHI poly(heptazine imide).222  

 

Different structure models were proposed in the search for the structure of ideal g-C3N4, of which the 

two most common ones contain a triazine, or a tris-s-triazine (heptazine) unit as primary building block 

(Figure 18). Compared to the triazine-network, structures based on tri-s-triazine building blocks were 

calculated to be more stable, which was further supported by the finding of melem, that already 

contains the tri-s-triazine unit as an intermediate.430,436 While most of the earlier works assume a fully 

condensed network that forms a sheet-like structure (hence the prefix ‘graphitic’), reports e.g. by 

Lotsch et al. refute this picture, postulating a structure-model based on melon-chains for carbon nitride 

synthesised via thermal polymerisation (Figure 18).221–223,428 More recently, crystalline carbon nitrides 

have moved into the focus of photocatalytic research, due to their better defined structure and 

increased stability. Of the crystalline polymeric nitrides, poly(triazine imide) (PTI) and poly(heptazine 

imide) (PHI) synthesised in alkali chloride salt melts, e.g. LiCl, NaCl, or KCl, exist.225,229,437–439 They consist 

of 2D crystalline sheets of condensed triazine or heptazine units, respectively, that form stacks with 
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the metal ions in pores and intercalated chlorido ions.222 The alkali ions thereby have a dominant 

structural directing influence, with the composition of the salt melt being the decisive factor for the 

formation of either triazine or heptazine based frameworks.437 By varying the ratio of salt to urea, 

composite materials of disordered polymeric nitride (tris-s-triazine based) and PTI can be formed, as 

shown e.g. by Jin et al.227 Additionally, the C/N ratio can be tuned by the choice of the precursor.228 

Pristine C3N4 usually only exhibits rather low photocatalytic activities, due to fast charge-carrier 

recombination rates.213,440 Many systems focussing on heterojunctions or Z-schemes of g-C3N4 and a 

secondary photocatalyst have been reported. Examples for the NRR employ oxides, such as TiO2,441 

CsxWO3,442 Ga2O4,443 BiOBr,444 or sulphides such as MoS2,445 or ZnMoCdS.446 Another feasible strategy 

for activity enhancement (HER, CO2RR and NRR alike) is doping with either cations,447–449 or non-metals, 

predominantly sulphur and oxygen,199,450–453 but often also phosphorous and boron.454–459 Sulphur 

doping can be done easily by including thiourea in the synthesis.460 For the introduction of other 

dopants, additives such as B2O3, NaBH4, or oxalic acids can be introduced into the synthesis.199,454,458 

Metal cations, such as Fe3+, K+, and Cu+ were shown to act as active adsorption sites,401,448,449 whereas 

non-metal doping mainly results in an altered band structure that can improve charge separation and 

narrows the band gap.458 The most efficient strategy for improved performance in the photocatalytic 

NRR is the introduction of nitrogen vacancies (VN) into the structure.143,163,169,174,220,440,461,462 These 

vacancies are of similar size as nitrogen in N2, thus presumably acting as very efficient adsorption and 

activation sites (Figure 19).176,463,464 It is generally agreed that the NRR over VN-rich C3N4 proceeds via 

a Mars-van-Krevelen mechanism.383 There are different strategies to introduce vacancies. Some rely 

on the post-synthetic treatment of C3N4, e.g. by KOH,169 HCl,462 or either direct, or post-synthetic 

calcination in an N2 or H2 atmosphere.166,465–467  These approaches etch nitrogen out of the structure. 

Other synthesis strategies directly employ KOH in the synthesis, yielding a K+-intercalated, VN-rich C3N4. 

NH3 production rates of up to 3632 µmol g-1h-1 were reported for such systems.169 Cyano,383,463,468 or 

cyanimide groups at the vacancies were found to play an important role in the enhanced ammonia 

generation.469 

Figure 19 The principle of specific nitrogen adsorption and activation during photocatalytic nitrogen reduction over vacancy-

rich g-C3N4. The general principle is also working for other carbon nitride structure models, such as melon or poly(heptazine). 

 

A problem connected to NRR over nitrides is the presence of nitrogen in the structure and arising 

questions about the source of the nitrogen in NH3. This is even worsened by discontinuities in reported 

photocatalytic systems – such as light source and reactor geometry470 - difficulties in accurate ammonia 
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quantification due to generally low yields and the interference of sacrificial agents or additional ions 

with the testing methods for NH4
+.110,471,472 Additionally, adventitious NH3 sources may falsify the 

results.473 These issues are increasingly topic of debate in electrocatalytic NRR,474,475 but still frequently 

ignored in photocatalytic NRR, preventing a comparison between different works and resulting in 

doubts about the accuracy of published results. This is changing currently, with a series of control 

experiments being more and more often demanded nowadays.476 

An alternative to nitrogen fixation via reduction of N2 is the oxidation to nitrates that can subsequently 

be employed for the synthesis of HNO3.396,477,478 Similar systems – often based on TiO2 – can 

alternatively be used for the reduction of nitrate – either to NH3 or to N2.479–484 Notably, the systems 

of metal loaded TiO2 are essentially the same as commonly applied for the NRR to ammonia,392,485 and 

also for the reverse reaction, i.e. the oxidation of NH3,486,487 elucidating how multiple reactions can 

occur simultaneously on one photocatalyst, which seriously impedes the product selectivity. 

 

 

2.2 Sustainable Electrocatalysis 

2.2.1 General Aspects  
 

In contrast to photocatalysis, the electrocatalyst is not harvesting the required energy for driving a 

target reaction by itself, but instead the energy has to be applied externally in form of an electric 

potential. The external energy supply generally increases the number of materials that can be used as 

a catalyst. However, the adsorption, activation of reactants, and desorption of products strongly 

depend on the electrode material.  In the case of water electrolysis – probably the most prominent 

electrocatalytic reaction – the required potential is 1.23 V, as discussed earlier. However, the presence 

of reaction barriers, slow mass transfer, and slow reaction kinetics lead to the need of applied 

overpotentials, which is why in practice much higher voltages (typically around 1.6 – 1.8 V) are 

needed.46,488 The interaction between the catalyst material and the educt via adsorption and activation 

at the surface can hereby significantly reduce the overpotential for a reaction and depends on the 

bonding strength of reaction intermediates.46 This in turn results in an increase in the efficiency and a 

decrease in the wasted energy. Thus, both selectivity and activity are influenced by the choice of 

material.489 

Figure 20 Schematic representation of water electrolysis with two compartments separated by an ion-exchange membrane. 
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The electrocatalyst comprises the working electrode in an electrochemical cell, i.e. the electrode at 

which the desired reaction is taking place. The reduction reaction proceeds at the cathode, while at 

the same time oxidation reactions occur at the anode. Commonly, a standard counter electrode is 

employed and only one reaction is analysed, so both oxidation and reduction reaction can be optimised 

separately.46 The surface area of the counter electrode should be larger than that of the working 

electrode, to avoid kinetic limitations at the side that is not the focus of the experiment. Full cell setups 

can also be developed, wherein both anode and cathode are comprised of a designed material to 

effectively catalyse and optimise both half reactions in e.g. overall water splitting (Figure 20). 

Candidates for electrocatalysts are therefore characterised by properties that effect the efficiency of 

the target reaction. This is on the one hand the charge transfer resistance and thus conductivity of the 

material, but also the kinetics of activation and conversion processes on the surface. The most 

important characteristics for the evaluation of the performance of an electrocatalyst are the 

overpotential η, the onset potential, and the faradaic efficiency (FE). The first two are measures for 

the activity and energy efficiency, whereas the third describes the selectivity by putting the total 

current in relation to the product yield.31,46,488 The overpotential is reported at a certain current 

density, commonly 10 mA cm-2.31,46 

The overpotential can be calculated as the difference between the applied potential (Eapplied), the 

theoretically required potential (E0), and the current drop over the electrolyte and wires (iR), according 

to equation 13:31 

η = Eapplied − E0 − iR                                                                       (13) 

Since the loading of active mass per surface area can differ significantly, it can make sense to normalise 

the activity to the mass loading. Additionally, the surface area is an important parameter, as it 

correlates with the abundancy of adsorption and activation sites. Therefore, normalisation to the 

Brunauer-Emmett-Teller (BET) or more accurately the electrochemical active surface area (ECSA) can 

help in the evaluation of the activity and reduce the influence of different mass loadings.31,46,490 If 

possible, the turnover frequency (TOF), i.e. the amount of product per time and number of surface 

sites can be calculated for further characterisation of the activity.31 Electrochemical impedance 

spectroscopy (EIS) is another powerful tool in the evaluation of electrocatalyst materials, as it can give 

insights into the charge transfer resistance, but also the ECSA.46,491 

The simplest electrocatalysts are metals, which can be highly active in some reactions, e.g. in hydrogen 

evolution. Often noble metals are employed, though, which increases the material costs and is the 

reason for the development of more sophisticated and abundant alternatives. Key requirements for 

suitable electrocatalysts are thereby good activity and low overpotential, a large number of active 

sites, good long-term stability, high conductivity, and effective mass transfer properties.46,492 
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2.2.2 Water Electrolysis  

 

In water electrolysis, water or OH- is oxidised to O2 at the anode, while at the same time protons are 

reduced to H2 at the cathode. If the electric energy can be generated from renewable sources, it is a 

sustainable alternative way for the industrial production of H2. Up to date, mostly noble metal catalysts 

are employed. In combination with non-ideal efficiencies this results in production costs that cannot 

compete with the price for H2 generated via conventional steam reforming.492 For the HER, Pt-group 

metals are the most employed catalysts, whereas Ir- and Ru-oxides are used for the OER.493 The reason 

for the high activity of these materials lies in their specific interaction with the educts and/or reaction 

intermediates. Thus, the metal-H bond strength plays a decisive role in the activity of a metal for the 

HER. A volcano-type relationship between the logarithm of the exchange current density and the M-H 

bond strength has been observed, with Pt located close to the top of the volcano plot (Figure 21).494,495 

Additionally, noble metals such as Pt have the advantage of chemical inertness and high electronic 

conductivity.489 

Hydrogen evolution proceeds on a catalyst surface via adsorbed H-species. The first step is therefore 

the adsorption and reduction of protons (or water, depending on the reaction pH) to form M-Had 

species (Volmer reaction – eq. 14). In a second step, formation of H2 can either occur via 

electrochemical desorption (Heyrovsky reaction – eq. 15), wherein the M-Had species reacts with 

another proton/ water to H2 involving electron transfer, or H2 can be formed upon combination and 

chemical desorption of two H-adatoms (Tafel reaction – eq. 16).31,496,497 

H+ + M + e- →  MHad (acidic)        or        H2O + M + e- → MHad+ OH- (alkaline)            (14) 

MHad + H+ + e- → M + H2 (acidic)       or      MHad + H2O + e- → M + OH- + H2 (alkaline)           (15) 

2 MHad → 2 M + H2                                                                        (16) 

Research on the development of earth-abundant catalysts is often focussed on HER in alkaline media, 

because these are the reaction conditions commonly required for the OER.498 Compared to HER in an 

acidic environment, the formation of H-adatoms is hindered, because it requires the adsorption and 

dissociation of water molecules. The activity is hence largely dependent on water adsorption and 

activation, in combination with the M-Had binding energy and OH- adsorption.31 In neutral electrolytes, 

the mechanism is even more complicated, due to the low concentration of H3O+-ions that leads to pH 

gradients and diffusion limitations and insufficient Nernst potential to provide the thermodynamic 

driving force for direct H2O dissociation.497 

Figure 21 Volcano plots for HER metal catalysts (a), as well as several binary oxides at 10 mA cm-2 (b), and ternary oxide 

catalysts at 1 mA cm-2 employed in the OER (c). (a) and (c) reprinted from She et al. with permission from AAAS,28 (b) used 

with permission from Wiley.500 

a) b) c) 
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The oxygen evolution reaction is usually the more hindered one due to the required four electron 

transfer. Furthermore, the mechanism is more complex and differs between material classes and even 

between catalysts of the same material but with different morphologies.496 Adsorbed surface M-OH 

and M-O species are generally important intermediates, though. Desorptive formation of O2 might 

again proceed either via the coupling of two Oad-species, or via reaction of one Oad and OH-.488 

Depending on the mechanism, peroxide M-OOH species might be formed as additional 

intermediates.31 As in the NRR, the bonding strength of the intermediates to the catalyst are correlated 

– thus there is always an overpotential in practice.46,121,182,183,499 Based on that, a volcano-relationship 

between the overpotential and the transition enthalpy of the oxide catalyst (as related measure for 

oxygen binding energies) can be drawn again.496 More recently, DFT calculations were used to directly 

evaluate surface binding energies and their influence on the activity. They revealed a constant energy 

difference of 3.2 eV for M-OH and M-OOH bond strength, which is why differences between oxide 

catalysts are based on different O adsorption energies.499,500 These scaling relationships severely limit 

the options of reducing the overpotential. A different approach therefore involves lattice-oxygen that 

can mediate the OER by reacting with adsorbed *O species to O2. The formed oxygen vacancies can 

then be refilled by OH- in the electrolyte.501 

Tafel analysis can help in the identification of reaction mechanisms and of the intrinsic activity. It 

relates the overpotential to the logarithmic current density and thus the rate of the reaction. The slope 

of the obtained plot can be a measure for the reaction kinetics and identification of the rate 

determining step,502 and the intercept with the x-axis gives the exchange current density j0 – i.e. the 

reaction rate at η = 0. It is an approximation of the Butler-Volmer equation and based on various 

assumptions, such as no contributions from mass transfer limitations, no interference of adsorbates, 

and a potential independent reaction mechanism.488 In praxis, these assumptions are not necessarily 

fulfilled. Therefore, Tafel analysis should be performed with care and caution must be taken in the 

interpretation. Still, some insights can be gained from Tafel plots. On the one hand, a Tafel slope of 

~120 mV/dec for the OER can be an indication of the Volmer step being the rate determining one, 

whereas a smaller slope of around 30-40 mV/dec is a suggestion of desorption being the rate 

determining step.488,489 Generally, a low Tafel slope signifies a smaller increase in the overpotential and 

thus faster electron transfer kinetics. The exchange current density should on the other hand be high 

for fast reaction rates at the electrode.31 

The Tafel equation is given as:31,489    |η| = a + b ln j = 2.3 
RT

αnF
log(j/j0)                                          (17)                                 

with the Tafel slope b, the current density j, the universal gas constant R, the Faraday constant F, the 

temperature T, the anodic charge transfer coefficient α (around 0.5 for the simplest case),  and the 

number of transferred electrons n.31,489  

In order to decrease the production costs, highly active earth-abundant catalysts are desirable.489,493 

For the HER, transition metal sulphides,503,504 carbides and phosphides have shown promise,505–507 

while oxides are potential OER catalysts.488,508 More recently, sulphides have emerged as highly 

efficient electrocatalysts for the OER as well. Under operating conditions they are usually transformed 

into metal (oxy)-hydroxides, that are, however, often more active than their oxide-derived 

counterparts.509,510 For the HER, Ni-based catalysts, such as Ni phosphides,507 or Ni sulphides have 

shown promise.511,512 Additionally, some of the highest activities have been observed for MoS2, after it 

was discovered that preferential exposure of active edge sites could dramatically enhance the 
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activity.513–516 Other prominent transition metal electrocatalyst are phosphides, such as CoP,517 or 

WS2.518 

For the OER, some of the most active class of transition metal electrocatalysts comprise cobalt oxides, 

hydroxides and oxyhydroxides,280,519,520 but also ternary oxides such as CoFe2O4,521 MCo2O4 (M 

designating a variety of metal 2+-cations ),522,523 or LiCoO2.524 A major reason for that is the high redox-

activity of cobalt and transition between the oxidation states +II, +III and +IV.502 The use of cobalt as a 

replacement for noble metal catalyst is not without problems, though. Several cobalt compounds are 

hazardous, the natural abundance of Co is locally restricted, the mining of the respective ores often 

happens under questionable circumstances in politically unstable regions, and the Co price is a 

consequently comparatively high and liable to severe market fluctuations. This is why battery research 

aims at a reduction of Co in the active electrode material,525 and a good reason not to implement Co 

in industrial water electrolysis. In this regard, manganese oxides, as well as nickel- or iron- based 

materials are more desirable electrocatalysts.46,526–530 Apart from materials only containing either of 

the two metals, Ni-Fe oxides, (oxy)-hydroxides, layered double hydroxides (LDHs) and sulphides have 

emerged as outstanding OER electrocatalysts.279,531–536 A synergy has been found between Ni and Fe 

that promotes the activity.282 

Some earth-abundant bifunctional materials that can catalyse both HER and OER are also developed. 

These are predominantly based on Co, Ni, and Fe and have the advantage of simplifying the system 

and avoiding discrepancies in the operation conditions of HER and OER catalyst (e.g. the pH).496 One of 

the most important bifunctional electrocatalysts for water splitting is likely based on Co phosphide. 

The Co-catalysts can be electrodeposited directly from phosphate buffer and consist of metallic Co and 

Co phosphide or Co oxo/hydroxo-phosphate for the reduction site and amorphous Co oxide on the 

oxidation site.537–539 Furthermore, Ni phosphides and sulphides or Ni-Fe LDHs are important earth-

abundant, bifunctional electrocatalysts.540–542  

An alternative strategy for the reduction of material cost is the transition from bulk metal catalysts to 

nano-sized ones with a high active surface area in contact with the reaction medium. The reduction in 

size can however have a negative effect on the stability and might exhibit a different activity than the 

bulk material.543 Another challenge in the design of systems for industrial water electrolysis is the high 

throughput required for large scale H2 production and thus the operation at high current densities. 

Overpotentials scale differently with the current density for different materials and some noble metal 

catalysts become a lot less efficient at high current densities. This increases the interest in the 

development of earth-abundant alternatives.31 For industrial purposes, the separation of evolving H2 

and O2 gasses is furthermore an important factor to be considered in the system design.544 

Up to date, mainly post-catalytic characterisation and an evaluation of the electrochemical data are 

used to formulate a mechanism of the occurring reactions at the electrodes. In many cases it was found 

that the as-prepared catalyst changes substantially during the experiment.545 However, while such ex-

situ characterisation enables the discovery of material changes, they do not necessarily unveil the 

actual active species formed under operating conditions, nor do they allow for the tracking of reaction 

intermediates. In the case of oxides for the OER, it was thus found that most oxides are not 

thermodynamically stable under the employed potential and the active species is in many cases 

composed (oxy)hydroxides.546 Therefore, further operando experiments are required to elucidate the 

real reaction mechanisms and enable the rational design of new catalysts.547,548 
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2.2.3 CO2 Reduction  

 

CO2 is the most important greenhouse gas, not due to the strength of the greenhouse gas effect of one 

molecule, which is far lower compared to e.g. methane, but due to the excessive human-caused 

emissions, its resulting abundance in the atmosphere, and its long lifetime there.549 The extraction of 

CO2 from industrial emission gases and the capture of atmospheric CO2 have been investigated in the 

past decades in order to decrease the CO2 concentration in the atmosphere and thus mitigate effects 

of global warming.19,550,551 The captured CO2 can be stored, however, large scale storage underground 

or at a substantial depth in the oceans also includes risks and challenges, mainly involving concerns 

about leakages.552 An alternative pathway could be the conversion of CO2 to fuels and carbon feedstock 

for industrial processes in a closed carbon cycle.550 Approaches towards CO2 utilisation include thermal 

catalysis to fuels and chemicals, especially formic acid, the synthesis of polymers or urea, as well as the 

use in the food industry.553  

Electrochemical CO2 reduction is especially promising, since electricity generated from renewable 

sources can be used for the synthesis of fuels and carbon-based high-value chemicals under ambient 

conditions.39,41,554–556 This process is challenging, though, and the efficiency and selectivity of current 

electrocatalysts limited.555 As in nitrogen reduction this is due to the inert nature of the C=O bonds, 

the competitive HER in aqueous media, the low solubility of CO2 in water, and the necessity for multiple 

electron and proton transfer steps, all of which severely hamper the reaction kinetics (equations 18 - 

25).39,557–559 The first electron transfer is the most energy intensive step resulting in a high activation 

barrier. Proton-coupled electron transfer steps on the other hand are much more feasible. Still, 

overpotentials are usually sufficiently high for the competitive HER to become a significant problem.554 

This is partly due to a conformity change from linear to bend connected to the first reduction step. 

Adsorption and activation are therefore the most critical steps in CO2-reduction.557 Several different 

products can be obtained via the reduction of CO2 in aqueous electrolytes, the most common of which 

include CO, CH4, CH3OH, formic acid and formaldehyde.560 For selected catalysts higher carbon 

products (C2+) can also be obtained. Such a wide range of possible products that require a similar 

energy input severely challenges the selectivity of the reaction.558 

 

CO2 + e- → CO2
-⋅                                          ERHE =  −1.49 V                              (18) 

CO2 + 2 e- + 2 H+ → CO(g) + H2O                                ERHE = −0.10 V                              (19) 

CO2 + 2 e- + 2 H+ → HCOOH(aq)                                 ERHE = −0.12 V                              (20) 

CO2 + 4 e- + 4 H+ → HCHO + H2O                               ERHE = −0.07 V                              (21) 

CO2 + 6 e- + 6 H+ → CH3OH(aq) + H2O                           ERHE = −0.03 V                              (22) 

CO2 + 8 e- + 8 H+ →  CH4(g) + H2O                              ERHE = +0.17 V                              (23) 

CO2 + 12 e- + 12 H+ → C2H4(g) + 4 H2O                           ERHE = −0.08 V                              (24) 

2 H+ + 2 e- → H2                                             ERHE = 0 V                                       (25) 
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Which of the products is favoured not only depends on the applied potential, but also largely on the 

catalyst itself.560 Metal electrodes are often employed due to the simplicity of the system and their 

robustness. Empty d-orbitals can assist in the coordination and activation of CO2.559 Metals can be 

divided into four different groups based on the preferentially formed product (Figure 22).39,560 The first 

group is formed by amongst others Hg, Pb, In, Bi, Tl, and Cd. CO2 does not coordinate to these metals 

and formic acid is obtained as the main product. These metals also have a high overpotential for the 

HER. The second group consists of Ag, Au, and Zn that produce CO as the main product and trace 

amounts of formic acid.41 So far, CO and formate are the only products that can be produced selectivity. 

CO hereby offers the additional advantage of easy separation owing to its gaseous nature. Since 

overpotentials for HER are lower compared to metals of group one, it can be aimed to directly 

synthesise a gas mixture of targeted CO/H2 ratios that can be fed into the Fischer-Tropsch process.41  

 

Figure 22 Division of metal electrode material into three groups based on the yielded product. Reproduced with permission 

from Wiley.41 

 

The third group only includes Cu, which is special in that it yields methane but also higher C2+-products, 

such as C2H4, C2H2, or alcohols, since surface-bound CO can directly be hydrogenated.559 This is 

generally advantageous, as it directly produces valuable products. However, activity and selectivity are 

usually rather low, since the yield of C1 products is more favourable. For Ni, Pt, Fe, Al, or Ga, which 

comprise a fourth group the HER becomes the dominant reduction reaction.554,559 The differences in 

the product selectivity between group two metal surfaces and Cu is predominantly determined by the 

binding energy of the CO-intermediate, which is stronger for Cu compared to Au or Ag.561 For materials 

that bind intermediates too strongly, desorption is hindered and the active sites are blocked, resulting 

in catalyst poisoning and performance degradation.562 The binding energy thereby not only depends 

on the bulk metal, but is also influenced by the surface morphology and exposed crystal facets.558 In 

addition to CO binding, the binding energy of carbon intermediates, of protons and of oxygen species 

can all affect the product distribution.563 These findings are an indication that in principal product 

selectivity can be steered by engineering the catalyst surface towards an ideal CO binding energy.  
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Due to the competitive HER, electrode materials are often chosen based on their overpotential for the 

HER instead of primarily focussing on the CO2-reduction abilities. Here Sn, Bi, or Pb are promising 

candidates.41 

The selectivity can further be influenced by the reaction environment, e.g. the electrolyte, the pH, or 

the supply with CO2.39,564 Electrochemical CO2RR is commonly performed in a two-compartment cell, 

with water oxidation proceeding in the counter-electrode compartment. Saturation with CO2 precedes 

the reaction.556 The alkali cation in the electrolyte can have a significant impact on the activity and 

selectivity in CO2 reduction. The presence of larger cations in the CO2RR over Cu was found to increase 

the selectivity towards C2+-product formation.565,566 The degree of cation adsorption at the surface was 

suggested to be the cause for such effects.566 Alternatively, the hydrolysis of cations was argued to be 

the dominant factor in altering product selectivities.567 Thus, the actual reason for the cation effect is 

thus not fully uncovered yet. The anion can additionally have an effect. Frequently NaHCO3
568 or 

KHCO3
565 electrolytes at neutral or near neutral pH are used. In contrast to most other anions, 

bicarbonate acts as a buffer, to prevent the formation of pH gradients. Such gradients might be formed 

due to the consumption of significant numbers of protons at high current densities, especially for a 

catalyst with a high surface area. Additionally, the buffer anion might act as a proton donor.39 The pH 

not only determines the availability of protons, but also affects the supply of CO2 to the electrode, 

since it influence the equilibrium between dissolved CO2 and carbonate species.41,569 Furthermore, 

apart from electrolyte ions, additives can influence the selectivity by changing the balance of CO2 and 

water at the interface, in addition to influencing the CO binding configuration.570,571  

To increase the concentration of CO2 in the aqueous electrolyte, high pressure setups have been 

examined. That way far higher current densities and efficiencies could be achieved. The pressure can 

moreover affect the product distribution.572 The solubility can alternatively be improved by use of non-

aqueous solvents, however, water should still be present, to obtain the desired products.41 Ionic liquids 

can also be used, offering the advantage of higher CO2 solubilities and lower overpotentials. However, 

they come with a higher cost and lower stability in the presence of water.556  

Extensive research focusses on the use of Cu electrodes, since they pave the way for the synthesis of 

more valuable C2+-products.573–575 Compared to CO or HCOOH formation, the reduction mechanism 

towards C2+-products is highly complex and still under debate.558 In order to improve the activity and 

the selectivity, nanostructuring is a prominent approach, since more active surface states can be 

introduced this way and the binding energy for intermediates – and thus the product selectivity – can 

be influenced.558,576–578 Another important factor is the surface coverage with C1 intermediates 

available for coupling reactions, which might likewise be tailored through morphological and 

compositional engineering.558 Examples for compositional engineering hereby include surface alloying 

or doping,579,580 as well as the introduction of defects.578  

Another strategy employs copper oxides as precursor materials for the electrode formation.581 A topic 

of extensive debate is thereby the role of surface oxygen species and defects. There is a general 

consent that the precursor and thus the history of copper electrodes has a significant impact on the 

activity. Thus, oxide derived Cu electrodes are more active and more selective towards C2+-products 

compared to non-oxide derived ones.565,581,582 Sub-surface oxygen is proposed to be crucial in the 

activity enhancement583 – a suggestion that has been refuted by others that elucidate the rapid 

consumption of oxide-species at the highly reducing potentials required for the CO2-reduction reaction 

(CO2RR).584–586 Additional factors that might contribute to an increased activity of oxide derived 
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catalysts are the presence of undercoordinated Cu-species, as well as the presence of Cu in mixed 

oxidation states.581,587 

Non-metal electrocatalysts have also been employed in the last decades. Important examples include 

heteroatomic carbon materials,588–590 carbon nanotube supported transition metals,591 ternary 

oxides,592 as well as 2D materials such as MoS2.593,594 As in water electrolysis or nitrogen reduction, 

other transition metal sulphides have emerged as earth abundant alternatives to metal catalysts due 

to their high conductivity. Thus, nickel iron sulphides have shown promise in an efficient, solvent 

dependent CO2 reduction.595,596  

A serious problem that yet needs to be solved is the oftentimes low stability of CO2 reduction catalysts 

due to poisoning by strongly bound intermediates, the formation of carbon layers, or morphological 

changes.41,597 Additionally, the character of the active sites, as well as the reaction pathways and 

intermediates – especially for C2+-product formation – are often still not well understood. Operando 

and in-situ studies have emerged recently to resolve these problems and shed light on underlying 

mechanisms.555,598 

 

 

2.3 3d Transition Metal Chalcogenides 

2.3.1 Spinel Oxides 
 

Spinels are transition metal compounds of the general formula AB2X4. A and B represent metal ions, 

whereas X denotes the anion, which is usually a chalcogenide, but a few spinels with fluorine, nitrogen, 

or cyanide anions were also reported.599 The structure is cubic, with the space group Fd3̅m, or in 

selected cases F4̅3m. The structure type is derived from the gemstone MgAl2O4. The A-ions are usually 

in the oxidation state +II, whereas the B-ions occur in the oxidation state +III.599,600  A and B-ions can 

thereby be of the same element, as e.g. in magnetite, Fe3O4, or of different elements.599 In selected 

cases, the A-ion can also occur in the state of +I. Here, charge neutrality is achieved with B-ions in the 

oxidation state of +IV. A prominent example is LiMn2O4 (LMO), which is an important candidate as a 

cathode material for Li-ion batteries.601,602 The anion is most often oxygen, but natural thiospinels are 

also known, such as e.g. violarite, Ni2FeS4.603,604  

In a normal spinel structure, the anions form a cubic close-packed lattice and the A-ions occupy 1/8th 

of the tetrahedral sites, whereas the B-ions occupy ½ of the octahedral sites.605 Neighbouring 

octahedra are edge sharing, whereas octahedra and tetrahedra are connected at the corners (Figure 

23).  

The cation site distribution can deviate from this configuration and reach full inversion: In that case 

the A-ions occupy 1/4th of the octahedral sites and the B-ions occupy 1/8th of the tetrahedral site and 

another 1/4th of the octahedral sites. The degree of inversion is expressed by the inversion parameter 

λ, with λ = 0 for a normal spinel structure and λ = 1 for a completely inverted one. The degree of 

inversion depends on the metal cations – more specifically on the ionic radius, electrostatic charge 

compensation, the spin state (high-spin or low-spin), and on the difference in the sum of the crystal 

field stabilisation energies (CFSE) for cations in a tetrahedral (Td) and octahedral (Oh) coordination 

(Figure 23).600,606,607 Thus, small ions generally favour the smaller tetrahedral sites, whereas larger ions 

favour octahedral sites.607 Electrostatic stabilisation on the other hand favours an octahedral 
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coordination of the M3+-ion for better local charge compensation.600 The CFSE depends mostly on the 

number and distribution of d-electrons (since oxygen is a weak field ligand, high spin (HS) configuration 

is assumed) and can be approximated as:600,608–610 

CFSEOh
= [4 Dq⋅neg-electrons - 6 Dq⋅nt2g-electrons] = x Dq = x ΔO                           (26) 

CFSETd
= [6 Dq⋅neg-electrons - 4 Dq⋅nt2g-electrons ] = y Dq = y ΔT = y⋅

4

9
ΔO                 (27) 

The eg-orbitals hereby represent the d-orbitals whose energy is lowered due to the coordination by 

the anions, while t2g-orbitals comprise those whose energy is increased compared to a non-

coordinated ion (Figure 23 b).609 Dq represents the crystal field parameter, a relative unit of energy.611 

These calculations neglect, in a first approximation, electron pairing energies.612 From the energy 

difference of an ion in octahedral and in tetrahedral coordination, the octahedral site preference can 

be calculated.608,609 Alternatively, the CFSE can be calculated for the A- and B-ion on both tetrahedral 

and octahedral site, respectively and the sum for normal and inverse spinel structure can be obtained 

as: 

Normal:     CSFE = CSFETd
(A) + 2⋅CSFEOh

(B)                                                       (28) 

 Inverse:     CSFE = CSFETd
(B) + CSFEOh

(B) + CSFEOh
(A)                                    (29) 

The structure with the larger CSFE is the thermodynamically more stable one.608,612  

Figure 23 Structure of a normal spinel (a), with the A ion depicted in blue, the B ion in green, and oxygen in red, together with 

crystal field splitting in octahedral and tetrahedral coordination (b). Optical transition in spinel oxides are depicted in (c) in a 

permitted adaptation of reference 606. Transitions in octahedral sites are depicted in green, those involving tetrahedral sites 

in blue. 

 

Often, different factors (e.g. size compared to CSFE) favour a different cation distribution – as is the 

case for Fe3+.606 Such considerations only reflect the thermodynamically most stable cation 

distribution. Often, the structure is, however, predominantly determined by kinetic influences. Thus, 

a) b) 

c) 
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the synthesis conditions can have a huge effect on the degree of inversion obtained.613 At high 

synthesis temperatures, entropic contributions that favour a higher degree of inversion and thus more 

disordered cation distributions, come increasingly into play.  

605  

Correlated to their structure, spinels have interesting optical and magnetic properties. Metal cations 

in tetrahedral and octahedral sites are bridged by oxygen atoms at high angles, resulting in strong 

antiferromagnetic coupling via superexchange dominating the overall magnetic properties. 

Octahedrally coordinated B-ions are ferromagnetically aligned to each other, albeit at a significantly 

lower magnitude due to the angle of interaction being close to 90 °. The same holds true for A-ions. 

Since oxygen is a low-field ligand, transition metals are usually in high-spin configuration, which results 

in large individual magnetic moments. In total, spinels are most often ferrimagnetic, since the number 

of occupied octahedral and tetrahedral sites is not equal. Neither are the magnetic moments of the A 

and B-ions, with the degree of inversion additionally influencing the magnetic properties to a 

significant extent.599,606,607 Among spinel oxides, metal ferrites are of special interest due to their 

magnetic properties based on the high magnetic moment of Fe3+ in HS configuration, but also due to 

the non-toxicity and abundancy of iron, which makes it readily available at low cost.606   

The degree of inversion additionally influences the optical and the electronic properties of spinel 

oxides.606,614 Depending on the coordination environment and thus different crystal-field splitting of d-

orbital energies, different d-sub-bands are formed for the constituent ions.114 A change in the degree 

of inversion results in variations in the energy of bands derived from M2+ and M3+ d-orbitals, 

respectively, and consequently their contributions to the formed valence and conduction band.606,615 

This will in turn alter the band gap and the band potentials alike. Additionally, the optical properties 

are more complex than simple valence band maximum to conduction band minimum transitions. 

Ligand to metal charge-transfer transitions (LMCT) from oxygen to d-orbitals of either A- or B-ions 

represent one type of present transition. Others include transitions between 3d bands of ions of the 

same character but located at different sites (inter-sublattice transfer between Td and Oh - ISCT), 

between M2+ and M3+ 3d bands (inter-valent charge-transfer - IVCT), or between eg and t2g orbitals of 

ions on the same site (crystal field transitions - CF). The latter require only small excitation energies 

(usually NIR), whereas the former three commonly fall into the visible light and UV range (Figure 23). 

d-d transitions are usually of low intensity because they are parity and possibly also spin 

forbidden.606,616–618 Generally, only transitions with spin conservation, and, according to the Laporte 

rule, only transitions with a change in parity, i.e. g (gerade)  u (ungerade) or u  g are allowed. For 

spinels with a completely normal structure, i.e. no Fe3+ ions at tetrahedral sites, ISCT between 3d 

orbitals of Fe at octahedral and at tetrahedral sites, respectively, is not possible. Neither is IVCT in one 

sublattice. In addition to that, if no partially filled d-orbitals are present in the M2+-ion (as for Mg2+ and 

Zn2+), no ISCT and IVCT between M2+ and Fe2+ d-orbitals can occur. Therefore, the contributions of 

different optical transitions to the absorption spectrum vary with respect to the employed M2+ ion and 

with the degree of inversion. Since localised d-d transitions determine the absorption spectra of spinel 

ferrites, they do not necessarily correlate with the electronic band gap.263,619,620  

Spinel oxides are most commonly prepared via co-precipitation,621–624 solvothermal synthesis,625–629 or 

solid-state reaction.630–632 While well established, theses syntheses approaches suffer from fast 

reaction kinetics in an aqueous environment that are hard to control,633 residual stabilising agents, as 

in the case of co-precipitation,628 or they require long reaction times at elevated temperatures (solid-

state).630,632,634 Even if the initial synthesis temperature is relatively low, often an additional calcination 

step is required, that significantly increases the total time and energy input required.607,623,635 



 

 40 

Additionally, a high annealing temperature leads to large crystallite sizes. This often results in low 

surface areas and thus low number of active sites, which is usually impedimental for catalytic 

applications that proceed on the particle surface.593 Microwave-assisted solvothermal synthesis offers 

a feasible alternative for the preparation of directly crystalline binary and ternary oxides – amongst 

others spinel oxides.636,637 In this approach, a very fast, highly homogenous heating of the solution 

results in the simultaneous formation of many crystallisation nuclei that grow largely independent of 

each other. The end-results are nanoparticles in often quite narrow size distributions (depending on 

the exact synthesis conditions, especially the solvent).636 Aqueous microwave-assisted methods 

commonly using metal nitrates or chlorides have been reported for the preparation of various spinel 

oxides such as CuFe2O4, Co3O4, or ZnAl2O4.638–640 An advantage of these water-based syntheses are the 

low cost of water, the lack of environmental issues connected with the solvent, and the comparatively 

low boiling point. The reaction is often sensitive to the pH value.638 Reaction times can be very short 

(in the order of a few minutes) and reaction temperatures are often below 250 °C.636,638 

Non-aqueous syntheses come with the drawbacks of higher solvent costs and higher boiling points. On 

the other hand, highly homogeneous solutions can be obtained and homogeneity is even ensured after 

the condensation to oxide nanoparticles starts due to stabilisation of the dispersion by the solvent.641 

The control over particle size, crystallinity, and morphology is also better, since the reaction rates are 

slower compared to those in water.633 Ethylene glycol is a common solvent, often in combinations with 

water.642 Similarly, triethylene glycol (TEG) has been used for the preparation of nanocrystalline spinel 

oxides.637 Of special interest is the synthesis of metal oxides extensively explored by the group of 

Niederberger, which is based on the reaction of metal precursors with organic ligands, such as 

acetates, acetylacetonates, or alcoholates in high boiling solvents such as benzyl alcohol, benzylamine 

or 1-phenylethanol.633,636,641,643 Herein, the solvent is actively participating in the reaction. In the case 

of acetylacetonates, the alcohol undergoes a nucleophilc attack on one carbonyl group of the ligand, 

which is followed by C-C cleavage in the ligand (Scheme 2). The formed ester is replaced by a second 

solvent molecule. In a subsequent aldol-like condensation, a C-C bond is formed between the second 

solvent molecule and the coordinating enolate that was left of the acetylacetonate ligand. Liberation 

of the formed ketone leaves a R2M-OH species that will undergo subsequent condensation steps to 

the metal oxide.633  

Scheme 2 Reaction of metal acetylacetonate precursors and an alcohol solvent in the microwave, as reported by the group 

of Niederberger.633  
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Redox reactions occur not only with the ligand and solvent, but to an extent also with the metal 

centres, which can lead to a partial reduction of the employed metal ions.633 The formed nanocrystals 

commonly have organic residues adhering to the surface, even after post-synthetic washing steps. 

These might influence the material properties.641 Various different spinel oxides can be synthesised in 

a non-aqueous microwave assisted approach, such as Fe3O4, MgFe2O4, MnFe2O4, NiFe2O4, or 

ZnFe2O4.619,627,636,644,645 With adaptation of the employed solvent, other spinels can be obtained as 

well.646 

Spinels find application in electrode materials, with LiMn2O4 (LMO) being the most important 

representative of the spinel family.601,647 Important properties are hereby the stable cubic structure, 

as well as a good electron conductivity due to Mn3+-Mn4+-interactions, a high Li conductivity in a 3D 

network and a high operating voltage.601,648,649 Additionally, their magnetic properties make them 

interesting for data storage devices.650 Ferrites are of additional interest because of the combination 

of low toxicity and magnetic properties that makes them desirable candidates for biomedical 

applications.651,652 Nowadays, especially iron, manganese, and cobalt based spinels are widely 

investigated for electrochemical OER and the oxygen reduction reaction (ORR).607,653 Co3O4 and 

MCo2O4 are efficient catalysts for both ORR and OER.522,523,654–656 However, more abundant ferrites 

have also shown a good activity. Thus, NiFe2O4 and CoFe2O4 are promising earth-abundant alternatives 

to IrO2 or RuO2.534,657–661 In addition to the application in electrocatalysis, spinels are also investigated 

as photocatalysts.619,662–667 The small band gaps of most spinel oxides between 1 and 3 eV make them 

suitable for visible light absorption. Additionally, their band positions are favourable for reduction 

reactions, oxidation reactions, or both.267,667,668 The valence band is formed predominantly by oxygen 

2p orbitals, whereas the conduction band is constituted from hybridised O 2p and Fe 3d orbitals, as 

shown for ZnFe2O4.669 For spinels with partially filled d-orbitals, such as NiFe2O4, or CoFe2O4, M2+ states 

contribute to the valence band and can change the band structure depending on the degree of 

inversion.670,671 Although the band gap and position are in theory ideal, the photocatalytic activity for 

spinel oxides is often rather low and restricted to oxidative decomposition. One reason for this 

observation is the fast charge carrier recombination and often low conductivity (although higher 

compared to single component oxides).267,668 Another reason is the significant difference between the 

electronic and the optical band gap, due to high exciton binding energies.620 Nevertheless, due to their 

desirable band gaps and band positions, spinels are especially interesting for photo-electrochemical 

applications.263,267,269,668,672 

Most often, spinels with one M2+ and one M3+-ion each are investigated, however, recently high-

entropy oxides received considerable interest. In this context, spinel oxides containing 5 or more 

different cations – mainly transition metal ions – were synthesised and characterised mainly in regard 

of their magnetic properties and the performance in electrochemical OER.673–676 

 

 

2.3.2 Binary and Ternary Iron Sulphides  
 

Compared to oxides, sulphides have a significantly smaller band gap, since the valence band is formed 

mainly by sulphur 3p orbitals, that are located at a higher potential compared to oxygen 2p (Figure 

24).147 The conduction band is commonly constituted by transition metal s- and empty d-orbitals.114,677 

Depending on the number of d-electrons and occurrence in high-spin or low-spin configuration, 
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occupied d-orbitals contribute to the valence band edge, whereas unoccupied d-orbitals 

predominantly influence the conduction band potential for both oxides and sulphides. A higher density 

of d-states at the band edges results in a narrowing of the band gaps. The small band gap endows 

sulphides with very high, in some cases almost metallic conductivities – at least if partially filled d-

orbitals are present.114 The increased conductivity compared to their oxide counterparts makes them 

very interesting for electrochemical applications. Furthermore, the active centres of enzymes for 

nitrogen reduction, CO dehydrogenation and hydrogen evolution often contain sulphur, which makes 

sulphides ideal candidates for bio-inspired catalyst design.362,595 As mentioned above, molybdenum 

and nickel sulphides are efficient hydrogen evolution catalysts.511–513,678–682 Moreover, especially 

sulphides containing iron and nickel have shown very high activities in electrochemical CO2RR,595 as 

well as in the alkaline OER that surpasses their related oxides.526,532,683–685 Even though sulphides are 

intrinsically prone to oxidation, stable performances have been observed.683 The active surface species 

is often an oxyhydroxide, oxysulphide, or sulphate.603,682 For photocatalytic approaches, the small band 

gap is advantageous in terms of light harvesting – however, the reduced valence band potential limits 

the suitability for oxidation reactions, and the narrow band gap makes a simultaneous performance of 

both oxidation and reduction reactions on one semiconductor challenging.114,686 Photocatalytic 

applications are therefore often restricted to either reduction reactions, or oxidation reactions – most 

often decomposition reactions.687,688 Strategies to overcome these limitations commonly focus on the 

construction of heterojunction systems and Z-schemes.446,689,690 Additionally, sulphide photocatalysts 

are often prone to photo-corrosion.686,691,692  

Figure 24 Crystal structures of FeS2,704,705 Fe3S4,706 and Ni2FeS4 (a),707 and comparison of calculated band positions of iron 

oxides and sulphides (b).114 Ni is depicted in green, Fe in red, and S in golden yellow. Band positions for NiFe2O4 and Ni2FeS4 

were calculated with the electron affinities and ionisation potentials reported by Pearson.708 A band gap of 1.64 eV was 

assumed for NiFe2O4 and of 2 eV for Ni2FeS4.668,709 Since all of these values for band potentials are calculated and thus neglect 

dopant concentrations and any influences connected to the degree of inversion, real band gap values might deviate, since 

the Fermi level no longer resides in the middle of the band gap and the orbitals constituting valence and conduction bands 

   FeS2 

                  Pyrite (P a -3)     Marcarsite (P nnm) 

Thiospinels (F d -3 m) 

            Greigite (Fe3S4)              Violarite (FeNi2S4) 
a) 

b) 
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might differ. Additionally, the calculation depends strongly on the assumed – often optical – band gap. Commonly, various 

band gaps are reported for one and the same material, though. Thus, the band gap of Fe3S4 was determined to be around 0.8 

eV at low temperatures and thus larger than predicted ones due to spin ordering.693 Calculations are for pH 0: the point of 

zero charge for Ni2FeS4 was approximated with 2, that of NiFe2O4 with 7.114  

 

Iron sulphides are especially intriguing, due to their high abundance and low toxicity. Naturally 

occurring iron sulphides are FeS, Fe3S4, Fe9S8, and FeS2.60,693–695 The latter crystallises in two 

modifications, cubic pyrite and orthorhombic marcarsite. Both polymorphs often coexist, but pyrite is 

the thermodynamically more stable form.115,696 Greigite, Fe3S4, with a cubic spinel structure is also 

metastable compared to pyrite and its mineral formation is likely kinetically driven.60 FeS2 and Fe3S4 

have been explored for electrochemical and photocatalytic HER, as well as NRR, due to the fact that 

iron and sulphur are prominent building units in the active centre of both hydrogenase and nitrogenase 

enzymes.365,504,697–699 Additionally, photocatalytic dye degradation was reported for FeS2.700 The band 

gap of FeS2 is with around 0.95 eV very small, favouring visible light absorption.701,702 Apart from 

application in photocatalysis, the good light harvesting properties make pyrite an interesting material 

for solar cells, although a careful control over the defect concentration is required.695,696,703  

Another interesting spinel sulphide is violarite, Ni2FeS4. It shares compositional similarity to the active 

centre of nitrogenase enzymes. Additionally, it contains both Ni and Fe in close proximity, thus allowing 

for synergetic effects. Ni2FeS4 can be obtained at low reaction temperatures and very short synthesis 

times of down to 1 min by employing an adaptation of the non-aqueous microwave assisted synthesis, 

wherein parts of the alcohol solvent are replaced by benzylmercaptan. This approach makes use of the 

fact that the solvent plays an integrate part in the synthesis and serves as source for oxygen – or in this 

case sulphur.596 Nickel-iron sulphides have shown promise in electrochemical OER and CO2RR. Thus, 

the group of Apfel explored the activity of pentlandite (Fe4.5Ni4.5S8) for alkaline OER, acidic HER and 

CO2RR in organic solvents.512,595 
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3 Synopsis 
 

The transition from a fossil fuel-based energy economy towards a sustainable future not only requires 

an expansion of currently available technologies for the conversion of regenerative energy sources – 

such as photovoltaics, wind turbines, etc. – but also the development of new technologies. More 

importantly, renewable energy usage has to become cost-competitive in order to allow for a wide-

spread access including countries of lower gross domestic product, GDP. This is not only restricted to 

primary energy harvesting, but also includes the subsequent conversion of the collected energy – 

mostly in form of electricity – into valuable target products, such as fuels or high-value chemicals. To 

tackle this issue, two main problems need to be addressed: Firstly, the efficiency of energy conversion 

needs to be improved and secondly noble and scarce metals have to be replaced by earth-abundant 

elements.  

At the heart of processes converting electricity into valuable products is usually the catalyst, whose 

task it is to drive the reaction as selectively as possible, with as high yields as possible, and with as little 

energy losses (mostly in the form of overpotentials) as possible – and moreover for extended time 

periods under oftentimes harsh conditions. So far, unfortunately, there is a huge gap between catalysts 

achieving satisfying efficiencies and low material costs, necessitating the development of new, cost-

effective and at the same time active and selective materials. 

The first part of this work is inspired by this challenge and focusses on CuFe2O4 as an earth-abundant 

catalyst for the reduction of carbon dioxide.642 In order to establish a low-cost catalyst material, it is 

not only important that solely easily available elements are used, but also that the synthesis does not 

require a high energy input, long durations, or additional – and often extensive – post-synthetic 

treatment. The aim of this work was therefore the development of a new synthesis route to yield 

phase-pure CuFe2O4 after short synthesis times at low temperatures and without subsequent 

calcination steps.  

Microwave-assisted solvothermal synthesis is well suited to fulfil these demands, as previously 

demonstrated by the group of Marschall for the synthesis of various spinel oxides.619,644–646 Compared 

to these works in 1-phenylethanol, the solvent had to be adapted due to Cu2+ being reduced by the 

organic solvent. Mixtures of water and ethylene glycol were employed instead, which allowed for the 

preparation of phase-pure CuFe2O4 nanoparticles. Not only is water an attractive solvent due to its 

abundance, low cost and non-toxicity, but additionally this solvent mixture allowed for a reduction of 

the synthesis temperature down to 120 °C. At such a low temperature, the crystallinity was relatively 

low, however, but a slight increase by only 10-20 °C resulted in the formation of highly crystalline 

nanoparticles with a narrow size distribution of around 14 nm (Figure 25). A further increase of the 

synthesis temperature only led to a slight increase in particle size, due to the fast kinetics in the 

microwave and a homogeneous distribution of the precursors in the reaction vial, which is realised by 

the addition of ethylene glycol. Furthermore, it was possible to realise very short synthesis times of as 

short as 1 min (here at 175 °C).  

In total, the synthesis temperature can be varied between 120 °C and 200 °C and the synthesis time 

was adjusted between 1 and 30 min.  The phase purity was verified by X-ray diffraction (XRD), that also 

revealed a crystallite size of around 10 – 11 nm independent of the synthesis temperature, with an 

exception of the particles synthesised at 120 °C, which exhibited a smaller crystallite size. Moreover, 

the crystallite size showed a dependence on the synthesis time, with the largest size observed for 
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particles obtained after medium synthesis times. In good agreement to XRD and transmission electron 

microscopy (TEM) analysis, the Raman spectra and Brunauer-Emmett-Teller (BET) surface areas are 

highly comparable for CuFe2O4 obtained after different synthesis times. For the nanoparticles 

synthesised at varied temperatures, a decrease of the BET surface area with an increasing temperature 

is observed, which can be explained by the low crystallinity of particles obtained at low temperatures 

and by the decrease in residual organics with an increasing synthesis temperature, as observed by 

thermogravimetric analysis coupled to mass spectrometry (TGA-MS). 

Figure 25 TEM images of CuFe2O4 nanoparticles obtained via the microwave assisted synthesis in water/ ethylene glycol 

mixtures, using different synthesis times and temperatures. 

 

One of the most important characteristics of a spinel material is its degree of inversion that can 

influence the material properties. The microwave synthesis is controlled by kinetics, which becomes 

apparent by the fact that the obtained CuFe2O4 nanoparticles have a cubic structure, although normally 

a tetragonal distortion is favoured at room temperatures.630 Therefore, it is hard to predict the degree 

of inversion, which can depend significantly on the synthesis conditions. The degree of inversion was 

determined by X-ray photoelectron spectroscopy (XPS) and Rietveld refinement of the XRD data. Both 

methods showed a decrease of the degree of inversion with an increasing synthesis time, indicating 

microwave-induced cation migration during prolonged heating. The synthesis temperature on the 

other hand did not have an effect on the degree of inversion. However, an increasing amount of Cu+ 

(instead of Cu2+) was observed for particles obtained at low temperature.  

Having successfully developed a low-temperature, time-efficient synthesis of nanocrystalline CuFe2O4, 

the spinel oxide was then employed in the electrochemical CO2RR using a H-cell setup. CO was 

observed as the only carbon-containing product starting at a voltage of -0.6 V vs. RHE. At increasingly 

more negative potentials, the HER becomes dominant, and the selectivity drops down. Therefore, a 

potential of -0.7 V vs. RHE was chosen for the evaluation of the influence of the synthesis conditions 

on the activity and selectivity. Interestingly, the synthesis time in the microwave was found to have a 

significant impact on the performance of CuFe2O4 in the reduction of CO2 to CO (Figure 26). Increasing 

the synthesis time from 1 to 10 min first resulted in an increasing activity and selectivity, while further 

prolonged durations led to a decrease in both activity and selectivity. Several factors need to be 

considered in order to explain the observed dependencies. On the one hand, CuFe2O4 obtained after 

1 min 

30 min 

140 °C 

180 °C 
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very short synthesis times contained a larger fraction of organic residues that decrease the amount of 

active material on the electrode and impede charge transfer. In an adverse trend, the degree of 

inversion decreased during the continued heating in the microwave. This can affect the electronic 

structure of the spinel, as well as the coordination environment of Cu and Fe in the structure – both 

have an effect on the catalytic performance.  

Figure 26 CO and H2 yield for CuFe2O4 nanoparticles obtained after different synthesis times (a) and corresponding FE and 

selectivity (b). Additionally, the CO and H2 yield for particles synthesised at a range of different temperatures is shown in (c), 

together with corresponding FE and selectivity (d). 

 

In contrast to the synthesis time, the synthesis temperature did not have a significant effect on either 

activity or selectivity (Figure 26). This observation is in agreement with the similar degree of inversion, 

underlining the dominant influence of this parameter on the performance. CuFe2O4 obtained at very 

low temperatures (120 °C) exhibited a lower activity, due to the low crystallinity and high amount of 

organic residues. For particles synthesised at a higher temperature (200 °C) the activity was also lower, 

which can be attributed to the appearance of trace-amounts of Cu2O. No CO formation was observed 

during a comparative experiment in an Ar atmosphere, verifying true CO2 reduction. Apart from 

developing an energy efficient synthesis of CuFe2O4, this work could thus show that CuFe2O4 is a 

promising, earth-abundant catalyst for the reduction of CO2 to syngas, with the catalytic activity being 

dependent on the degree of inversion and thus the synthesis conditions. 

 

 

a) b) 

c) d) 
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Currently an electrification of industrial processes is targeted in tandem with an extension of the 

conversion of renewable energy into electricity. For such a strategy to work, a stable, well-distributed 

electric grid capable of satisfying the electricity demand is required, however. This is problematic 

especially for developing countries. In addition to that, a cascade of conversion processes – from the 

renewable energy source into electricity, followed by AC/DC conversion processes and potentially 

intermediated storage, and lastly from electricity to the actual product – goes in hand with potential 

losses at each conversion step. Therefore, it is beneficial to explore alternative strategies. One such 

approach is photocatalysis, which combines light harvesting and product generation in one system. 

Additionally, it exploits the vast energy supply delivered by the sun that can be globally accessed. Since 

the solar energy is harvested on site, decentralisation is much easier and no access to mains electricity 

is required.  

When developing a photocatalytic system, much can be learned from parallels to electrochemistry. 

This is especially valid if cocatalysts are used to increase the charge separation efficiency and overall 

activity. Such cocatalysts essentially fulfil the same role as conventional electrocatalysts – i.e. they have 

to efficiently use the charges delivered to them for the targeted conversion reactions. Since commonly 

noble metals are employed, the development of earth-abundant electrocatalysts that work as 

cocatalysts on conventional photocatalyst is required. Such a necessity was the motivation for the 

second work, in which Ni2FeS4 was used as a cocatalyst on TiO2.710 

As for electrocatalysts in the CO2RR, an energy saving synthesis of both photocatalyst and cocatalyst is 

a prerequisite for overall low material costs. For sulphides this is even more challenging than for oxides 

since oxygen is far more abundant in the atmosphere and in water. Additionally, many sulphides are 

unstable in water or air, which might result in the formation of oxides instead of sulphides and limits 

the synthesis options. Therefore, oftentimes long reaction times, or the use of toxic H2S are required 

for the preparation of – especially ternary – sulphides. We have shown that a much faster and 

straightforward synthesis of Ni2FeS4 can be realised using a microwave-assisted synthesis in organic 

solvents and benzyl mercaptan as a sulphur source.596 Starting from these results, the synthesis was 

further optimised in the second work of this thesis. The synthesis time could thus be lowered from 30 

min to 5 min without changes in the crystallinity or morphology, as verified by XRD, XPS, scanning 

electron microscopy (SEM), and TEM analysis (Figure 27). The time could be reduced further down to 

1 min, which resulted in a slightly decreased crystallinity and incomplete oxidation of Ni2+ to Ni3+. 

Otherwise, the reaction was mostly completed after only 1 min at the target temperature of 200 °C in 

the microwave, which could also be directly monitored by the initial appearance of light flashes, that 

were not observed after the first couple of minutes. 

In a next step, composites of Ni2FeS4 and TiO2 (P25) were formed, employing different ratios of the 

sulphide and TiO2. The amount of sulphide was thereby varied between 0.1 and 10 wt.%. Due to the 

strong light absorbing properties of Ni2FeS4, the addition of even low amounts to P25 resulted in a 

colour change from white to grey and an increased absorption of visible and near infrared (NIR) 

radiation. The homogeneous distribution of Ni2FeS4 was additionally verified by energy dispersive X-

ray (EDX) mapping (Figure 28). 

The prepared composites were employed in the photocatalytic HER under 1 sun simulated sunlight, 

using 10 vol.% of methanol as a hole scavenger. The addition of Ni2FeS4 could significantly improve the 

activity of P25 by a factor of eight, reaching a H2 evolution rate of 25-28 µmol h-1. Ni2FeS4 alone was 

found to be inactive under the employed conditions, which is a first indication that it is acting as a 

cocatalyst to improve the activity of P25. Furthermore, very low loadings of the sulphide on TiO2 could 
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be realised. Only 0.5 wt.% of Ni2FeS4 were sufficient to reach a H2 evolution rate of 25 µmol h-1, which 

was comparable to the effect of 1 – 5 wt.% (Figure 28). This finding is another confirmation of the role 

of Ni2FeS4 being that of a cocatalyst.  

 

Figure 27 XRD patterns for Ni2FeS4 obtained after different synthesis times in the microwave (a), photographs of the 

microwave vessels during the reaction taken by an integrated camera (b), and nanosheet morphology of Ni2FeS4 observed in 

SEM and TEM images. 

 

In order to evaluate whether the synthesis conditions of Ni2FeS4 affect its performance as a cocatalyst, 

composites of 5 wt.% of Ni2FeS4 obtained after different synthesis times and P25 were fabricated. All 

exhibited a comparable activity, in agreement to the lack of differences observed in the 

characterisation.  

The suitability of Ni2FeS4 as a cocatalyst was then further confirmed by performing the photocatalytic 

HER experiment with ethanol instead of methanol as a scavenger. The relative activity increase was 

comparable to the results obtained with methanol. Additionally, the cocatalyst effect could be 

observed in a combination with other materials apart from TiO2, which was shown for SrTiO3.  

Since TiO2 only absorbs UV light, its photocatalytic performance under solar irradiation is limited. 

Therefore, the HER activity of pristine P25, of Ni2FeS4, and of 5wt.% Ni2FeS4@P25 was additionally 

examined under irradiation by a 500 W Hg lamp. Under these conditions, the activity increase after 

the addition of Ni2FeS4 was even more pronounced. Thus, the H2 evolution rate could be increased by 

a factor of up to 48, reaching 2300 µmol h-1 in the absence of any noble metal cocatalyst. Notably, 

Ni2FeS4 itself was slightly active for the HER under these conditions, implying charge carrier excitation 

in the sulphide as well. This might alter the charge carrier separation in the composite and explain the 

even stronger effect of Ni2FeS4 addition compared to the situation under simulated sun-light. The 

assumption is furthermore supported by the fact that a loading of 5 wt.% of the sulphide led to a higher 

H2 evolution rate compared to a loading of 0.5 wt.%, even though both composites showed the same 

performance under simulated sun light (Figure 28). Lastly, the stable performance of the Ni2FeS4 

cocatalyst was verified by a 20 h experiment under 1 sun illumination, demonstrating the efficiency 

10 min 

10 min 

a) 

b) 
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and stability of this earth-abundant cocatalyst, both of which are a prerequisite for any replacements 

of noble metal cocatalysts.  

Figure 28 H2 evolution observed for Ni2FeS4 loaded onto P25 under 1 sun simulated sunlight (a), as well as under UV 

illumination (b) and EDX mapping of such a composite (5 wt.% of Ni2FeS4), elucidating the homogeneous distribution of the 

sulphide over P25 (c). 

 

An efficient, low-cost and sustainable production of H2 is important in order to allow for a widespread 

application of fuel cells as an alternative to combustion engines. Additionally, H2 is of great demand in 

many industrial processes, and ensuring the availability of low-cost green H2 is therefore at the core of 

decreasing the carbon footprint of large-scale industrial processes, such as the Haber-Bosch process 

for the production of ammonia, NH3. The synthesis of H2 and subsequent use in fuel cells or industry 

generally requires an intermediate storage. This is problematic, however, due to the small size and 

high volatility, as well as to the flammability of H2, and the small volumetric energy density. The direct 

synthesis of higher-value hydrogen containing chemicals by photocatalysis in an aqueous media is 

therefore preferable. Specifically, the photocatalytic reduction of ambient N2 and water to NH3 would 

not only represent an economic one-step alternative to the Haber-Bosch process, but would also 

enable the use of green NH3 as a chemical storage medium for H2.  

Since carbon nitrides belong to the most efficient photocatalysts for the NRR, at least according to 

literature, the third part of this work combined carbon nitride with FeS2 (pyrite) in a biomimetic 

approach to improve the activity in photocatalytic NH3 generation.711 First, carbon nitride (CN) was 

synthesised via thermal polymerisation of melamine. In a next step, nitrogen vacancies were 

introduced by etching with KOH, based on literature reports.169 Subsequently, composites of the 

vacancy-rich carbon nitride (VN-CN) and commercial FeS2 were fabricated, using varying weight ratios 

of FeS2 ranging from 1 to 15 wt.%. XRD patterns of the obtained materials showed reflections for both 

FeS2 and CN, indicating successful composite formation (Figure 29). This conclusion was supported by 

Fe  Ni Ti O 

1 sun 500 W Hg a) b) 

c) 
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a change in colour and improved visible and NIR light absorption apparent in the UV/vis spectra, as 

well as by SEM analysis, that showed the contact between both FeS2 and CN (Figure 29).  

 

Figure 29 XRD patterns of composites of FeS2 and VN-CN are shown in (a), while in (b) the contact between VN-CN and FeS2 is 

depicted. 

 

A more thorough characterisation of the composite materials additionally revealed electronic 

interactions between both constituents. Thus, the band gap of CN gradually increased with an 

increasing amount of FeS2 in the composite. Moreover, both the C 1s and the N 1s XP spectra of the 

composites shift towards higher binding energies compared to VN-CN, indicating an electron extraction 

from the carbon nitride matrix (Figure 30) and thus electron transfer to FeS2. For further confirmation, 

photoluminescence spectra of the composites were measured, and the results compared to those 

obtained for bulk VN-CN. Generally, a markedly lower emission intensity was observed for the 

composites. In addition to that, a small shift towards a lower emission wavelength was observed, 

together with a change in the relative emission intensity of two bands. More specifically, the 

contribution of lone-pair and defect emission in relation to direct band gap emission was decreased in 

the composites, indicating the inhibition of radiative recombination at defect sites, and thus pointing 

at a charge transfer with FeS2 taking place at the defect sites (Figure 30). This finding was further 

supported by an increased fluorescence lifetime in the composites and a decreased quantum yield, 

both of which indicate an improved charge separation.  

Figure 30 Shift of the N 1s XP spectrum of a composite with 5 wt.% of FeS2 shown in (a), decrease in the radiative emission 

intensity of the composites (b) and relative changes observed in normalised emission spectra (c). 
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The composites were then employed in experiments for photocatalytic nitrogen reduction under 350 

W irradiation by a doped Hg-lamp. 20 vol.% of methanol were used as hole scavenger to improve the 

activity for N2 reduction. In agreement to literature, the introduction of nitrogen vacancies significantly 

enhanced the ammonia yield compared to untreated CN. Additionally, the ammonia yield was 

increased even further upon the addition of FeS2 to VN-CN (Figure 31).  

Figure 31 NH4
+ concentrations measured after an irradiation of aqueous dispersions of VN-CN and of composites with FeS2 

for 7 h, determined via ion chromatography. The reference measurements for VN-CN and the composite containing 5 wt.% 

of FeS2 are shown in pale grey and pale green on the right side. 

 

When the same experiment was performed in an Ar atmosphere instead of N2, almost the same 

ammonia yield was obtained, though, which is a strong indication that not gaseous N2 is reduced, but 

that the nitrogen is instead extracted from the CN-framework. This finding was further confirmed by 

post-catalytic characterisation, that revealed a decrease in the amount of cyano groups that are 

introduced at defect sites by the KOH treatment. Moreover, the C/N ratio was increased after the 

photocatalytic experiment for both VN-CN and the composites with FeS2. Combined with the changes 

of the electronic structure, this observation points towards an activation of cyano groups at the defect 

sites by coordination to FeS2, most probably via π-backdonation. In total, the results of this work 

strongly emphasise that carbon nitrides (at least if synthesised via thermal polymerisation) are 

unstable under light irradiation and thus unsuitable for the photocatalytic NRR. The introduction of 

vacancies aggravates the situation and promotes nitrogen extraction at the defect sites.  

 

All of the herein discussed catalysts are constituted from earth-abundant elements. Specifically, they 

contain iron as the major element, which is highly abundant, non-toxic and can be obtained at low 

cost. Due to its abundance, nature is using iron in many catalytic systems ranging from hydrogenase 

enzymes, over CO dehydrogenases, to nitrogenases, all of which contain iron as major element in their 

active centres. The works in this thesis elucidate how it is possible to design artificial earth-abundant 

solid-state catalysts for a variety of catalytic reactions, as well. The targeted conversion reactions 

thereby span both fields of electro- and photocatalysis, as well as multiple kinds of reactions, including 

CO2 reduction, HER and NRR. All of these sustainable energy conversion processes can be expected to 

become increasingly important in the near future, in the context of mitigating climate change. Until 
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electrocatalysis can compete with established fossil-fuel-based processes in terms of cost and 

efficiency, however, much research is still required. For photocatalysis, the situation is even worse 

although the expected technology costs are much lower, highlighting the importance of continued 

research in this field, especially focussing on the design of new, earth-abundant materials, and on 

improving existing systems towards a higher efficiency and selectivity.  

The following chapters will provide full-text manuscripts of the herein discussed works.   
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4 Individual Contributions to Joint Publications 
 

The publications that are part of this thesis are the result of cooperation with others. The following 

chapter will delineate the individual contributions of each author to the published manuscripts. The 

corresponding author of all publications is Prof. Dr. Roland Marschall, marked by an asterisk. 

 

 

 

4.1 Publication 1: “Fast and Facile Microwave Synthesis of Cubic CuFe2O4 

Nanoparticles for Electrochemical CO2 Reduction” 

 
 

Judith Zander, Morten Weiss, Roland Marschall* 

This work was published in Adv. Energy Sustainability Res. 2023, 4, 2200184. 

DOI:10.1002/aesr.202200184 

 

 

The concept of the manuscript was developed by Prof. Dr. Roland Marschall and myself. I optimised 

and performed the synthesis of CuFe2O4. Additionally, I characterised the obtained nanoparticles by 

UV/vis, diffuse reflectance infrared Fourier transform (DRIFT) spectroscopy, and XRD, including 

Rietveld refinement. I also performed and evaluated the electrochemical CO2 reduction experiments, 

and wrote the first draft of the manuscript. Dr. Morten Weiss did the XPS measurements and evaluated 

the data together with me. He also provided assistance in the Rietveld refinement. Prof. Dr. Roland 

Marschall supervised the work and provided scientific advice. All authors read and contributed to the 

final version of the manuscript. 

Additionally, Dr. Holger Schmalz, Lena Geiling, and Dr. Christopher Simon performed the Raman, TG-

MS and TEM analysis, respectively. Mirco Ade and Dr. Anja Hofmann did the SEM and EDX analysis, Dr. 

Jana Timm and Jonas Jungmann performed the N2-physisorption measurements, and Julia Wölfel and 

Teresa Maurer provided assistance in the synthesis under my supervision. All of these contributions 

are acknowledged in the manuscript. I was responsible for evaluating the data resulting from the listed 

measurements. 
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4.2 Publication 2: “Ni2FeS4 as highly efficient earth-abundant co-catalyst in 

photocatalytic hydrogen evolution” 
 

 

Judith Zander, Roland Marschall* 

This work was published in: J. Mater. Chem. A 2023, 11, 17066 

DOI: 10.1039/D3TA02439C 

 

 

The concept of the manuscript was developed by Prof. Dr. Roland Marschall and me. I performed the 

synthesis of Ni2FeS4 and most of the characterisation, including UV/vis, DRIFT, Raman, and XRD. I also 

did the photocatalytic experiments and wrote the first draft of the manuscript. Prof. Dr. Roland 

Marschall supervised the work, was involved in scientific discussions, and contributed to the final draft 

of the manuscript. 

Mirco Ade and Jonas Jungmann performed SEM/EDX and TEM analysis, respectively. Lena Geiling was 

responsible for the TG-MS measurements and Dr. Morten Weiss and Lion Schumacher measured the 

XP spectra. Additionally, Jonas Jungmann and Dr. Jana Timm did the N2 physisorption measurements. 

All those contributions are acknowledged in the manuscript. The resulting data was evaluated by me. 

 

  



 

 55 

4.3 Publication 3: “Light-Induced Ammonia Generation over Defective Carbon Nitride 

Modified with Pyrite” 
 

 

Judith Zander, Jana Timm, Morten Weiss, Roland Marschall* 

This work was published in: Adv. Energy Mater. 2022, 12, 2202403. 

DOI: 10.1002/aenm.202202403 

 

 

The concept of the manuscript was developed by Prof. Dr. Roland Marschall and me. I synthesised the 

materials, performed most of the characterisation, conducted the photocatalytic experiments and 

wrote the first draft of the manuscript. The characterisation measurements performed by me include 

XRD, UV/vis, DRIFT, elemental analysis (EA), photoluminescence, as well as ammonia quantification. 

Dr. Jana Timm did the transient absorption spectroscopy (TAS), including the corresponding data 

evaluation. She additionally performed the physisorption measurements and provided assistance in 

the photoluminescence measurements. Dr. Morten Weiss performed the XPS analysis and evaluated 

the data together with me. Prof. Dr. Roland Marschall supervised the work, provided scientific advice, 

and corrected the manuscript. All authors read and contributed to the final version of the manuscript.  

In addition to the authors, Mirco Ade and Lena Geiling contributed to the work by performing SEM/EDX 

and TG-MS analysis, respectively. They are acknowledged in the publication.  
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6.1 Main Manuscript 
 

Nanoparticles of cubic CuFe2O4 were obtained in a fast microwave-assisted hydrothermal synthesis. 

By adjusting the pH value and solvent ratio (ethylene glycol to water), phase-purity and high 

crystallinity is achieved at very short reaction times of 1 min, or low temperatures of 120 °C, without 

the need for subsequent heat treatment steps. The influence of the synthesis time or temperature on 

material properties and performance in electrochemical CO2 reduction to CO are investigated. While 

particle size and crystallinity are not changed significantly with longer synthesis times at 175 °C, 

prolonged heating results in a decrease of the degree of inversion, which leads to a decrease in the 

CO2 reduction ability. The best performance is observed for CuFe2O4 with an intermediate degree of 

inversion of approx. 0.75, together with the largest crystallite size and micro-strain, as revealed by 

Rietveld refinement. For CuFe2O4 synthesised under these conditions, a CO evolution rate of 0.2 µmol 

h-1 g-1 is obtained at a Faradaic efficiency of 20%. The CO to H2 ratio is 1:3, which makes it a promising 

candidate for a sustainable production of syngas. 

 

6.1.1 Introduction 
 

The combination of rising CO2 concentrations in the atmosphere and the necessity for alternative 

production pathways of valuable carbon containing chemicals have provoked an increasing interest in 

the capture and conversion of CO2. Electrochemical CO2 reduction is hereby especially promising, since 

it enables the direct conversion of electricity from renewable sources into chemical fuels, that can on 

the one hand serve as storage media to mitigate fluctuations in the power supply by renewables and 

on the other hand can be used as feedstock for industrial processes, such as Fischer-Tropsch, or the 

syntheses of valuable chemicals.1-4 CO2 reduction is a multi-electron and frequently also a multi-proton 

transfer reaction. This, together with the inert nature and the possibility of various reduction products, 
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usually results in high required overpotentials and the occurrence of multiple reaction products.5 The 

selectivity hereby strongly depends on the catalyst. Until recently, copper was the only metal 

electrocatalyst yielding CH4 and higher carbon products, such as C2H4 or ethanol,4 with Zhou et al. 

reporting in 2022 the production of linear and branched C3 to C6 hydrocarbons also over polarized Niδ+ 

associated with Ni–O bonds.6 Copper containing materials, especially oxides, are likewise of interest 

due to their comparatively high activity and broad substrate scope. Copper oxides, such as CuO or 

Cu2O, are reduced to metallic copper at the surface under operating conditions.7-10  

Another interesting copper oxide is CuFe2O4 that only contains abundant iron as an additional element. 

CuFe2O4 belongs to the class of spinel-type materials that are normally of cubic crystal structure with 

the space group Fd3̅m. However, due to the strong Jahn-Teller distortions induced by Cu2+, lowering 

of the symmetry to tetragonal is favoured at lower temperatures.11 A cubic structure is stable above 

around 400 °C.11-12 Spinels are of high interest also due to their magnetic and electronic properties, 

which can be adjusted by the degree of inversion, i. e. the cation distribution between tetrahedral and 

octahedral sites, and in the special case of CuFe2O4 also by the structure.13-16 The degree of inversion 

influences the structure, due to the strong Jahn-Teller distortion caused by Cu2+ at octahedral sites.17 

The exact relationship between structure and inversion parameter is, however, debated. A completely 

inverted structure was reported for cubic CuFe2O4 based on neutron diffraction results, with a slight 

reduction of the inversion parameter by a few percent upon phase transition to tetragonal.18 On the 

other hand, a strong correlation between phase transition and cation migration is commonly believed 

to be present.13-15,19 Thus, Ohnishi et al. observed a normal cation distribution for CuFe2O4 in the high-

temperature cubic form. Copper migration to octahedral sites proceeds during cooling between 

approx. 700 and 360 °C, where the stronger Jahn-Teller distortion causes the transition to tetragonal 

and results in a strong correlation between inversion parameter and structure.11-14,19-21 Cubic CuFe2O4 

was reported as a normal spinel19-20 as well as inverted.11 The critical inversion parameter for phase 

transition is believed to be 0.75.19 The cation distribution is largely dependent on the synthesis 

conditions, such as particle size and calcination temperature,11,21-23 that appear to have the most 

significant impact on both structure and degree of inversion. Calculations have shown that the cation 

distribution significantly affects the electronic properties, with a change from a completely inverted 

structure to a normal one resulting in a change from semi-conducting to half-metallic properties.19,24 

This has experimentally been observed by a reduced grain resistance and improved conductivity for 

partially inverse tetragonal CuFe2O4 compared to normal cubic CuFe2O4.19  

CuFe2O4 has been used for several catalytic processes, such as methanol steam reforming,22 

photocatalytic degradation,23 photocatalytic water-splitting,25 photo-electrochemical hydrogen 

evolution,26 photo-electrochemical water oxidation,27,28 as well as gas sensor material29 or for protein 

separation.30 A huge advantage is the easy recovery of the material due to its magnetic properties. 

Additionally, CuFe2O4 is an effective electrocatalyst for oxygen evolution, for which it showed a very 

low overpotential, even surpassing the performance of CoFe2O4 and NiFe2O4.31 CuFe2O4 has also been 

used for the photo-electrochemical (PEC) CO2 reduction reaction (CO2RR).32,33 Thus, the group of Khan 

first employed pure CuFe2O4 for PEC CO2RR to methanol and then switched to a composite with 

graphene oxide, thereby increasing the Faradaic efficiency to 87 %, reportedly due to better charge 

separation.32,33 Improved activity – also for the conversion to methanol – could also be observed for a 

composite with TiO2, as reported by Hafeez et al.34 

Common synthesis methods include co-precipitation,29 solid state reaction,11,19 sol-gel synthesis,31 

combustion synthesis,35 or solvothermal synthesis.30,36 Methods requiring calcination temperatures of 
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more than 300 °C yield tetragonal CuFe2O4, if cooled slowly, and cubic, if quenched rapidly from high 

temperatures. Additionally, most of these techniques yield large particle sizes, with inhomogeneous 

size distributions and low surface areas, because of the high temperature requirements, which is often 

impedimental for catalytic performance.22 To obtain nano-sized or nano-structured  particles, different 

strategies, such as hard-templating, soft-templating, or combustion synthesis can be employed.22,23,35 

In contrast to solid state synthesis, hydrothermal synthesis allows for the direct preparation of the 

cubic form.36 As an alternative, microwave-assisted syntheses allow for the preparation of spinel ferrite 

nanoparticles.37-39 Due to fast homogeneous heating, reaction times can often be significantly reduced 

compared to conventional hydrothermal synthesis and the size distribution can be narrowed.37,38,40-42 

Phuruangrat et al. have shown in first experiments that microwave-assisted hydrothermal synthesis is 

feasible for the direct synthesis of crystalline CuFe2O4 in its cubic form.43 Jalajerdi et al. obtained 

tetragonal CuFe2O4 after an aqueous microwave synthesis followed by calcination.44 The size 

distribution is relatively broad, however. To improve the size distribution of nanoparticles, triethylene 

glycol (TEG) has been used as a solvent in a solvothermal synthesis of CuFe2O4 nanorods, serving as 

reducing agent, high boiling solvent and stabiliser.45 Similar approaches with the solvent acting as a 

stabilising agent, have been shown for other ferrites in our group as well.37-39 For copper ferrite, a 

microwave synthesis in organic solvents, however, results in a reduction of Cu2+ and the formation of 

Cu0 by-phases.41  

We herein present a fast, reproducible microwave-assisted synthesis of cubic CuFe2O4 nanoparticles 

in water, with additional ethylene glycol acting as stabilising agent in the reaction solution, improving 

phase purity and homogeneity by preventing the precipitation of hydroxides. We further examine the 

influence of synthesis parameters on the material properties, the degree of inversion, and on the 

activity in electrochemical CO2 reduction. The best performance is observed for CuFe2O4 with an 

intermediate degree of inversion of approx. 0.75, for which a CO evolution rate of 0.2 µmol h-1 g-1 was 

obtained at a Faradaic efficiency of 20%. The CO to H2 ratio was 1:3. 

 

6.1.2 Results and Discussion 
 

The synthesis of CuFe2O4 in water is strongly pH-dependent, which was also observed for a 

hydrothermal synthesis approach.36 Fe2O3 was the only reaction product observed in the XRD patterns 

under acidic conditions, CuO was the main product at near neutral conditions, and CuFe2O4 was only 

observed at pH > 10 (Figure S1, Supporting Information). In contrast to Phuruangrat et al., we observed 

CuO occurring as by-phases in varying amounts when the synthesis was conducted in pure water, 

especially at a pH below 12 (Figure S1, Supporting Information). This is likely due to the precipitation 

of hydroxides upon pH adjustment before transfer to the microwave, which results in visibly 

inhomogeneous mixing. Upon addition of ethylene glycol as a complexing agent, which optically 

improved the dispersion, the synthesis reproducibly yielded phase-pure cubic CuFe2O4 at medium 

amounts of ethylene glycol (EG). If the amount of EG exceeded 40%, a reduction of copper was 

observed (Figure S2, Supporting Information), in good agreement to the results reported by Solano et 

al.41 The best results were obtained using a EG:water ratio of 5:10 (1:2).  
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After having established the general reaction parameters, we varied the reaction time and 

temperature for the microwave synthesis. The corresponding XRD patterns are depicted in Figure 1 

and S3, Supporting Information. A reduction of the synthesis time to only 1 min was possible, without 

the appearance of any by-phases and without apparent loss of crystallinity. A similar reduction of the 

synthesis time to 1 min could additionally be shown at 150 °C (Figure S4, Supporting Information). The 

employed synthesis temperature has a stronger influence on crystallinity and phase purity. While the 

distinct reflections for cubic CuFe2O4 are apparent even after reaction at only 120 °C for 15 min, the 

crystallinity was low and a shoulder to the left of the (311) reflection indicated the presence of a 

possible tetragonal phase. When the temperature was raised to 200 °C, Cu2O by-phases were observed 

in high-resolution Ag-XRD patterns (Figure 1 and S3, Supporting Information), likely due to the strong 

reducing ability of EG at this temperature.  

Figure 1 Ag-XRD patterns for CuFe2O4 obtained after different reaction temperatures at 175 °C a) and after 15 min at different 

reaction times b). Following ICDD reference patterns were used: CuFe2O4 (c): 01-077-0010; CuFe2O4 (t): 00-034-0425, Cu2O: 

00-005-0667. Crystallite sizes obtained via the integral breadth method and Rietveld refinement are depicted in c) and d). 

Error bars for the integral breadth method are estimated by averaging over different reflections in the cubic structure; error 

bars for sizes derived from Rietveld analysis indicate averaging of at least two independent fits.   

 
The crystallite sizes for CuFe2O4 obtained after different reaction times, as well as at different 

temperatures, were first calculated by the integral breadth method and additionally by Rietveld 

refinement, due to the high background (Figure 1c,d). The prominent background could be an 

indication of an amorphous phase that probably corresponds to organic residues.  Both methods yield 

a crystallite size of 10 - 13 nm, depending on the reaction time. A correlation with the degree of 

inversion was noted and is discussed in the following sections. A significantly smaller crystallite size of 

a) b) 

c) d) 
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only approx. 6.5 nm was estimated after the reaction proceeded at 120 °C, whereas the crystallite size 

remains unchanged for increasing reaction temperatures. The determination of crystallite size by the 

integral breadth method for the 120 °C sample was only possible for the (400) reflection, due to low 

crystallinity and peak overlap. For the same reasons, Rietveld refinement did not result in a good fit. 

SEM images show the agglomeration of very small nanoparticles (Figure S5, Supporting Information), 

that have an almost perfect Cu:Fe ratio of 0.5 determined by EDXS. For further evaluation of the 

synthesis parameters on the crystal morphology, the obtained particles were analysed with TEM 

(Figure 2 and S6, Supporting Information). Slightly increasing particle sizes with increasing synthesis 

time were estimated, with the particles growing from approx. 13.5 to 18.5 nm. Similar sizes were 

obtained after reaction at temperatures between 140 and 180 °C as well (Figure S6, Supporting 

Information), with the size increasing from 14 to 18 nm. The average particle size is only slightly larger 

than the determined crystallite size, indicating that the nanoparticles are mostly single-crystalline. The 

crystallinity and cubic structure were further confirmed by measuring lattice spacing in high-resolution 

images (Figure S5, Supporting Information). The spacing corresponding to the (311)-plane in the cubic 

structure was the most prominent one.  

Figure 2 TEM images of CuFe2O4 particles obtained after different reaction times at 175 °C a,c,e) and after 15 min at different 

reaction temperatures b,d,f), as well as corresponding particle size distribution. For the determination of size distributions, 

at least 50 particles were measured. 

 

The surface area was evaluated by the BET model. The surface area of CuFe2O4 particles synthesised 

at a fixed temperature of 175 °C is around 120 m2 g-1, independent of the synthesis time (Figure S7, 

1 min 

30 

140 °C 

160 °C 

180 °C 

15 

a) b) 

c) d) 

e) f) 
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Supporting Information). The corresponding isotherms have the typical shape for nanoparticle 

agglomerates, revealing that the high surface area is a result of the small size of the obtained 

nanoparticles. Correspondingly, no defined pore size is observed and the void size between 

nanoparticles peaks around the particle diameter. The particles obtained after shorter reaction times 

exhibit a tendency to form agglomerates with smaller voids, possibly due to organic residues and very 

small amorphous compounds. The similar surface area independent of the size is in good agreement 

to the similar sizes observed in the TEM images. The surface area for particles obtained after reaction 

at different temperatures decreases with increasing reaction temperature from 250 to 100 m2 g-1, 

although the particle size was very similar. This might be an indication of different agglomeration 

behaviour that is also apparent in different shapes of the isotherms and might either depend on the 

amount of organic residues, or on different magnetic properties. The packing of nanoparticles is much 

denser for samples synthesised at low temperature (i.e. 120 or 140 °C), which show a narrow pore size 

distribution that peaks around 5 nm (Figure S7, Supporting Information). The dense packing is 

furthermore hinted at in the TEM images. Larger amounts of organic residues or amorphous matter 

might contribute to void filling between particles. The BET surface area for CuFe2O4 obtained after 

different reaction times at 150 °C are around 150 m2 g-1, thus larger than for the particles prepared at 

175 °C, which is in good agreement to the increased surface area at lower temperatures mentioned 

above. 

To evaluate whether the differences in the agglomeration behaviour are due to organic residues on 

the surface, TG-MS measurements were conducted for CuFe2O4 obtained after different reaction times 

or at different temperatures (Figure 3). As expected, the mass loss during annealing in air increases 

with decreasing reaction times. An initial increase of the mass below 100 °C can probably be attributed 

to oxidation of organic matter, likely followed by a loss of adsorbed H2O at approx. 125 °C and 

decomposition of organic matter mainly into CO2 at 150 to 350 °C (Figure S9, Supporting Information). 

A similar effect is observed for samples obtained after different reaction times, with the mass loss 

being even more pronounced for CuFe2O4 synthesised at lower temperatures, with the sample 

synthesised at 120 °C showing a mass loss of 15%.  

The higher amounts of organic residues might explain the increased surface area for samples obtained 

at low temperatures. Corresponding to the decomposition of organic residues, exothermic peaks can 

be observed in the DSC measurements (Figure S9, Supporting Information). Additionally, two steps 

with increasing heat flow are visible, one between 300 and 400 °C and one between 620 and 700 °C. 

Those features might correspond to phase-transitions, first from cubic to tetragonal and later from 

tetragonal to cubic. The onset temperature for the first phase transition shifts towards higher 

temperatures with increasing synthesis duration and the increase in the heat flow decreases. Both 

might be an indication of different initial cation distributions.  

The organic residues are also apparent in the DRIFT spectra for all samples (Figure 3c,d,  S9, Supporting 

Information). Additionally, differences between samples obtained after different reaction times, or at 

varied temperatures, are apparent, indicating structural changes that are not visible in the XRD 

patterns and thus do not significantly influence the crystallinity. All samples exhibit the characteristic 

absorbance at 400 – 550 cm-1 corresponding to metal-oxygen vibrations at octahedral sites, ν2, and the 

absorbance between 620 and 750 cm-1, ν1, corresponding to metal-oxygen vibrations at tetrahedral 

sites.46-49 The vibrations show only negligible changes in dependence of the synthesis time or 

temperature, indicating a complete condensation of metal-oxygen bonds even at short times and low 

temperatures, in good agreement to highly similar XRD patterns. An exception is CuFe2O4 synthesised 
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at only 120 °C, for which the M-O vibrations are less intense, likely due to incomplete condensation to 

the oxide.  

Figure 3 Observed mass loss during annealing of CuFe2O4 particles obtained after reaction for different duration at 175 °C a), 

or for 15 min at different temperatures b), DRIFT spectra for CuFe2O4 synthesised under varied conditions c,d), as well as 

corresponding Raman spectra e,f).  

 

Correspondingly, a larger amount of hydroxyl-groups is observed between 3000 and 3500 cm-1 in 

addition to organic residues from ethylene glycol and its decomposition products.45 Noticeably, the 

intensities of the vibrational bands at 1030 cm-1, corresponding to COH-bonds in poly-ethylene glycol, 

and at 3690 cm-1, corresponding to non-hydrogen bonded OH, increase with the synthesis time, while 

those at 1380 and 1330 cm-1, that fall into the range of C-O bonds, decrease slightly.50 An observed 

a) b) 

c) d) 

e) f) 
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decrease of the vibration at 1585 cm-1 and increase of the vibration at 1030 cm-1 are similar to 

evolutions observed during the polymerisation of ethylene glycol, that might occur as a side reaction.51 

Additional weak absorption bands between 1050 and 1160 cm-1, that are especially visible at short 

reaction times or low temperatures, might also be attributed to C-O in ethylene glycol residues.45 A 

similar trend is visible with increasing reaction temperature, if more pronounced 

Raman spectra were recorded for CuFe2O4 obtained under varying synthesis conditions to corroborate 

the cubic structure and phase purity deduced from the XRD patterns (Figure 3e,f). The visible bands 

for all samples can be assigned to the 5 expected Raman active modes for cubic CuFe2O4 and are in 

good agreement to literature values.47,52 No characteristic bands for common by-phases, such as Fe2O3, 

are visible. The band at a shift of 173 cm-1 is assigned to the F2g mode, that at 268 cm-1 to Eg, that at 

448 cm-1 and 553 cm-1 to F2g as well and that at 677 cm-1 to the A1g mode.47 Additional humps at 350 

cm-1 and a shoulder at 620 cm-1 might be an indication of locally lowered symmetry due to Jahn-Teller 

distortions caused by Cu2+ ions in an octahedral environment, although a universal distortion of the 

crystal lattice is not apparent in the XRD patterns. A similar observation has been stated by Silva et al. 

for Co-substituted CuFe2O4.47 However, additional bands might also be formed due to partial inversion, 

that also lowers the symmetry.16 Due to the weak intensity of those bands, no clear conclusion about 

the local environment of Cu and Fe ions, in terms of phase transformation and degree of inversion, can 

be drawn from the DRIFT and Raman spectra, however. 

For further characterisation of the as-synthesised nanoparticles, UV/vis/NIR measurements were 

conducted in order to estimate the band gaps. Irrespective of the synthesis conditions, a band gap of 

approx. 1.9-2.0 eV was obtained from the Kubelka-Munk plots, in good agreement to literature values 

(Figure S10, Supporting Information).27,28,53 Since the band gap is highly dependent on the degree of 

inversion, similar cation distribution independent of the synthesis conditions can be assumed.19 A 

feature at 485 nm is apparent in the spectra, corresponding to ligand to metal charge-transfer from 

oxygen to copper 3d orbitals. If this region is ignored in the fit, slightly lower values were obtained, 

compared to a fit only above the d-d band (Figure S10, Supporting Information). A second, weak 

feature at approx. 800 nm can be attributed to d-d transitions in Cu2+ at distorted octahedral sites. A 

third, very weak feature centred around 1500 nm arises due to d-d transitions in Cu2+ at tetrahedral 

sites.54-56 Band gap values were also determined from the Tauc plots, that yield a band gap of 1.7-

1.8 eV for an indirect transition that includes a fit over the d-d band and thus leads to a slight 

underestimation of the band gap, and of 2.5 eV for a direct transition, that allows for an exclusion of 

the d-d band for the fit. From the shape of the plots and the estimated band gap values, an indirect 

band gap is more probable, although this is in discrepancy to the result of the group of Sivula.27 

However, they used n-type, tetragonal thin-film CuFe2O4, which might exhibit considerably alternate 

properties. The results of Díez-García et al. for cubic CuFe2O4 are rather more similar to ours.53 Notably, 

the d-d band is hardly visible in both reported spectra.  

 

Determination of the Degree of Inversion 

Generally, three main methods are employed to determine the degree of inversion for spinel-type 

materials: Rietveld refinement of XRD data, Mössbauer spectroscopy, and XPS.16,31 Since all three rely 

on mathematical fitting of experimental results and thus depend on the quality of the measurement 

data and the fitting parameters, a complementary determination with several methods is 

recommendable. We performed Rietveld refinement on the Cu and Ag-XRD patterns for CuFe2O4 
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obtained under different conditions. The high background due to organic residues, low intensity and 

broad, asymmetric peak shape make an unambiguous fitting difficult, due to strong correlations 

between occupation, background, asymmetry, micro-strain and anisotropic size parameters. A degree 

of inversion between 0.72 and 0.87 was estimated for all samples based on the Cu-XRD data, 

depending on the fitting conditions (Figure S12, Supporting Information). This is in good agreement to 

the usually observed value of 0.85 at room temperature, although a tetragonal distortion would 

normally be expected.15,21,23,24,57 The degree of inversion decreases with increasing reaction time, 

signifying that although crystallisation mainly occurs during the first minute of the synthesis, continued 

microwave irradiation induces a Cu2+ migration to tetrahedral sites. The very fast heating and 

crystallisation, together with an abrupt stop in the microwave irradiation – i.e. the apparent driving 

force for cation redistribution - lead to the thermodynamically unfavourable structure and prevent the 

distortion that is usually observed during the cooling from high temperatures.  

Interestingly, a closer look at the crystallite sizes determined with the integral breadth method and 

Rietveld refinement reveals that the size is highest after medium synthesis times of 10 min, suggesting 

that crystallinity is decreasing again after that time (Figure 1). This goes in hand with a pronounced 

decrease in the inversion parameter, as discussed in the following, indicating that microwave-induced 

cation redistribution results in an increasing structural disorder. A closer analysis of the crystallite size 

derived from different reflection peaks reveals that the observed relationship is at least partially an 

effect of averaging for different (hkl) reflections. All samples show an average crystallite size of approx. 

11 nm when analysed with the integral breadth method, but the differences between the determined 

sizes are largest for very short or very long reaction times, with the smallest deviations observed for 

CuFe2O4 obtained after a reaction time of 10 min (Figure S11, Supporting Information). The same trend 

as for the crystallite size can be observed for micro-strain, while the lattice parameter is slightly smaller 

for CuFe2O4 obtained after moderate reaction times, indicating lattice contraction (Figure S11, 

Supporting Information). Both effects can be a result of Jahn-Teller distortions that would, if in 

equilibrium, likely result in a tetragonal structure. On the one hand, the strain induced by Jahn-Teller 

active Cu2+ ions on octahedral sites depends on the degree of inversion and would be expected to 

decrease with a decreasing degree of inversion. This effect is most probably the reason for the 

decrease in micro-strain and crystallite size for samples obtained at reaction times longer than 10 min, 

in correlation to a decreasing inversion parameter. Notably, the degree of inversion is around 0.75, or 

less, after this time. This value represents the critical fraction of Cu2+ on octahedral sites above which 

a distortion was observed in literature.19 The increasing differences in peak width for different hkl at 

increasing temperature might be an effect of anisotropic disorder induced by cation migration. For the 

sample obtained after 30 min, no accurate determination of the degree of inversion was possible. An 

increase in micro-strain was obtained for different fitting procedures. Possibly, cation migration results 

not only in the induction of disorder, but also causes additional strain effects due to inhomogeneous 

ion distribution in different unit cells, and to the creation of defects. Since micro-strain and crystallite 

size are low for the samples obtained after short reaction times, the presence of defects – due to 

partially incomplete condensation of the metal-oxide framework – might mitigate strain induced by 

Jahn-Teller distortions. Additionally, at a degree of inversion of 0.75 the Jahn-Teller distortion at 

tetrahedral sites (that would result in a decrease of c/a <1) and at octahedral sites (that would lead to 

c/a>1) might compensate each other best, resulting in overall minimal distortion, but high strain.  

The asymmetry of the reflections is even higher for the Ag-XRD data, hence we focussed on 

measurements with a copper source for the fittings. The strong asymmetry of the reflections might in 

part be caused by internal stresses caused by the Jahn-Teller active Cu2+ ions.11 A comparable, but 
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slightly decreasing degree of inversion of around 0.8 was obtained for CuFe2O4 synthesised for 15 min 

at different temperatures. Summarised results for the cation distribution with an optimised fitting 

procedure are listed in Table 1. 

XP spectra were recorded for CuFe2O4 synthesised at different temperatures or for different reaction 

times (Figure 4, S13, Supporting Information). The survey scans show the expected ratios for Cu and 

Fe, with additional small amounts of Si and K (Table S2, Supporting Information). The latter likely result 

from leaching of the microwave vial and the employed KOH, respectively. The concentration of K and 

Si increase with the synthesis time and temperature, indicating increasing amounts of doping with 

these ions. Additionally, the Cu content at the surface is decreased in the sample obtained after 30 

min at 175 °C, further strengthening the assumption of defect induction due to increased cation 

migration with time. In contrast to that, a Cu excess at the surface was observed at high reaction 

temperatures. 

 

Table 1 Degree of inversion (λ) determined with Rietveld refinement and XPS analysis. 

Synthesis 

Time 

λ 

 Rietveld 

λ  

XPS 
Cu+/Cu2+ 

Synthesis 

Temperature 

λ  

Rietveld 

λ  

XPS 
Cu+/Cu2+ 

1 min 0.82 0.84 0.02 120 °C  0.86 1.42 

5 min 0.82 0.82 0 140 °C 0.87 0.87 0.08 

10 min 0.80 0.78 0.02 160 °C 0.86 0.75 0.05 

15 min 0.75 0.80 0.02 180 °C 0.79 0.81 0.03 

20 min 0.72 0.78 0 200 °C 0.77 0.80 0.03 

30 min 0.87 0.67 0.08     

 

The Cu L3M4,5M4,5 peak was used for charge correction, since non-negligible amounts of carbonaceous 

residues from the synthesis, that include significant contributions from alcoholic species to varying 

extents (Figure S13, Supporting Information), render a correction via adventitious carbon unsuitable 

and would result in vastly fluctuating binding energies. Typical binding energies for Fe3+ and Cu2+ of 

933.1 eV for Cu 2p3/2 and 710.8 and 724.5 eV for Fe 2p3/2 and Fe 2p1/2 were observed, respectively. The 

high resolution 2p-spectra for Cu can be fitted with two signals for the metal ion in octahedral and 

tetrahedral sites, respectively.23,31,32,58,59 This fitting approach is based on an influence of the 

coordination environment on the ratios of multiplet splitting,58-60 but neglects additional effects on 

multiplet splitting and is further complicated by the possible presence of Cu+ and/or Cu0. To some 

extent the expected influence of Cu+/ Cu0 can be derived from the Auger signal, which is highly similar 

for all CuFe2O4 samples obtained at 175 °C for different reaction times, and supports the predominant 

oxidation state of +II for copper, which is further apparent in the high shake-up intensity.61 No 

indication of Cu0 species is observed in the Cu L3M4,5M4,5 spectra. Samples obtained at different 

temperatures, on the other hand, show a strong contribution of Cu+, with the Cu+ /Cu2+ ratio depending 

on the synthesis temperature (Figure 4, Figure S13, Supporting Information). Interestingly, although 

Cu+ by-phases were only observed at very high temperatures, the Cu+ content increases with 

decreasing reaction temperature, indicating partially reduced and likely also coordinative unsaturated 

copper species at the surface. The amount of Cu2O in the sample obtained at 200 °C is estimated to be 

1.2% based on the results from Rietveld refinement. The degree of inversion is clearly changing with 

prolong reaction times. While an initial 16% of Cu2+ on tetrahedral sites is observed after a very short 

reaction time of 1 min, an increasing amount of 33% of Cu2+ is located at tetrahedral sites after 30 min, 
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in good agreement to the results obtained from Rietveld refinement. Interestingly, the degree of 

inversion as determined via Rietveld refinement shows an almost linear decrease after 10 min of 

reaction time. An extrapolation of that trend would yield a degree of inversion of approx. 0.66 for the 

sample obtained after 30 min, which is in very good agreement to the degree of inversion determined 

with XPS. A similar degree of inversion of λ = 15-20% is obtained independent of the synthesis 

temperature, with a slight decrease of the inversion parameter with increasing reaction temperature. 

The degree of inversion and the Cu+/Cu2+ ratio are summarised in Table 1. Evolution of the degree of 

inversion and the Cu+/Cu2+ ratio in relation to the synthesis time and temperature, respectively, are 

furthermore clearly demonstrated in the normalised spectra (Figure 4).  

A similar fitting procedure should in theory also be possible for the Fe 2p spectra, but due to the more 

complicated multiplet structure, an overlap with a Cu Auger signal and low intensity of the peaks, an 

unambiguous fitting with only two species for Fe at tetrahedral and at octahedral voids is often neither 

possible nor meaningful and was therefore not attempted here.58,59 The Fe 2p spectra were instead 

fitted with typical peak ratios and positions for ferrites, keeping the positions fixed for all samples.62 

When regarding the normalised Fe 2p spectra, interestingly a peak broadening towards higher binding 

energies is observed for samples obtained after 1 min and after 30 min, which would at first glance 

indicate a larger amount of Fe3+ in tetrahedral voids. For CuFe2O4 obtained after 30 min this is 

additionally accompanied by a shift of the entire spectrum towards higher binding energies. This is 

contrary to the effects expected based on analysis of the Cu-spectra and on Rietveld refinement, and 

could be an indication of independent cation migration of Cu and Fe, which would in turn favour the 

creation of defects for prolonged reaction times. Fe2+ species might also be present. This would induce 

a shift of the spectra towards lower binding energies, however, which would signify a presence of Fe2+ 

mainly at medium reaction times, which seems unlikely. The shift towards higher binding energy after 

30 min could in part also be caused by the extraction of copper, shifting the peaks towards those of 

Fe3O4.60 Cu defects might likewise lead to a shift in the iron spectra towards higher binding energies. 

Figure 4 XPS spectra for CuFe2O4 obtained under different reaction conditions. Cu 2p3/2 spectra for CuFe2O4 synthesised at 
175 °C for different reaction times a), or at different temperature b), as well as normalised 2p3/2 spectra c).  

 

a) b) c) 
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The change in the degree of inversion is expected to correlate with changes in the conductivity and 

the magnetic properties.19 A similar effect would result from the presence of defects. The 

agglomeration behaviour of the nanoparticulate powder was visibly altered by the synthesis time: the 

agglomeration was especially pronounced for CuFe2O4 obtained at relatively short reaction times (5 

and 10 min) and decreased with increasing reaction durations, in relation to a decrease in the degree 

of inversion, as also observable in DLS and ultracentrifugation measurements (Figure S14, Supporting 

Information). For CuFe2O4 with a synthesis time of 1 and 30 min – which are agglomerating least 

according to DLS measurements – particle diameters of 13 and 16 nm were obtained with the 

ultracentrifugation experiments, in good agreement to the sizes measured from TEM images. For more 

strongly agglomerating particles, a shoulder can be observed around 13 nm, but no accurate size 

determination is possible, due to the pronounced agglomeration tendency. 

 

Electrocatalytic CO2 Reduction 

We evaluated the influence of the synthesis parameters on the electrochemical CO2RR of CuFe2O4 

electrodes in 0.1 M KHCO3 solutions, using an H-cell setup (Figure S15, Supporting Information). In 

order to determine the optimal potential, chronoamperometric measurements were performed at 

different potentials for exemplary electrodes of the sample synthesised for 15 min at 175 °C (Figure 

S16, Supporting Information). The evolved gases were examined after 20 and 60 min, respectively, to 

differentiate between the initial activation phase, during which high negative currents occur due to 

the decomposition of organic residues and possible activation of CuFe2O4, and the steady state phase, 

for which the current response is stable. CO was the main C-product at all potentials, with the highest 

production rate at -0.8 V vs. RHE (Figure 5). The Faradaic efficiency and selectivity were best at lower 

potentials of -0.6 V, due to hydrogen evolution taking over at highly reducing potentials. The Faradaic 

efficiency was lower than the selectivity, which is calculated from only the gaseous products, at all 

potentials, indicating the formation of other C-products, albeit to a rather low extent. The difference 

was especially high at low potentials, which is in good agreement to the lower required potentials for 

methane or methanol formation.66 A potential of -0.7 V vs. RHE was chosen in the following, to 

evaluate differences in the catalytic performance of CuFe2O4 prepared under varying synthesis 

conditions. The measurements were performed at least twice with freshly prepared electrodes, to 

account for possible variations between measurements.  

A maximum CO yield of 0.2 µmol h-1 mg-1 was observed for CuFe2O4 synthesised for 10 min in the 

microwave, with the CO production rate sharply decreasing for samples obtained after longer synthesis 

times. The hydrogen evolution rate was highly similar for all samples independent of the synthesis time 

of the catalyst, with three to ten times more hydrogen being produced compared to CO. The CO yield 

was higher after one hour of potential application, probably due to the initial decomposition of organic 

residues. The Faradaic efficiency was also better after one hour and highest for the sample obtained 

after 10 min of reaction time (Figure 5). 

Again, the Faradaic efficiency was slightly lower than the calculated selectivity based on gas product 

analysis, indicating the generation of low amounts of additional, liquid products. The difference in the 

observed activity and selectivity in dependence of time is probably based on two adverse effects. On 

the one hand, the relative mass of organic residues increases with decreasing reaction duration, as 

observed in TG-MS. Correspondingly, both activity and selectivity are lower for CuFe2O4 obtained after 

short synthesis times. In an adverse effect, the degree of inversion is decreasing with increasing 
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reaction time. On the one hand a decrease in the inversion parameter will result in an increased 

conductivity.19 

Figure 5 CO and H2 production rates at a) different potentials for CuFe2O4 synthesised at 175 °C for 15 min, b) for CuFe2O4 

synthesised at 175 °C obtained after different reaction times, and c) for CuFe2O4 synthesised at different temperatures. 

Corresponding Faradaic efficiencies and selectivities for CO are shown in d) for different potentials with CuFe2O4 synthesised 

at 175 °C for 15 min, in e) with CuFe2O4 synthesised at 175 °C obtained after different reaction times and in f) with CuFe2O4 

synthesised for 15 min at different temperatures. The results for the long-time testing are shown in g,h). Comparative 

measurements in an Ar atmosphere solely yielded CO2 and H2 i). The performance evaluation at -0.9 V versus RHE was 

interrupted after 20 min, due to high currents. 

 

Additionally, the local environment of copper – again determined by the degree of inversion – can have 

an influence on the catalytic performance. At the highly negative potentials employed for the CO2RR, 

CuFe2O4 is likely at least partially reduced similar to what has been reported for binary copper oxide 

materials. In the case of copper oxide, the morphology and composition of the initial CuOx have been 

shown to have a significant influence on the activity and selectivity.8,9,67-69 While some suggest that 

sub-surface oxygen or residual Cux+ species play a crucial role in the CO2 reduction, others argue that 

copper is completely reduced under the employed conditions.8,69 Therefore, the initial cation 

distribution and primary coordination of copper by four or six oxygen atoms, respectively, can also be 

expected to affect the performance of the catalyst, since it may influence the stability against reduction 

and the local environment (e.g. coordination number) of active copper species. For example Acharya 

et al. observed a dependence of the performance of a FeNiO(H)x catalyst in electrochemical oxygen 

evolution on the coordination environment of Fe3+,70 elucidating that the cation coordination 

environment and change thereof can have a significant influence on the activity in electrocatalysis. 

a) b) c) 

d) e) f) 

g) h) i) 
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Indeed, Cu2+ in the spinel can partially be reduced to Cu0 as shown by CV measurements in Ar saturated 

Na2SO4 solution.71,72 The reduction was, however, clearly not completed after one scan, since an 

evolution with time was observed, indicating, that the process is taking several minutes. If the CV scans 

were performed on electrophoretic deposited CuFe2O4 on FTO, a colour change to black was observed, 

that was changing back to normal after storage under air, or application of a positive potential (Figure 

S17, Supporting Information). XRD after the experiment shows the spinel structure, proving that the 

reduction is reversible, or restricted to the surface (Figure S17, Supporting Information). The same 

redox peaks are apparent in the CV scans performed before the CO2RR experiments in CO2 saturated 

KHCO3, although the reduction peaks overlap with the highly negative current response for CO2 

reduction (Figure S18, Supporting Information). The CV after the CO2RR still shows the same redox 

features, supporting the reversibility of the redox processes.  

A correlation of the crystallite size and micro-strain of CuFe2O4 electrocatalysts prepared with different 

synthesis times with their activity and selectivity in the CO2RR was also noted and might partially 

contribute to the observed trend, as both could affect conductivity. Si and K doping, as well as Cu 

extraction at prolonged reaction times furthermore represents an increasing concentration of defects, 

that might alter the electronic and surface properties of CuFe2O4, resulting in a decreased activity.  

Additionally, the CO2RR experiment was performed on CuFe2O4 obtained at different temperatures. A 

highly similar activity was observed for samples obtained at temperatures between 130 and 180 °C, 

even though the amount of organic residues and of Cu+ species varied between samples. Both 

differences are small, however, for CuFe2O4 synthesised in this temperature range. The determined 

degree of inversion was additionally similar for all samples, supporting the dominant influence of this 

parameter on the activity. Only for CuFe2O4 prepared at very low synthesis temperature, i.e. 120 °C, 

the high amounts of organic residues, significant presence of surface Cu+ species, and low crystallinity 

resulted in a markedly decreased CO production rate and FE. The CO production rate – and to a lesser 

extent also the FE – was additionally decreased for the sample obtained at 200 °C. This is likely due to 

the observed Cu2O by-phase. Deviations in the amounts of Cu+ observed in the XPS for samples 

obtained at different temperatures, apparently only had a negligible influence on the performance, 

likely because the coordination environment was similar and some reduction of copper proceeds 

anyway during the electrochemical measurement. 

Gas evolution rates are also shown non-normalised in Figure S19, Supporting Information, exhibiting 

smaller deviations between measurements and a comparable activity between both studies. This is at 

least partially due to some of the catalyst ink diffusing underneath the Kapton tape, thus contributing 

to the apparent mass loading while not being in contact with the electrolyte.   

Due to the presence of organic residues as observed in the DRIFT and TG-MS measurements and their 

apparent decomposition in the initial phase of the potential application, we performed a comparative 

experiment in argon atmosphere, to verify that the observed CO does not stem from organic 

adsorbates at the catalyst surface. Depending on the applied potential, CO2 and H2 were detected with 

the CO2 to H2 ratio highest at low overpotentials (Figure 5). The measured currents were significantly 

lower than in a CO2 atmosphere, supporting the CO2 conversion to CO. Blank carbon paper electrodes 

only yielded low amounts of hydrogen and no CO (Figure S20, Supporting Information). The duration 

of the CO2RR could be extended to several hours at -0.7 V vs. RHE, although the activity started to 

slightly decrease after two hours (Figure 5), as did the current response. Slow material changes might 

occur with time, such as a more prominent reduction of metal ions or possibly also cation 

redistribution. However, since no flow setup was used, a portion of the decrease might also simply be 
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due to electrolyte decomposition and detachment of the catalyst from the carbon paper caused by gas 

bubble formation. These effects might be mitigated by an optimisation of the electrode preparation 

that was not in the focus of this research. Still, the preliminary results exhibit the potential of CuFe2O4 

as an electrocatalyst for the CO2RR. Even after the measurement for 10 h no alcoholic products were 

found (Figure S21, Supporting Information). Thus, the CO2 to CO reduction is highly selective, and while 

large amounts of hydrogen are produced alongside CO, this product composition can be beneficial for 

the subsequent use as syngas, e.g. in the Fischer-Tropsch process. XRD patterns were measured for 

CuFe2O4 on carbon paper before and after the electrocatalysis (Figure S22, Supporting Information). 

Mostly reflections corresponding to CuFe2O4 are visible after the electrocatalysis, proving the good 

stability/ reversibility of occurring redox reactions in the material even at highly reducing potentials. 

After the CO2RR was conducted for 1 h at -0.9 V vs. RHE, additional reflections for Cu2O were observed, 

indicating partial reduction of the material under operating conditions, in agreement to the observed 

colour change during CV on FTO (Figure S17, Supporting Information) and to what is known for copper 

oxide-derived electrocatalysts.8  

 

6.1.3 Conclusion 
 

We successfully prepared CuFe2O4 nanoparticles with a cubic, partially inverted spinel structure via a 

fast, low-temperature aqueous approach. A crystalline product was obtained after only 1 min at 175 

°C in a microwave-assisted synthesis. A prolonged reaction time resulted in a decrease of the inversion 

parameter, and only a slight increase in the particle size was observed. The application in 

electrochemical CO2 to CO reduction was very selective for CO and hydrogen, and an optimum 

performance was observed for CuFe2O4 obtained after medium synthesis duration (10 min), in 

correlation to the highest crystallite size and a medium degree of inversion. Samples obtained after 

shorter synthesis times contained large amounts of organic residues adsorbed to the particle surface 

that likely impede the activity of the CuFe2O4 catalyst, while those obtained after 30 min exhibited a 

decreased copper content, likely due to defect induction during cation migration, that likewise 

diminish the catalytic performance. Moreover, the synthesis temperature could be tuned between 120 

and 200 °C. Both the material properties (degree of inversion, crystallite and particle size) and the 

electrochemical performance were largely independent of the temperature, although high amounts 

of surface Cu+ and organic residues impeded the performance of the sample synthesised at only 120 

°C, and very low amounts of a Cu2O by-phase were observed for the one obtained at 200 °C. The mild 

reaction conditions and very good availability of the material constituents make CuFe2O4 a promising 

electrocatalyst for the sustainable production of syngas. 

 

6.1.4 Experimental Section 
 

Microwave assisted synthesis of CuFe2O4: Chemicals were purchased from commercial providers and 

used without further purification. In a typical approach 1 mmol of Fe(NO3)3 · 9 H2O (404 mg, Acros 

Organics +99%) and 0.5 mmol of Cu(NO3)2 · 3 H2O (120.8 mg, Acros Organics +99 %) were dissolved in 

a mixture of ethylene glycol (Acros Organics, 99.5 %) and water. The pH was adjusted to 12 with 3M 

KOH solution under rigorous stirring in a borosilicate microwave vial. The vial was sealed and placed in 

the microwave reactor (Monowave 400, Anton Paar), where it was heated to the desired temperature 
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as fast as possible under stirring at 800 rpm. After the specified time, the solution was cooled with 

compressed air to 55 °C. The CuFe2O4 particles were collected via centrifugation, washed thrice with 

water and once with ethanol and dried over night at 80 °C. 

 

Characterisation: As-synthesised CuFe2O4 samples were characterised with powder X-ray diffraction 

(XRD), using either a Malvern PANalytical Empyrean device with Cu Kα irradiation (λ1 = 1.5406 Å; λ2 = 

1.54443 Å) with an acceleration voltage of 40 kV and an emission current of 40 mA, or a STOE STADI P 

Mythen2 4K diffractometer with Ag Kα1 irradiation (λ = 0.5594 Å), a Ge(111) monochromator and 

equipped with four Dectris MYTHEN2 R 1K strip detectors.73 For Cu-XRD measurements, a spinning 

sample holder and Bragg-Brentano geometry were used, while the Ag-XRD measurements were 

performed in transmission geometry with Hilgenberg capillaries (0.5mm). For improved data quality, 

measurements with Ag irradiation were performed repeatedly and automatically accumulated. X’Pert 

Highscore plus was used for phase analysis. Rietveld refinement was performed using FullProf.74 The 

instrumental resolution was determined with LaB6 (NIST SRM 660c). A Thompson-Cox-Hastings 

pseudo-Voigt function was used for peak shape modelling and the background was approximated by 

linear interpolation between manually added points.75 Refined parameters are zero, scale, cell 

parameters, FWHM with focus on the Lorentz contribution and including asymmetry parameters and 

size anisotropy, isotropic B values and occupation (using a half inverted structure as starting point). 

The crystallographic information published by Mahmood et al. was used for the refinement of 

CuFe2O4,76 and the information provided by Kirfel et al. was employed for a Cu2O by-phase if required.77 

The fitting procedure was repeated at least twice and depicted error bars represent the standard 

deviation between fits.  

Transmission electron microscopy (TEM) was employed for the determination of sample morphology, 

size and crystallinity, using a 200 kV JEOL JEM-2200FS EFTEM, equipped with a Schottky FEG and an 

omega in-column energy filter. Particle sizes were evaluated with ImageJ 1.53e. The morphology was 

additionally examined by scanning electron microscopy (SEM), that was performed on a Zeiss Leo 1530 

device at an acceleration voltage of 3 kV after sputter-coating with platinum (Cressington Sputter 

Coater 208 HR). The same instrument was used for energy dispersive X-ray diffraction spectroscopy 

(EDX) using an acceleration voltage of 20 kV and an ultra-dry EDX detector by Thermo Fisher Scientific 

NS7. 

X-ray photoelectron spectroscopy (XPS) was performed on a Physical Electronics PHI VersaProbe III 

Scanning XPS Microprobe instrument, using monochromatic Al Kα irradiation with a beam diameter of 

100 µm. The beam voltage was set to 15 kV, the X-ray power to 25 W. Survey scans were recorded 

with a step size of 0.4 eV and step time of 50 ms at a pass energy of 224 eV. For high-resolution spectra, 

step size and time were set to 0.1 eV and 50 ms, respectively, using a pass energy of 26 eV. To avoid 

charging effects, samples were continuously flooded with electrons and Ar+ ions at low energy. Data 

was evaluated with CASA XPS 2.3.17, using Shirley backgrounds and Gaussian-Lorentzian line shapes 

(GL30, except for Cu2O (GL80), based on the work of Biesinger).61 For charge correction, the maximum 

of the Cu-L3M4,5M4,5 Auger peak was fitted with the minimum required number of peaks and set to a 

kinetic energy of 917.7 eV.61 For samples containing large amounts of surface Cu+, the peak maximum 

was instead set to a kinetic energy of 916.8 eV. Fe 2p spectra were fitted with a doublet separation of 

13.8 eV,78 and restricted area ratios of 2:1 for 2p3/2 to 2p1/2 in order to compensate for the overlap 

between Fe 2p3/2 and a minor Cu Auger L2M2,3M2,3 signal. Furthermore, FWHM were set to identical for 
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all Fe peak components within the 2p3/2 to 2p1/2 signals, respectively, but not identical for 2p3/2 and 

2p1/2.79  

For diffuse reflectance infrared Fourier transformed (DRIFT) spectroscopy, a Bruker Alpha II 

spectrometer and the software OPUS were used. For Raman measurements, a WITec alpha RA+ 

imaging system was employed, equipped with a UHTS 300 spectrometer and a Andor Newton 970 

EMCCD camera. Diffuse-reflectance UV/vis measurements were performed on a Perkin Elmer Lambda 

750 spectrometer, using a Praying Mantis (Harrick) and spectralon as white standard.  

Dynamic light scattering measurements were performed on a Litesizer 500 instrument from Anton 

Paar, at a wavelength of 568 nm and 25 °C. Angle and focus were set to automatic. 5 mg of CuFe2O4 

were dispersed in 20 mL of ultra-pure water for 2 h using ultrasonication. For the calculation of the 

number weighed intensity distribution, an absorption coefficient of 0.1 m-1 and a refractive index of 

2.5 were used, respectively. For particle size determination a disc centrifuge DC24000 (CPS 

Instruments Inc.) was additionally used. Dispersions of 10 mg of sample in 1 mL of ultra-pure H2O were 

prepared via ultrasonification and 0.1 mL were injected at 24k rpm. A density gradient was prepared 

using sucrose solutions. The same optical parameters as for DLS measurements were employed and a 

PVC solution was used as a standard. For both DLS and ultracentrifugal experiments, measurements 

were repeated at least thrice. 

For the characterisation of specific surface area and gas adsorption properties, N2 physisorption was 

performed on an Autosorb iQ-MP-MP-AG instrument (Anton Paar QuantaTec) at 77 K. Samples were 

degassed for 12 h at 120 °C prior to the measurements. For surface area calculation, the Brunauer-

Emmet-Teller (BET) model was used and the data was evaluated with ASiQwin. For pore size 

distributions, the DFT model was used, treating the absorbent as silica.  

Thermogravimetric Analysis (TGA) with gas evolution detected via mass spectrometry (MS) was 

conducted with a Netzsch Jupiter STA 449C thermobalance and a Netzsch Aeolos QMS 402C 

quadrupole MS. The sample was heated to 850 °C in air, using a heating ramp of 5 K/min. 

 

Electrochemical Experiments: The electrochemical CO2 reduction (CO2RR) was performed in a two 

compartment cell, using CO2 saturated 0.1 M aqueous KHCO3 solution as the electrolyte and a three 

electrode setup. Anolyte and catholyte compartment were separated by a Selemion AMV-N anion-

exchange membrane (AGC group) and both were continuously purged with CO2 gas from the bottom, 

with the flow rate for the working electrode compartment set to 20 mL/min (mass flow controller from 

Bronkhorst). A platinum counter electrode and a Ag/AgCl reference electrode were employed for the 

measurement. For the preparation of the working electrode, 10 mg of CuFe2O4 were dispersed in 300 

µL of i-propanol (p.a) and 20 µL of a 5 wt.% Nafion solution (Alfa Aesar), using ultrasonication for 

minimum 1 h. Subsequently, 50 µL of the obtained catalyst ink were drop-cast onto carbon paper 

(Freudenberg H2315-C2) electrodes that were cut into 1 cm wide stripes. The exposed area was 

restricted to 1 cm2 using Kapton tape. The electrodes were left to dry for at least one day in air. The 

electrolyte was purged with CO2 (99.995 volume%, Air Liquide) for at least 10 min, prior to potential 

application. The internal resistance was checked and automatically corrected for prior to the actual 

experiment. A Gamry Reference 3000 potentiostat together with the software Gamry Framework were 

employed for all electrochemical measurements. The evolved gases were analysed via gas 

chromatography (Shimadzu GC-2014, equipped with a HayeSep Q and a HayeSep R column in series, a 

thermal conductivity detector and a methaniser in series with a flame ionisation detector (FID)) after 
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20 and 60 min. The potential was corrected to RHE with VRHE = VAg/AgCl + 0.209 + 0.059*pH. For the 

reference measurement in Ar, the CO2 gas was replaced by Ar at a flow rate of 20 mL/min. The pH 

change from 6.8 to 9.7 was taken into account for the conversion of the applied potential to RHE. 

Electrolyte from the working electrode compartment was sampled after the end of the experiment 

and analysed with a liquid chromatograph (Shimadzu, GC-2030), equipped with a SH-Stabilwax column 

and FID, for the presence of alcohols and aldehydes. Faradaic efficiencies were calculated from the 

partial current for CO, or H2, respectively, whereas selectivity calculations are based on the relative 

fraction of CO in gaseous products, i.e. H2 and CO together. Cyclic voltammetry (CV) measurements in 

a CO2 atmosphere were conducted with the same setup at a scan rate of 20 mV/s. For comparative 

measurements in 0.1 M Na2SO4, CuFe2O4 was deposited electrophoretically on a fluorine doped tin 

oxide (FTO) substrate. The CV scans were performed with a three electrode setup in a PECC-2 cell 

(Zahner Elektrik), using platinum as a counter, Ag/AgCl as a reference and the deposited sample on 

FTO as a working electrode, respectively, with the exposed area of the latter being restricted to 1 cm2. 

A Zennium potentiostat (Zahner Elektrik) was used and the scan rate was 20 mV/s. 
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6.2 Supporting Information 
 

Fast and facile microwave synthesis of cubic CuFe2O4 nanoparticles for electrochemical CO2 
reduction 
  
J. Zandera,b, M. Weissa, R. Marschall*,a,b  

 
a Department of Chemistry, University of Bayreuth, Universitätsstraße 30, Bayreuth 95447, Germany  
b Bavarian Center for Battery Technology (BayBatt), University of Bayreuth, Universitätsstrasse 30, 

95447 Bayreuth, Germany 

Figure S1 Cu-XRD patterns for CuFe2O4 obtained in water at varied pH, after reaction for 15 min at 150 °C. The main reflection 

of CuO is marked with a star. Following ICDD reference patterns were used: CuFe2O4: 01-077-0010; Fe2O3: 01-072-0469, CuO: 

00-048-1548.  

 

 

 

 

 

 

 

 

 

 

Figure S2 Cu-XRD patterns for CuFe2O4 obtained with different ratios of water and ethylene glycol, after reaction for 30 min 

at 175 °C. Following ICDD reference patterns were used: CuFe2O4: 01-077-0010; Cu2O: 00-005-0667, CuO: 00-048-1548. 
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Figure S3 Cu-XRD patterns for CuFe2O4 obtained after different reaction temperatures at 175 °C (a) and after 15 min at 

different reaction times (b). Following ICDD reference patterns were used: CuFe2O4 (c): 01-077-0010; CuFe2O4 (t): 00-034-

0425, Cu2O: 00-005-0667.  

 

 

Figure S4 Ag-XRD patterns for CuFe2O4 obtained at 175 °C.  

 

 

 

  

a) b) 
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Figure S5 SEM image of agglomerated CuFe2O4 nanoparticles synthesised for 15 min at 175 °C and EDX results of two different 

sampling areas. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S6 TEM images of CuFe2O4 obtained after reaction for 5 and 10 min, respectively, at 175 °C (a and d) and corresponding 

particle size distributions (b and e). High-resolution TEM image and lattice spacing is depicted in (c). 

 

  

 Fe At% Cu At% O % Cu:Fe 

Spot 1 18.5 9.2 59.3 0.498 

Spot 2 27.2 13.8 49.1 0.507 

Table S1 EDX results for CuFe2O4. 

c) 5 min 

10 min 
d = 2.53 Å 

(311) 

 

10 min a) 
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Figure S7 BET surface area in relation to the synthesis time (a), the synthesis temperature (b) and the synthesis time at 150 
°C (c). Error bars represent the deviation between measurements of identically synthesised samples. N2-isotherms for 
CuFe2O4 obtained after different reaction times in the microwave are depicted in (d), together with the corresponding pore 
size distribution (e), underlining the formation of nanoparticle agglomerates. Isotherms are stacked by 100 cm3g-1 for clarity. 
N2-isotherms and corresponding pore size distribution for samples obtained at different temperatures  are shown in (f) and 
(g), respectively.  

 

Synthesis Time 
at 175 °C  

BET surface 
area / m2g-1 

1 min 119 ± 13 
5 min 119 ± 10 

10 min 117 ± 5 
15 min 123 ± 9 
20 min 118 ± 2 
30 min 127 ± 9 

 

 

Synthesis 
Temperature 

(15 min) 

BET surface 
area / m2g-1 

120 °C 257 ± 48 
140 °C 182 ± 15 
160 °C 124 ± 4 
180 °C 113 ± 9 
200 °C 109 ± 5 

 

 

Synthesis Time 
at 150 °C  

BET surface 
area / m2g-1 

1 min 164 ± 0.6 
5 min 153 ± 15 

15 min 150 ± 6 
30 min 146 ± 4 

 

a) b) c) 
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a)                                                                                                               b)   

 

 

 

 

 

 

 

 

c)                                                                                           d)  

 

 

 

 

 

 

 

 

Figure S8 Corresponding MS response for CO2 observed during the annealing of CuFe2O4 obtained after microwave synthesis 

for different durations at 175 °C (a) or for 15 min at different temperatures (b) in air. DSC curves (c) and (d) show the 

exothermic decomposition and additional features at 300-400 °C and at 620-700 °C that might indicate phase transitions. 
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a)                                                                                            b) 

 

 

 

 

 

 

 

 

Figure S9 DRIFT spectra for CuFe2O4 obtained after reaction at different temperatures (a) and synthesised for different times 

at 150 °C (b). 
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Figure S10 Kubelka-Munk plots of CuFe2O4 obtained after different reaction times at 175 °C with and without a fit over the 
charge transfer band (a) and (b), of CuFe2O4 synthesised at different temperatures (c) and (d) and corresponding direct and 
indirect Tauc plots (e)-(h). The inset in (a) elucidates d-d transitions in Cu2+ contributing to the absorption characteristics. The 
step at approx. 3.9 eV results from a measurement artefact. 

 

 

a) b) 

c) d) 

e) f) 

g) h) 
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a)                                                                                b)  

 

 

 

 

 

 

 

Figure S11 Crystallite sizes for CuFe2O4 obtained after different reaction times, determined with the integral breadth method 

for different lattice planes (a) and developments of crystallite size, lattice parameter, upper limit micro-strain and degree of 

inversion with the reaction time derived from Rietveld refinement (b).   
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a)                                                                                            b)      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S12 Exemplary Rietveld refinements of CuFe2O4 obtained after different reaction durations at 175 °C (a) and of CuFe2O4 

synthesised at different temperatures (b). 
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Figure S13 XP spectra for CuFe2O4 obtained under different reaction conditions: survey scans for CuFe2O4 synthesised at 
175 °C for different reaction times (a), or at different temperature (c), corresponding Fe 2p spectra (b) and (d), C 1s spectra 
(e) and (g), O 1s spectra (f) and (h), as well as normalised Auger signals (i) and (j). For samples obtained at either very short 
(1 min), or long reaction times (30 min) a second organic oxygen species had to be included in the fit of the O 1s spectra. 
Since the intensity of the carbon C 1s peaks was very low for the sample obtained after 15 min, the fit was performed with 
only one species for CC/CH and COH. Exemplary fits of the Auger signals are shown in (i) an (j). The spectra were fitted with 
the minimum required number of peaks instead of the typical signals for Cu2O and CuO, since the intensities and shifts 
observed in the spectra deviate significantly from literature values for Cu2O and CuO. The high number of peaks of unknown 
peak maxima results in too many degrees of freedom that prevent an accurate fitting procedure. Instead, only the overall 
peak maximum was estimated for charge correction. Normalised Fe 2p and Cu L3M4,5M4,5 peaks are shown in (k) and (l).   

 

 

Fe 2p 

b) c) d) 

e) f) g) h) C 1s C 1s O 1s O 1s 

Survey Survey Fe 2p Fe 2p Survey 

l) 

Cu L3M4,5M4,5 

i) j) 
k) 

Cu L3M4,5M4,5 

Fe 2p Fe 2p 

a) 
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Table S2 Element ratios derived from survey scans. 

Synthesis 
Conditions 

At.% Fe At.% Cu At.% O At.% C At.% K At.% Si Fe/Cu 

1 min, 175 °C 9.7 4.9 35.2 47.3 - - 2.9 1.98 

5 min, 175 °C 12.8 6.5 43.8 35.6 - - 1.3 1.97 

10 min, 175 °C 16.5 8.3 51.3 20.6 - - 3.3 1.99 

15 min, 175 °C 20.0 10.3 56.1 8.0 1.5 4.1 1.94 

20 min, 175 °C 14.6 7.7 52.2 20.3 0.9 4.2 1.90 

30 min, 175 °C 12.0 6.7 45.2 30.7 0.5 4.9 1.79 

120 °C, 15 min 11.9 6.1 38.5 42.8 - - 0.7 1.95 

140 °C, 15 min 17.1 8.9 48.6 23.7 0.2 1.6 1.92 

160 °C, 15 min 15.5 7.8 42.5 32.6 0.5 1.1 1.99 

180 °C, 15 min 19.3 9.5 55.1 10.2 1.1 4.9 2.03 

200 °C, 15 min 11.9 5.1 46.3 30.3 1.2 5.2 2.33 

 

 

 

a)               b)          

 

 

 

 

 

 

 

 

Figure S14 Particle size distributions obtained via ultracentrifugation measurements (a) and hydrodynamic radius and size 
distribution obtained with DLS (b). For the sample obtained after 10 min, four DLS measurements were performed, of which 
two and two agglomerated similarly. At relatively short reaction times of about 5 min, the agglomeration was most severe. 
The strong decline towards small diameter visible in ultracentrifugation measurements result from the measurement itself 
and do not indicate the absence of smaller particles. 
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Figure S15 Scheme of electrode preparation and measurement setup in a two compartment H-type cell. 

 

 

 

  a)                                                                                                               b)  
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Figure S16 Current response for CuFe2O4 synthesised for 15 min at 175 °C at different potentials over time (a), at -0.7 V vs. 

RHE for samples obtained after different reaction times (b) and for samples obtained at different temperatures (c).  
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a)                                                                                                     b)   

 

 

 

 

 

 

 

 

 

 

Figure S17 Reversible reduction of CuFe2O4 at the reducing potentials employed for the electrochemical CO2-reduction (a). 

The black circle shows the reduced species - with the black colouration possibly corresponding to Fe3O4 – that are 

transforming back to their original brownish colouring. A weak additional reflection in the XRD patterns (b) at approx. 32° 2θ 

is observed, that might correspond to a Fe2O3 by-phase, but is too weak to allow for unambiguous identification. Following 

ICDD reference cards were used: SnO2: 00-041-1445; CuFe2O4: 01-077-0010; Fe2O3: 00-025-1402. 

 

 

 

a)                                                                                            b) 

 

 

 

 

 

 

 

 

Figure S18 CV scans for electrodes on carbon paper, measured in KHCO3 in an H-cell setup before and after the CO2-reduction 

(a) and (b).   
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  a)                                                                                          b) 
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Figure S19 Non-normalised gas rates observed at different potentials (a), for samples obtained after different reaction times 

(b), or at different temperatures (c).   
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  a)                       b)   

 

 

 

 

 

 

 

 

  c)                                                                                            d) 

 

 

 

 

 

 

 

 

Figure S20 Chronoamperometry at -0.7 V vs. RHE for 10 h (a), at different potentials in an Ar atmosphere (b) and of an 

uncoated carbon paper electrode (c). The same carbon paper electrode was tested for additional 30 min (shown in red), 

directly after the 1 h testing. Corresponding gas evolution rates for the carbon paper electrode are shown in (d).  

 

 

 

 

 

 

 

 

 

 

 

Figure S21 Chromatographic traces for liquid gas chromatography (LGC) measurements of the electrolyte after potential 

application for 10 h. The Traces for calibration standards are depicted in blue as reference.  
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Figure S22 Normalised XRD patterns of electrodes before and after the CO2-reduction. Depending on the analysed spot, more 

or less CuFe2O4 in relation to the carbon paper is visible. The CO2-reduction was performed for 1 h at -0.8 V (dark blue) and 

at -0.9 V (pale blue) respectively. 
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7.1 Main Manuscript 
 

The earth abundant sulphide Ni2FeS4 was used as a highly efficient co-catalyst for the hydrogen 

evolution reaction (HER) over TiO2, boosting the activity of pure TiO2 (P25) by a factor of more than 8 

under AM 1.5G simulated sunlight, thus presenting a promising alternative to platinum or rhodium co-

catalysts. Low metal-sulphide loadings of only 0.5 wt.% (0.29 wt.% of metals) could be realised, thereby 

rivalling common loadings of noble metal co-catalysts at significantly lower material costs. The 

performance was stable under 1 sun irradiation and no decrease in the activity was observed over 20 

h hours of irradiation. The synthesis of Ni2FeS4 is based on low-cost precursors and can be completed 

after only 1 min at 200 °C in the microwave, without need for toxic H2S, presenting an energy efficient 

and cost-effective possibility to obtain large amounts of such co-catalysts in a short time. This 

combination of a fast and cheap synthesis together with a high efficiency and stability make Ni2FeS4 an 

outstanding candidate for the use as co-catalyst for the HER with sunlight. 

 

7.1.1 Introduction 

 
The development of a sustainable energy economy has increasingly come into the focus of current 

research. Apart from the generation of electric power from renewable sources, the synthesis of 

carbon-free fuels, such as H2 is required. Currently, H2 is to a large extent obtained via steam-

reforming, however and thus still contributing to the carbon footprint.1 Alternative approaches, such 

as water electrolysis (using electricity from sustainable energy sources) or photocatalysis, suffer from 

high costs and low efficiencies.2-5  

To improve the efficiency of photocatalysts, co-catalysts are added, that improve charge separation, 

reduce recombination rates, lower the overpotential and provide active sites.6 For the hydrogen 

evolution half-reaction (HER), the most efficient co-catalysts are platinum, gold, or rhodium-based, 

hence an increased activity usually goes in hand with a higher system cost. Earth abundant co-catalysts 

are therefore desirable. Molecular co-catalysts have been designed and a good performance has been 

mailto:roland.marschall@uni-bayreuth.de
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observed for transition metal complexes.7,8 However, many suffer from low long-term stabilities, 

hence, efforts have been made to design new heterogeneous transition metal co-catalysts. 

While transition metal oxides, hydroxides and oxyhydroxides of Co, Fe and Ni have shown promise as 

electrocatalysts for the oxygen evolution reaction (OER), mainly alloys with molybdenum, metal 

phosphides and sulphides have been used to replace noble metals for the hydrogen evolution.9-13 

Compared to oxides they exhibit a far higher conductivity. The active centres of major hydrogenase 

enzymes, contain either solely Fe or Fe and Ni atoms together. Therefore, biomimetic approaches 

exploit compositional similarities.14,15  

Especially sulphides of the earth abundant metals nickel and iron have emerged as highly efficient 

electrocatalyts for the HER.16,17 Thus, Faber et al. investigated FeS2, CoS2 and NiS2 for their activity in 

electrochemical HER, with CoS2 performing best.18 Even better activities were observed for ternary Fe-

Co sulphides and ternary Fe-Ni sulphides and selenides.19-21 The activity of Ni and iron hydroxides, as 

well as sulphides in electrochemical water splitting could further be improved by a combination with 

MXene nanosheets, elucidating the advantages of composite formations.22,23 

Good catalysts in the electrochemical HER are oftentimes also good co-catalysts in photocatalysis, 

since they fulfil a similar role. Thus, MoS2 and CoP are among both the most important earth-abundant 

electrocatalysts and co-catalysts.24-32 Additionally, nickel-based materials have shown promise as co-

catalysts.33 Nickel nanoparticles themselves can already serve as co-catalysts, which has e.g. been 

shown on CdS.34-36 Ran et al. tested different Ni co-catalysts on ZnxCd1-xS, observing an enhancement 

effect for metallic Ni, as well as for NiS and Ni(OH)2.37 Similarly, Pareek et al. employed Ni and Co oxide 

and hydroxide co-catalysts on CdS.38 Other examples include Ni nitrides, phosphides, or Ni-Fe layered 

double hydroxides (LDH).39-42 NiSx can also be used as a co-catalyst, which has been shown again mainly 

on g-C3N4 and CdS.43-46 Interestingly, NiS can also be photochemically deposited on g-C3N4, as 

demonstrated by Zhao et al.47 

Apart from CdS and g-C3N4 as photocatalyst materials, metallic Ni, as well as binary Ni and Fe sulphides 

could also improve the HER activity of TiO2. For example, Tran et al. employed Co and Ni nanoclusters 

on TiO2 to improve the HER activity under UV irradiation.48 Xiao et al. prepared atomically dispersed 

Ni on TiO2 via a molten salt synthesis route.49 Moreover, Ni-Fe alloys were used as a co-catalyst on 

P25.50 When binary Ni or Fe sulphides were employed as co-catalysts, usually rather high sulphide 

loadings were required. Thus, Wang et al. synthesised composites of NiS and CuS on TiO2, with 5 wt.% 

of each resulting in the highest activity enhancement.51 This is in agreement to an optimum loading of 

7 at.% of NiS on TiO2 found by Zhang et al.52 FeS2 was also used as a co-catalyst on TiO2, exploiting the 

good light harvesting abilities of the sulphide.53 The co-catalyst performance of NiSx could be further 

increased by the incorporation of Cu, which resulted in a decreased adsorption energy for S-Hads bonds, 

indicating, that additional metal centres can be beneficial.54  

Compared to NiSx and FeSx, ternary nickel iron sulphides allow for more parameters to adjust the 

properties and in turn the catalytic activity. They possess an almost metallic conductivity and have 

already shown promise as electrocatalysts in multiple fields.55 Our  group used Ni2FeS4 nanosheets for 

the electrochemical production of syn-gas.56 Additionally, the nickel- and iron-based thiospinel shows 

a low overpotential for the OER in alkaline electrolytes.55,57,58 The group of Apfel has successfully 

employed pentlandites, Fe4.5Ni4.5S8, for efficient electrocatalytic hydrogen evolution, with the partial 

replacement of sulphur by selenium further increasing the activity.59-61  
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Since co-catalysts are essentially electrocatalysts that additionally undergo efficient charge carrier 

exchange with the photocatalyst, we herein employed Ni2FeS4 as a co-catalyst for the first time to 

boost the hydrogen evolution activity of TiO2 under sunlight irradiation. Upon decoration with only 0.5 

wt.% (0.29 wt.% of metals) of Ni2FeS4, the activity of pure P25 could be increased by a factor of more 

than 8 under AM 1.5G simulated sunlight, thus showing promise as an alternative to platinum or 

rhodium co-catalysts. This loading rivals common loadings of noble metal co-catalysts at significantly 

lower material costs. The performance was stable under 1 sun irradiation and no decrease in the 

activity was observed over 20 h hours of irradiation. The combination of a fast and low-cost synthesis 

together with a high efficiency and stability makes Ni2FeS4 an outstanding candidate for the use as co-

catalyst for the HER with sunlight. 

 

7.1.2 Experimental 
 

Synthesis of Ni2FeS4 

In a typical synthesis procedure 128.5 mg (2 eq., 0.5 mmol) of Ni(acac)2 (SigmaAldrich) and 88.3 mg (1 

eq. 0.25 mmol) of Fe(acac)3 (Acros Organics) were dissolved in 5 mL of 1-phenylethanol (SigmaAldrich). 

5 mL of benzyl mercaptan (SigmaAldrich) were added directly before the synthesis under stirring in a 

30 mL borosilicate microwave vial. The solution was slowly heated under stirring in a microwave 

reactor (Anton Paar Monowave 400) up to 200 °C. The temperature was held for 1 to 30 min and 

subsequently the solution was cooled by compressed air. The product was precipitated with n-

pentane, washed thrice with aceton/water mixtures and once with diethyl ether and then dried at 80 

°C overnight in air. For storage, Ni2FeS4 was transferred to a glovebox. 

 

Decoration of P25 with Ni2FeS4 

The respective wt.%-ratios of Ni2FeS4 and P25 were ground together in a mortar for 10 min under 

addition of low volumes of i-propanol, followed by annealing either in air in a muffle furnace for 2 h at 

200 °C or in a tube furnace under argon.  

 

Photocatalysis 

50 mg of the photocatalyst were ultrasonicated in approx. 20 mL of ultrapure water for 10 min. The 

dispersion was transferred to a home-made glass reactor. Water and methanol were added to a total 

volume of 150 mL containing 10 vol.% of methanol. The dispersion was stirred and degassed with argon 

(25 mL/min) prior to the measurement. The gas composition was analysed by gas chromatography 

(Shimadzu GC-2014) continuously throughout the experiment starting 30 min before switching on the 

lamp. After 30 min of gas monitoring, the irradiation by a solar simulator (150 W, Xe) equipped with 

an AM 1.5G filter (Newport) was started. After 5 hours of continued illumination, the lamp was turned 

off and the gas monitoring continued until the hydrogen concentration reached approx. 0. For 

measurements under UV irradiation, 150 mg were dispersed in 600 mL of a 10 vol.% aqueous methanol 

solution. The dispersion was degassed with argon (100 mL/min) prior to the experiment and 

subsequently irradiated for 5 h by a 700 W Hg lamp operated at 500 W (Peschl Ultraviolet). The gas 

composition was analysed by gas chromatography before, during and after the irradiation period. 
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Material Characterisation 

Ni2FeS4 and P25 decorated with Ni2FeS4 were characterised with powder X-ray diffraction using either 

Cu Kα irradiation, or Ag Kα irradiation. For measurements with a Cu anode, a Malvern PANalytical 

Empyrean device was used, with an acceleration voltage of 40 kV, an emission current of 40 mA and 

Bragg-Brentano geometry. Measurements with an Ag anode were performed on a STOE STADI P 

Mythen2 4 K diffractometer, equipped with a Ge(111) monochromator and four Dectris MYTHEN2 R 1 

K strip detectors.52 Hilgenberg capillaries (0.5 mm) were used and measurements were repeated and 

accumulated. X’Pert Highscore plus was used for the identification of crystal phases. Crystallite sizes 

were determined using the integral breadth method, which is the reciprocal crystallite size and 

calculated as the area of a reflection divided by its height, if the diffraction intensity is plotted versus 

the scattering vector.63 Raman measurements were performed on a Horiba Yvon Raman microscope, 

using a He-Ne-laser with a wavelength of 633 nm and a power of 11.5 W. The laser intensity was 

reduced down to 10 %, or 25 %. To observe oxidative changes, the power was increased to 50 or 100 

% for short periods. Spectra were despiked manually. For diffuse reflectance infrared Fourier 

transformed (DRIFT) spectroscopy, a Bruker Alpha II spectrometer was used. UV/vis/NIR 

measurements were conducted on a Perkin Elmer Lambda 750 spectrometer, using a Praying Mantis 

(Harrick) and spectralon as white standard. The Kubelka–Munk function was used for the calculation 

of pseudo-absorption, F(R), according to:64 

𝐹(𝑅) =
(1 − 𝑅)2

2𝑅
 

The band gap was calculate from a fit of the corresponding Tauc plots.65 (𝐹(𝑅) ⋅ ℎ𝜈)1/𝑛  

with n = 0.5 for direct band gaps and n = 2 for indirect ones. Physisorption measurements were 

performed on a Quadrasorb Evo device from Anton Paar QuantaTec at 77 K. Surface areas were 

determined using the Brunauer–Emmet–Teller (BET) model, using the software ASiQwin for data 

evaluation. Samples were degassed for 12 h at 120 °C prior to measurements. X-ray photoelectron 

spectroscopy (XPS) was performed on a Physical Electronics PHI VersaProbe III Scanning XPS 

Microprobe instrument. Al Kα irradiation, a beam voltage of 15 kV, a power of 50 W and a beam 

diameter of 200 µm were used. Step size was 0.8 eV with a time per step of 50 ms and a pass energy 

of 224 eV for survey spectra and 0.1 eV, 50/ 20 ms and 26 eV for high resolution spectra. Samples were 

continuously flooded with electrons and Ar+ at low energy. Data evaluation was done with CASA XPS,66 

using a Shirley Background and Gaussian-Lorentzian profile functions (GL30). For charge correction C 

1s was set to 248.8 eV. Morphology imaging by scanning electron microscopy (SEM) was performed 

on a Zeiss Leo 1530 device at an acceleration voltage of 3 kV, using Pt sputtering (Cressington Sputter 

Coater 208 HR). The same instrument was employed for energy-dispersive X-ray spectroscopy (EDX) 

at an acceleration voltage of 20 kV and using an ultra-dry EDX detector by Thermo Fisher Scientific 

NS7. For thermogravimetric analysis (TGA) coupled with mass spectrometry (MS) a Netzsch Jupiter STA 

449C thermobalance and a Netzsch Aeolos QMS 402C quadrupole MS were used. A heating ramp of 2 

K/min in synthetic air was employed. Selected solutions were examined after the photocatalytic 

experiments with ion chromatography. The solution was filtered through a 0.2 µm syringe filter and 

subsequently analysed by a Dionex Aquion system from Thermo Fisher, equipped with a Dionex IonPac 

AS9-HC column and IonPac AG9-HC guard column and a UV detector (λdet = 207 nm). 1 mM NaHCO3/ 

80 mM Na2CO3 was used as eluent. For the electrochemical impedance spectroscopy (EIS), 10 mg of 
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Ni2FeS4 were dispersed in 300 µL of i-propanol (p.a.) and 20 µL of a 5 wt.% Nafion solution (Alfa Aesar) 

and dropcast onto carbon paper (Freudenberg H2315-C2) with the coated area restricted to 1 cm2 with 

Kapton tape. A three electrode H-cell setup was used, with 1 M KOH as the electrolyte, a platinum 

counter electrode and a RHE reference electrode (Gaskatel). A Parstat 3000A-DX potentiostat 

(Princeton Applied Research) and VersaStudios were employed. 

 

 

7.1.3 Results and Discussion 
 

We have previously shown that a fast one-pot microwave assisted synthesis of Ni2FeS4 is possible, using 

the metal acetlyacetonates and benzyl mercaptan as a sulphur source.56 The benzyl mercaptan is 

therein partially replacing the solvent 1-phenylethanol, that is known to directly take part in the 

reaction and condensation of organic metal precursors to oxides.67,68 Redox reactions have to occur 

during the reaction, as a change in the oxidation state of both nickel and iron from an initial Ni2+ and 

Fe3+ in the acetylacetonates to Ni3+ and Fe2+ in the sulphide is required.69 A possible reaction sequence 

based on the mechanism for oxide formation is depicted in Figure 1.70  

Figure 1 General reaction equation for the formation of Ni2FeS4 (a), photographs of observed light flashes and nanosheet 

formation (b), reaction sequence based on a nucleophilic attack of benzyl mercaptan similar to what was reported for alcohols 

(c) and crystal structure (d). 

 

The benzyl mercaptan to 1-phenylethanol ratio was 1:1. A preferential/ faster reaction with the 

sulphur precursor is assumed, hence a dilution with the alcohol is possible. The very fast reaction can 

be observed directly with an integrated camera (Figure 1). Light flashes are visible during the first 

minutes of the synthesis, possibly either as a result of occurring redox processes, or as a consequence 

of strong microwave absorption by Ni-SH species, since the nanosheets can be observed to directly 

grow out of these spots along the wall of the microwave vessel, underlining that condensation and 

hotspots are directly connected.  

 
 

b) 
Fe(acac)3 + 2 Ni(acac)2              Ni2FeS4 

200 °C, 1 min 

1-phenylethanol, 
benzyl 

mercaptan 

a) 

c) 

d) 
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Figure 2 XRD patterns for Ni2FeS4 obtained after different synthesis times (a), corresponding crystallite sizes as determined 

by the integral breadth method (b), SEM images of Ni2FeS4 nanosheets obtained after 1 and 10 min (c) and BET surface areas 

(d). For the identification of reflections, the ICDD reference card 00-047-1740. Additionally, TEM images of Ni2FeS4 

nanosheets obtained after 1 and 10 min are shown in (e).  

 

The appearance of light flashes is most pronounced during the first minute of the synthesis. Going in 

hand with this observation, we found that the reaction time can likewise be decreased down to one 

minute, without significant differences in the crystallinity of the obtained nanosheets and a complete 

retention of phase-purity, as confirmed by SEM and TEM images (Figure 2, Figure S1 and Figure S2) 

and high-resolution Ag XRD (Figure 2). The measured separation of lattice planes in the sections are 

2.2 and 2.6 Å, which corresponds to the (400) and  (222) planes of a cubic thiospinel (compare ICDD 

reference 00-047-1740). The crystallite size is around 7 nm after a reaction time of 5 min, without 

observed growth upon prolonged heating, which is in  good agreement to the visual monitoring of 

sheet growth. The same trend is reflected in the BET area that is approx. 80 m2 g-1 independent of the 

synthesis time (Figure 2). EDX confirms an almost ideal nickel to iron ratio of 2, with possibly a slight 

decrease in the relative nickel ratio after prolonged heating (Table S1). The metal to sulphur ratio (M:S) 

is with 0.8 to 0.9 slightly higher than the expected 0.75, likely due to partial surface oxidation and 

possibly lower sensitivity for sulphur in the EDX.  

X-ray photoelectron spectroscopy (XPS) was conducted on Ni2FeS4 synthesised after short (1 

min), medium (15 min) and long (30 min) reaction times in the microwave, to gain insights into 

e) 

a) b) 

1 min 10 min c) d) 

1 min 10 min 10 min 
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the surface composition and to elucidate changes occurring during prolonged heating (Figure 

3 and Figure S3). Survey scans reveal a significantly lower M/S ratio of approx. 0.5 compared 

to EDX results, indicating an excess of sulphur on the surface (Table S1). This could be an effect 

of organic residues from the synthesis, as also evidenced by the high carbon content. Partial 

surface oxidation is also confirmed by the presence of oxygen. The Ni to Fe ratio decreases 

from 2.35 to 1.88 upon an increase of the synthesis time from 1 to 30 min. A similar effect is 

also observed with EDX. This indicates a loss of Ni upon prolonged heating, which is mirrored 

in a decreasing M/S ratio. A similar loss of the more redox active and better microwave 

absorbing cation at the surface was observed in the synthesis of CuFe2O4, alongside cation 

migration of Cu2+.71 Possibly, an extended irradiation with microwaves results in changes in the 

Ni coordination as well. Santos-Carballal et al. suggested a normal spinel structure to be the 

thermodynamically more stable one, that is not formed in synthetic approaches due to kinetic 

reasons.72 Prolonged heating might thus lead to cation migration towards a thermodynamically 

more stable structure. The O 1s spectra additionally show a significant decrease in the amount 

of metal oxygen bonds with increasing synthesis duration, and an increase in the relative ratio 

of sulphates to hydroxides. To differentiate between sulphates and hydroxides/ organics, the 

O 1s spectra was constrained to FWHM and binding energies reported by Legrand et al. for 

pentlandite.73 There is still some uncertainty in the relative ratio, as the constraints rely on 

accurate binding energy reference and the carbon species might change during continued 

heating as well – although no significant differences in the C 1s spectra were observed (Figure 

S3). The evidence for oxidic species would in turn suggest portions of Ni to exist in the oxidation 

state II+ instead of the further oxidised III+, indicating that oxidation is not yet fully completed 

after 1 min, but requires further microwave radiation.  

The sulphur S 2p spectra mainly show the signals for S2- and SO4
2-, revealing a partial surface oxidation 

– something that is commonly recognised for sulphides that were handled in air, even if only shortly 

(Figure 3).69 Moreover, disulphides and polysulphides are present in addition to at least one more 

species at slightly higher binding energies than those expected for polysulphides. These can probably 

be attributed to thiols together with sulphite species, that are especially pronounced after 1 min.74 The 

presence of SO3
2- species together with Ni2+ might be an indication that the oxidation of nickel is 

coupled to an oxidation of sulphur. Both sulphate and sulphide signal are shifted towards higher 

binding energies for Ni2FeS4 synthesised for 30 min (Figure S3), which might be attributed to a higher 

average oxidation states of the metal ions the sulphide ions are coordinating to. However, an effect of 

differences in the charge correction cannot be completely excluded. Fe 2p spectra are dominated by 

Ni L3M23M45 Auger peaks at 712 and 706 eV that prevent an accurate fit (Figure 3). Still, an increase in 

the relative intensity of an iron sulphide species at approx. 707.5 eV and a decrease in the amount of 

oxidic species with time is observed in the normalised spectra, in good agreement to the O 1s spectra. 

Since the most intensive signal is the Ni Auger, spectra normalisation proceeds on this peak. Thus, a 

relative increase in the Fe-S peak can also be related to an actual decrease in the Ni LMM peak, which 

is in agreement to the loss of Ni with extended synthesis durations. An accurate fitting of the Ni 2p 

spectra is difficult, since at least three species (a sulphidic one, an oxidic one and a sulphate) are 

expected, all of which exhibit multiplet splitting.73,75 Additionally, the nickel sulphide peak might exhibit 

an asymmetric peak shape.76 Therefore, the spectra were approximated with one main peak for NiSx, 

Ni(OH)2 and NiSO4, respectively, and a satellite for each at 5.5 eV above the main signal. A decrease in 

the relative amount of oxidic nickel species, e.g. Ni(OH)2, with prolonged synthesis time is observed, in 

good agreement to the observations stated above.  
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Figure 3 XP spectra for Ni2FeS4 obtained after different synthesis durations. Survey scan (a), Ni 2p spectra normalised to the 

Ni-S peak for qualitative comparison (b), normalised Fe 2p spectra (c), as well as fitted S 2p (d), Ni 2p (e) and O 1s spectra (d). 

 

The binding energy for the main Ni sulphide peak is with 853.7 eV more in the range for what was 

observed for Ni-S in octahedral coordination,73 although half of the nickel species are expected to be 

in tetrahedral environment assuming a completely inverted structure.69,77,78 The binding energy for 

Fe(II) sulphide is with 707.4 eV in good agreement to what has been reported for an octahedral 

coordination.73,74 Hence, an inverted spinel structure is likely present, in agreement to literature.69 

For practical application of a material for catalysis, stability is of crucial importance. Since sulphides 

are especially prone to oxidation under air, we performed TG-MS measurements to evaluate the 

stability of Ni2FeS4 at elevated temperatures in air (Figure 4 and Figure S4). For all samples, an initial 

weight loss of 5 to 8 % was observed, that corresponds to the desorption of water, but otherwise the 

sulphide is stable up to approx. 200 °C. A further temperature increase to 400 °C initially leads to an 

increase in the mass that can be attributed to surface oxidation and the formation of sulphates/ oxides 

followed by a mass loss between 350 and 430 °C.69 The mass loss correlates with a peak for SO2 at ~420 

°C, together with an exothermic peak in the DSC, which can thus be attributed to a decomposition of 

Ni2FeS4 under formation of NiSO4. XRD patterns for Ni2FeS4 calcined for 2 h at 400 °C, i.e. after the mass 

loss, mainly show the reflections for NiSO4 (Figure S5). Additionally, CO2 is observed in low amounts, 

due to the decomposition of organic residues. A second major mass loss at temperatures above 600 

°C is similar for all samples and corresponds to about 35%. It is due to the decomposition of NiSO4, 

which goes in hand with a second evolution of SO2 above 700 °C.79 Above 800 °C the mass is decreased 

to approx. 60%, in correlation to complete loss of sulphur and the formation of oxides (NiO and 

NiFe2O4) as observed in previous studies.56  
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Figure 4 Relative mass loss during TG-MS measurements in air for Ni2FeS4 obtained after different synthesis durations (a) and 

SO2 evolution detected by MS depending on the temperature (b). 

 

The most striking difference between samples synthesised at different temperatures is the ratio of SO2 

evolved at 400 °C (sulphate formation) and at 740 to 750 °C (decomposition of the metal sulphates). 

In the case of solely complete conversion of Ni2FeS4 to NiSO4 the first and the second peak for SO2 

would be equal, which is roughly the case for the sample obtained after 30 min (Figure S3). Slightly 

more SO2 is evolved in the first step, possibly due to the presence of surface SO4-groups and incomplete 

conversion to NiSO4. The formation of NiSO4 at approx. 400 °C additionally requires the reduction of 

Ni3+. For samples obtained after synthesis times between 5 and 15 min, the peak in the DSC curves and 

the relation of both SO2 peaks is essentially the same. For the Ni2FeS4 synthesised for one minute, the 

first SO2 peak is significantly less intense, than the second, and both are significantly smaller and larger, 

respectively, compared to all other samples. Notably, the initial oxidation of the sample obtained after 

1 min also proceeds over a longer time range and the subsequent mass loss above 400 °C is lower. This 

might indicate, that NiSO4 formation is favoured. Since the evolution of hot spots was not yet finished 

after 1 min, it can be assumed that the changes in the Ni and Fe valence were not yet complete/ had 

not yet reached equilibrium conditions and more Ni2+ is still present in the structure after 1 min, partly 

bonded to oxygen as observed in the XP spectra. For Ni2FeS4 synthesised for 30 min, the initial SO2 

evolution and the peak in the DSC are smaller again. The relative ratios of both peaks are listed in Table 

S2. These changes in a sample that had experienced prolonged heating times might be due to changes 

in the relative ratio of nickel, possibly together with changes in the degree of inversion, as was 

observed in other microwave assisted synthesis routes of spinel oxides.71  

Ni2FeS4 is absorbing light strongly over the entire visible light range and into the near infrared (NIR) 

region, as also apparent by its black colour (Figure S6 and S7). A band gap of around 2 eV is tentatively 

estimated based on the direct Tauc plot. By itself it is inactive in photocatalytic HER (see below), but 

the good light absorption characteristics together with high conductivity, as evidenced by a small 

charge transfer resistance in Nyquist plots (Figure S8), make it a suitable candidate for a co-catalyst in 

combination with an active photocatalyst. In this study we chose TiO2 (P25) as a model photocatalyst 

system, onto which we loaded Ni2FeS4 in different amounts between 0.1 and 10 wt.% by grinding both 

constituents, followed by subsequent calcination for 2 h at 200 °C in argon, to improve the 

interparticular contact. 

To evaluate the optimal amount of Ni2FeS4, we used a synthesis time of 30 min, i.e. the conditions 

employed in previous electrocatalytic experiments.56 XRD patterns (Cu anode) of the composites 

mainly show the reflections of TiO2 – only for higher loadings with Ni2FeS4 (5 and 10 wt.%) the main 

a) b) 
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reflection of the sulphide is visible (Figure 5). Other bulk characterisation methods, like Raman (Figure 

5) or IR spectra (Figure S7) also mainly show the characteristic bands for TiO2 – which is metal-oxygen 

bonding vibrations at 920 cm-1 and additional bands for -OH vibrations of dangling bonds and adsorbed 

water – although the good light absorption properties become visible in an increased background noise 

in both techniques.80 Very weak bands for adsorbed organics, likely residues from the synthesis of 

Ni2FeS4, are also present. Small differences are observed in the Raman spectra of P25 decorated with 

Ni2FeS4, especially for higher loadings. Bands for Ni2FeS4 at 290 and 350 cm-1 are apparent even under 

relatively high laser intensity. When pure Ni2FeS4 was measured under the same conditions, a 

transformation to a pure inverse spinel, possibly NiFe2O4, was observed, likely due to the strong light 

absorption and thus sample heating under laser irradiation (Figure S9).81,82 Very weak bands were 

observed under reduced laser power. SEM images of a composite containing 5 wt.% of Ni2FeS4 show 

homogeneous agglomeration of nanoparticles – mostly TiO2. EDX analysis over such an agglomerate 

mainly shows the expected signals for oxygen and titanium, evenly distributed over the entire 

agglomerate (Figure 5). Signals for Ni and Fe appear in the same areas as those for TiO2 indicating 

homogeneous distribution of the sulphide. The changes during the annealing of ground Ni2FeS4 and 

P25 were also followed directly with TG-MS (Figure S10). A small signal for SO2 is observed during the 

initial heating. However, since only an m/z of 64 was monitored, this signal might also arise from 

adsorbed organic that was removed during heating. No SO2 signal is observed during the 2 h at 200 °C, 

proving the stability of the Ni2FeS4 during loading onto P25. Two peaks for SO2 are observed at 290 °C 

and at 433 °C, as a consequence of sulphate formation. 

 

Figure 5 Cu-XRD patterns of P25 loaded with Ni2FeS4 with corresponding excerpt showing the main reflection of Ni2FeS4 (a), 

Raman spectra (b), UV/vis/NIR spectra (c and d) and photographs of P25 loaded with Ni2FeS4 (f), as well as EDX mapping of a 

P25 loaded with 5 wt.% of Ni2FeS4 (f). (Due to all bulk methods being dominated by characteristics of TiO2, the characterisation 

after co-catalyst loadings of 0.1, 0.25 and 0.5 wt.% is omitted here and shown in Figure S11) 

Ti K O K Fe K Ni K O K 

a) b) 

c) d) e) 

f) 
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 TiO2 loaded with Ni2FeS4 gains a greyish colouring, even at low loadings, which is also apparent in the 

UV/vis/NIR spectra (Figure 5). For all composites a band gap of 3.1 – 3.2 eV is obtained from the indirect 

Tauc plots, in agreement to the expected band gap of 3.2 eV for anatase and that measured for P25 

before and after Pt photo-deposition (Figure S11).83,84 The slightly higher value is due to the NIR 

absorption of Ni2FeS4 and especially problematic at higher co-catalyst loadings. The influence of 

absorption in the sulphide is well visible in an increased pseudo-absorption starting from 400 nm and 

reaching into the NIR region (Figure 5d). As expected, the portion of absorbed visible and NIR light 

increases with an increasing content of Ni2FeS4. 

The decorated TiO2 was then tested for photocatalytic hydrogen evolution under 1 sun simulated 

sunlight, using 10 vol.% of methanol as hole scavenger (Figure 6). While pure Ni2FeS4 is inactive under 

the employed conditions, calcined P25 (200 °C, 2 h) shows a hydrogen evolution rate of 3.4 µmol/h by 

itself. The activity of as received P25 is slightly lower, likely due to the desorption of water and organics 

during the annealing at 200 °C (Figure S15). The loading with Ni2FeS4 can boost the H2 production rate 

to 24 – 28 µmol h-1, largely independent of the loading over a wide range, demonstrating the effect of 

Ni2FeS4 as a co-catalyst as opposed to the function as a component in a heterojunction. Only at high 

loadings of 10 wt.% of the sulphide, a diminished mass of active photocatalyst material and shadowing 

effects due to strong light absorption of Ni2FeS4 lead to a decrease in the observed activity. The amount 

of Ni2FeS4 can be decreased, without a loss of activity suggesting efficient charge transfer between 

Ni2FeS4 and TiO2. Even at low amounts of Ni2FeS4 of 0.5 wt.%, which equals to 0.287 wt.% of metals, 

an activity of 25 µmol h-1 is reached. Such a high activity enhancement at low loading makes Ni2FeS4 a 

very interesting non-noble metal co-catalyst.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 H2 evolution over P25 loaded with different amounts of Ni2FeS4 under 1 sun simulated sunlight (a and b). Additionally, 

the H2 evolution for 5 wt.% Ni2FeS4@P25, with Ni2FeS4 obtained after different synthesis durations in the microwave is shown 

(c). The lamp was switched on after 30 min and turned off after 5 h of irradiation. 

b) a) 

 

c) 
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The steady state activity for P25 with Ni2FeS4 is reached faster for lower co-catalyst loadings, possibly 

due to an initial activation phase. Compared to 0.5 wt.% platinum on either as-obtained P25 or 

annealed P25, still more than 11 % of the activity with Pt is reached (Figure S15) even at a lower metal 

loading. The relative activity compared to 0.1 wt.% of Pt is with 16 % even higher. 

In a next step the influence of the synthesis conditions of Ni2FeS4 on the performance as a co-catalyst 

on TiO2 was evaluated. A loading of 5 wt.% was chosen, since the observed HER activity was highest 

(although similar to lower loadings) and the modification of TiO2 can be done more accurately for 

higher mass loadings/ relative ratios of the sulphide. A similar relative loading is apparent in almost 

identical XRD patterns, Raman, DRIFT and UV/vis/NIR characteristics (Figure S13). Essentially the same 

activity is observed for all measured samples, independent of the synthesis time of Ni2FeS4, which is in 

very good agreement to the lack of differences observed in the characterisation, further confirming 

the complete reaction after only a couple of minutes (Figure 6c). Interestingly, the differences in the 

amount of metal oxygen bonds observed by XPS and the loss of Ni upon extended time in the 

microwave did not appear to have an influence. Since the photocatalysis is performed in an aqueous 

environment, surface oxidation and formation of oxidic species, especially FeOOH and Ni(OH)2 that 

were observed for pentlandite likely occur anyway.73 

To improve the sustainability, a calcination in an argon atmosphere is impedimental. Bulk Ni2FeS4 was 

therefore calcined for 2 h at 200 °C in air and the obtained XRD pattern only showed the expected 

reflections for the sulphide, without any additional by-phases (Figure S14). This is in good agreement 

to previous observations.56 Some surface oxidation likely occurs and has been observed for iron in 

Ni2FeS4,69 but since the M-O ratio did not influence the photocatalytic performance before, it might 

not have an impedimental effect here either. To validate the thermal stability even in a dilution with 

TiO2 and the influence of air calcination on the photocatalytic activity, 1 to 10 wt.% of Ni2FeS4 

(synthesised for 30 min) were loaded onto P25, followed by calcination in air. XRD measurements show 

a slightly lower, but still comparable intensity of the main reflection for Ni2FeS4 and no oxidation 

products thereof (Figure S12). A highly similar hydrogen evolution activity of around 25 µmol h-1 was 

observed for higher sulphide loadings, when compared to the calcination in argon (Figure S15). This is 

in good agreement to the observed bulk stability. When the concentration of Ni2FeS4 was decreased 

below 5 wt.%, however, a decrease in the hydrogen evolution activity down to 14.5 µmol h-1 for 1 wt.% 

of Ni2FeS4 was observed, indicating, that for higher dilutions of the sulphide in the oxide matrix, 

oxidation and thus partial decomposition might become problematic. A loss in the actual sulphide 

loading is also apparent in the UV/vis/NIR spectra of the air-calcined samples, which show a less 

intense absorption in the NIR region compared to the samples calcined in Ar (Figure S14) – thus 

suggesting partial oxidation. These experiments elucidate that a more expensive calcination in Ar can 

be avoided at the trade-off of higher required co-catalyst loadings. 

To see, if samples obtained after short reaction times are more prone to oxidation, the co-catalyst 

loading procedure in air was repeated for a 5 wt.% loading with Ni2FeS4 synthesised for varied reaction 

times. All show a similar activity, with a synthesis time of only 1 min yielding the best result (Figure 

S15). At first glance this finding might seem counter-intuitive, but it is in good agreement to the slightly 

improved thermal stability for the 1 min sample observed in TG-MS-measurements (Figure 4 and 

Figure S4).  

The successful application of Ni2FeS4 as a co-catalyst on TiO2 requires a suitable band alignment, a large 

work function and a suitable conduction band potential for proton reduction. To get a rough idea about 
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the respective band positions, they were calculated from the ionisation energies (Ei) and electron 

affinities (EEA) of the constituting atoms according to:85,86  

𝐸𝑉𝐵 = 𝛸 − 4.44 𝑒𝑉 + 0.5 ⋅ 𝐸𝐵𝐺    

𝑤𝑖𝑡ℎ  𝛸 =  √(𝛸𝐹𝑒) ⋅ (𝛸𝑁𝑖)2 ⋅ (𝛸𝑆)47
= 5.299 𝑒𝑉  

𝑎𝑛𝑑 Χ𝑥𝑦 =
𝐸𝑖 + 𝐸𝐸𝐴

2
 

With an estimated band gap energy (EBG) of 2 eV, a valence band energy of 1.86 V and correspondingly 

a conduction band energy of -0.14 V vs. NHE is obtained. To estimate the Fermi level and thus the work 

function, Mott-Schottky analysis was performed, that yields a flat band potential of 0.49 V vs. RHE 

(Figure 7). If a band diagram is drawn based on these values, and electron transfer in P25 to the 

conduction band of anatase is assumed83,87 excited electrons in TiO2 would be transferred to the lower 

energetic conduction band of Ni2FeS4 (Figure 7). With the taken values, a small Schottky barrier would 

have to be overcome, however there exist multiple – partially contradicting – reports of work function 

and band positions in TiO2, depending on the conditions84,87-89 

The formed barrier would furthermore impede back-transfer and charge recombination. We decided 

on using the work function for TiO2 with surface adsorbed H2O/ in water, since the flat band potential 

of Ni2FeS4 was likewise determined in aqueous electrolytes. In spite of uncertainties of exact band 

positions and of the direction of band bending the relative band positions of TiO2 and Ni2FeS4 should 

still be valid. If the conduction and valence band for TiO2 are calculated following the same approach 

as stated above, potentials of EVB = 2.97 eV and ECB = -0.23 eV are obtained. The deviations from 

experimentally observed values are due to the neglecting of crystal phase, interatomic interactions or 

environmental conditions, but the relative band positions to Ni2FeS4 and thus direction of charge 

carrier diffusion remain the same. 

Figure 7 Band positions of TiO2 and Ni2FeS4 before and after contact (a) and Mott-Schottky plots for Ni2FeS4 in 0.5 M Na2SO4 

(values are already converted to pH 0) (b). 

 

To verify the role of P25 as the photocatalyst and that of Ni2FeS4 as a co-catalyst, the photocatalytic 

experiment was repeated for a loading of 5 wt.%, using 420 nm cut-off filter. No activity was observed, 

although light absorption and excitation in Ni2FeS4 should still occur. Additionally, we wanted to make 

sure that the observed activity increase is not in parts due to the use of methanol as a scavenger and 

thus the possibility of hydrogen generated via methanol oxidation in the dark, as observed for 

platinum.80  Therefore, the photocatalytic experiment was repeated for P25 and P25 decorated with 

5 wt.% of Ni2FeS4 using ethanol as a hole scavenger. The observed activity is about half that obtained 
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in methanol, with a slower activation, due to the kinetically more impeded oxidation of ethanol and 

different oxidation mechanisms and products.91,92 The relative activity increase with and without co-

catalyst loading is however essentially the same, proving that Ni2FeS4 is indeed acting as a co-catalyst 

(Figure 8). Another question that arises when sulphides are used, is the stability under operating 

conditions. No decline in the hydrogen evolution rate was observed even when the measurement time 

was extended to 20 h (Figure 8), demonstrating the extraordinary stable activity. XRD patterns of P25 

loaded with 5 and 10 wt.% of Ni2FeS4 reveal a slight decrease in the relative intensity of the sulphide 

reflection after photocatalysis (Figure S16). Some amorphisation is also observed for the 

photocatalytic experiment with pure Ni2FeS4, although no crystalline oxidation products were formed, 

highlighting the generally extraordinary photostability of the sulphide. At the same time the light 

absorption in the visible and NIR range is decreased (Figure S17), as is the additional band at 290 cm-1 

in the Raman spectra. All these observations indicate, that Ni2FeS4 is partially oxidised/ dissolved at 

the surface and thus perhaps not exclusively the active species under operating conditions, similar to 

what is known for sulphides, especially iron sulphides, in electrocatalysis.16,22 This finding is further 

underlined by the observation of SO3
2- and SO4

2- species with ion chromatography (Figure S18). 

Interestingly, SO4
2- was also found in the solution after the irradiation of pure Ni2FeS4 with 1 sun 

simulated sunlight, even though no hydrogen evolution was observed. Some dissolution of surface 

metal sulphate species is always expected in an aqueous environment, though.93  

Figure 8 Photocatalytic HER over P25 and 5 wt.% Ni2FeS4@P25 using ethanol as a scavenger (a), for longtime irradiation 

(1 sun) of 5 wt.% Ni2FeS4@P25 in aqueous methanol solutions (b), as well as HER rates under UV irradiation (c). 

 

Thus, either the sulphide itself might undergo oxidation during the photocatalysis, or the SO4
2- stems 

from the sulphate species observed in XPS measurements. In any case, the evolving active species 

exhibits extraordinary stability and activity, as observed by the longtime photocatalytic testing. Ni2FeS4 

also undergoes amorphisation to some extent in the absence of light. When it is dispersed for 24 hours 

in H2O or 10 % aqueous methanol solutions an amorphisation is observed, although notably no 

reflections of hydroxides or oxyhydroxides are present (Figure S5). This would again support a partial 

dissolution of surface species. As a further verification of stability, we performed EDX-mapping, XPS 

and Ag-XRD on P25 loaded with 5 wt.% of Ni2FeS4 after the photocatalytic experiment for 20 h (Figure 

S19). The EDX-mapping shows that Ni and Fe are still distributed homogeneously over the TiO2 surface. 

The Ag-XRD results elucidate partial amorphisation as observed for the HER experiments run for 5 h 

(Figure S16). The XPS survey spectra of 5 wt.% of Ni2FeS4@P25 mainly show signals for Ti and O, even 

before the HER. However, after the 20 h experiment, Ni, Fe and S are still present. Sulphur mainly 

occurs in the form of sulphates. The intensity for Ni and Fe does not allow for a meaningful fit. 

Therefore, we additionally performed XPS analysis of Ni2FeS4 stirred for 48 h in water. Although the 

XRD results showed an amorphisation already after 24 h in water (Figure S5), the spectra are highly 

a) b) c) 
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comparable to the as-synthesised material. The Ni 2p spectra still show signals for nickel sulphide, 

sulphate and hydroxide and the S 2p spectra show contributions from sulphide and sulphate species.  

As a final test we wanted to examine the co-catalyst effect of the sulphide also under UV irradiation, 

i.e. the kind of irradiation still commonly employed for large band gap semiconductors such as TiO2, 

since these harsh conditions might put more stress on the sulphide co-catalyst. We therefore tested 

P25 and P25 loaded with 5 wt.% of Ni2FeS4 under irradiation from a 500 W Hg lamp (Figure 8). The 

factor of the activity enhancement is highly similar, but the performance is decreasing over the course 

of the experiment. Initially, the HER rate is boosted by a factor of 48 to over 2300 µmol h-1 for 150 mg 

of photocatalyst, while towards the end, the activity enhancement goes down to 1520 µmol h-1, which 

is approx. 26 times the HER rate over pure P25.  

Interestingly, pure Ni2FeS4 is also active for the HER under UV light (Figure 8). The curve for the HER 

rate shows a small hump in the first half hour after turning on the lamp. After that, the activity is 

continuously increasing. This might be explained by an in-situ activation, that has been suggested for 

other transition metal chalcogenides and involves the formation of metal (in this case probably Ni) 

nanoparticles, that act as a co-catalyst.94 Such a process under high UV light irradiation might be the 

reason for the decrease in the activity as observed for Ni2FeS4 on P25, since it would change the 

electronic and chemical structure of the sulphide co-catalyst. Additionally, the UV light activity of 

Ni2FeS4 itself might influence the entire charge separation mechanism, since electrons are also excited 

in the sulphide. This could result in a heterojunction system and explain the larger factor of activity 

enhancement compared to the comparison under simulated sunlight. This assumption is supported by 

the far lower activity now observed for a loading of 0.5 wt.% of Ni2FeS4, compared to the 5 wt.% 

loading. Here, the activity is increased by a factor of only approx. 13, which is closer to the observations 

under simulated sunlight and can be attributed to the lower ratio of Ni2FeS4 and thus the lower number 

of photoexcited charges in the sulphide, preventing the formation of an efficient heterojunction. After 

the photocatalysis under intense UV light, some amorphisation is again observed in the XRD patterns, 

albeit without additional indications of by-phases. Still only the reflections for Ni2FeS4 are present, 

underlining the good stability against photocorrosion even under these harsh irradiation conditions 

(Figure S16).  

The role of Ni2FeS4 as a co-catalyst was then finally underlined by testing it on Al-doped SrTiO3 (3 %) 

for HER under 1 sun illumination (Figure S20). By itself, SrTiO3 is basically inactive for the HER under 

these conditions. The addition of 5 wt.% of Ni2FeS4 could significantly boost the activity, although the 

observed H2 evolution rates were still far lower than those obtained for P25 in agreement to the 

generally lower HER activity reported in literature.95  

 

7.1.4 Conclusions 
 

Ni2FeS4 containing only earth-abundant elements can be synthesised via an energy efficient, high 

throughput microwave-assisted approach at 200 °C, requiring only 1 min of reaction time. Bulk 

characterisation methods support a complete reaction after such a short time. Ni2FeS4 was successfully 

used as a co-catalyst to improve the sunlight activity of large band gap semiconductors, such as TiO2 

and SrTiO3, achieving an increase in the hydrogen evolution rate by a factor of 8 under 1 sun and by a 

factor of up to 48 under UV light. Very low co-catalyst loadings of 0.5 wt.% can be used to achieve this 

outstanding HER rate enhancement. Additionally, an extraordinary stability was observed with no 



 

 128 

decrease in the hydrogen evolution being observed during 20 hours of photocatalysis, and no oxidation 

products of the sulphide co-catalyst were found afterwards. These findings underline the promise of 

Ni2FeS4 as a low-cost, earth abundant co-catalyst for photocatalysis. 
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7.2 Supporting Information 
 

Ni2FeS4 as highly efficient earth-abundant co-catalyst in photocatalytic 

hydrogen evolution 

 

J. Zander, R. Marschall* 

Figure S1 SEM images of Ni2FeS4 obtained after different synthesis durations. 

 

Table S1 Element composition as determined via EDX (green) and XPS (blue). Values are average for 

several point areas for EDX. 

EDX; XPS 1 min 5 min 10 min 15 min 30 min 

At.% O 
41.73 ± 5.42 21.00 ± 2.11 35.25 ± 5.59 34.53 ± 0.51 32.05 ± 2.21 

40.69   35.54 38.40 

At.% Ni 
14.80 ± 2.51 5.80  ± 1.57 12.10 ± 5.80 17.08 ± 0.05 16.83 ± 0.46 

7.10   5.92 7.15 

At.% Fe 
7.50 ± 1.85 2.63 ± 0.72 6.05 ± 3.18 8.83 ± 0.17 8.70 ± 0.52 

2.99   3.0 3.83 

At.% S 
27.27  ± 10.89 12.20 ± 8.00 20.15 ± 10.11 29.65 ± 0.21 30.53 ± 1.35 

17.80   18.16 24.70 

At.% C 
16.30 ± 7.62 61.90 ± 6.42 26.40  ± 24.75 9.88 ± 0.38 11.78 ± 0.26 

31.41   37.37 25.92 

Ni:Fe 
2.04 ± 0.49 2.21 ± 0.16 2.03 ± 0.11 1.92 ± 0.03 1.94 ± 0.10 

2.37   1.97 1.87 

M:S 
0.92 ± 0.39 0.81 ± 0.29 0.90 ± 0.01 0.87 ± 0.002 0.84 ± 0.02 

0.567   0.491 0.444 
SO4

2-/S2- 1.07   0.96 1.13 
  

1 min 5 min 10 min 

15 min 30 min 
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Figure S2 TEM images of Ni2FeS4 synthesised for different times in the microwave, including lattice planes corresponding to 

the (422) and (220) planes in the samples synthesised for 15 min. 

  

30 min 5 min 15 min 
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Figure S3 Normalised O 1s spectra (a), S 2p spectra (b) and C 1s spectra (c), as well as fitted C 1s spectra (d) for Ni2FeS4 

synthesised for 1, 15 and 30 min. 
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Figure S4 TG-MS measurements for Ni2FeS4 with different synthesis durations. DSC curves during a heating with 2 K/min (a) 

and corresponding gas evolutions monitored with MS: H2O evolution (b), SO2 evolution (c), and CO2 evolution (d). 

 

 

 

 

 

 

 

 

 

 

  

a) 

c) d) 

b) 

Table S2 SO2 peak areas and relative ratios. 

Synthesis 
Time 

Area SO2-1 
[A/°C/mg] 

Area SO2-2 
[A/°C/mg] 

Sum  
[A/°C/mg] 

SO2-1/ SO2-2  

1 min 3.04·10-10 6.00·10-10 9.03·10-10 0.51 

5 min 5.77·10-10 3.61·10-10 9.38·10-10 1.60 

10 min 5.66·10-10 3.74·10-10 9.40·10-10 1.51 

15 min 7.99·10-10 4.66·10-10 1.26·10-10 1.71 

30 min 4.48·10-10 3.33·10-10 7.81·10-10 1.34 
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Figure S5 XRD patterns after post-synthetic heat treatment of Ni2FeS4 (30 min synthesis time) for 2 h at 200 and 400 °C (a) 

and after dispersion in H2O/ 10 vol.% aqueous methanol (b).  

 

 

 

  

 

 

 

 

 

 

 

Figure S6 Kubelka-Munk (a) and direct Tauc plot (b) for Ni2FeS4 obtained after 30 min at 200 °C, elucidating the strong light 

absorption properties of the sulphide well into the NIR region.  

  

a) b) 

a) b) 
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Figure S7 DRIFT spectra for P25 after loading with different amounts of Ni2FeS4 without normalisation (a) and normalised (b), 

to better show the offset caused by the absorption of Ni2FeS4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S8 Nyquist plots for Ni2FeS4 obtained after different synthesis durations. The impedance measurements were 

conducted on carbon fibre electrodes in 1 M KOH at open circuit potential.  

 

  

a) b) 
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Figure S9 Raman spectra for Ni2FeS4 obtained after 1 and after 30 min at low laser intensity are shown in (a) and the 

transformation to a typical inverse spinel structure, most probably NiFe2O4, is shown in (b) first at lower laser power but 

already enough for oxidation (black) and then at a higher laser power (green). 

 

 

 

 

 

 

 

 

Figure S10 SO2 gas evolution and temperature profile over time for TiO2 and Ni2FeS4 ground together, but not annealed prior 

to the TG-MS measurement (a) and MS response for m/z=64 (SO2) depending on the temperature for a pre-formed and an 

in-situ formed composite of TiO2 and 5 wt.% of Ni2FeS4 (b). 

 

 

 

 

 

 

 

b) a) 

b)

 

a)
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Figure S11 Kubelka-Munk (a) and indirect Tauc plot (b) of P25 before and after photo-deposition of Pt.  

  

a) b) 
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Figure S12 Cu-XRD patterns for TiO2 loaded with Ni2FeS4 including 0.1 wt.% and 0.5 wt.% (a), corresponding Raman spectra 

(b), DRIFT spectra (c) and UV/vis/NIR spectra (d). At low loadings with Ni2FeS4, an increased pseudo-absorption in the UV 

region is additionally visible.   

a) 

b) c) 

d) 
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Figure S13 XRD patterns of Ni2FeS4 obtained after different synthesis times and loaded on TiO2 in 5 wt.% (a), corresponding 

Raman spectra (b), UV/vis/NIR spectra (c) and DRIFT spectra (d).  

  

a) 

b) c) 

d) 
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Figure S14 Comparative XRD patterns for a loading of 5 and 10 wt.% at TiO2 and calcination in Ar vs. in air – Cu radiation (a), 

Ag radiation (b) and corresponding UV/vis/NIR spectra (c).    

a) b) 

c) 
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Figure S15 Hydrogen evolution for Ni2FeS4 on TiO2 with different loadings and annealing in air (a) and for 5 wt.% of Ni2FeS4 

(annealed in air) synthesised for different durations (b). Comparative measurements using photodeposited Pt as cocatalyst 

(c).  

  

c) 

b) a) 
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Figure S16 Ag-XRD patterns for 5 and 10 wt.% loading at TiO2 before and after photocatalysis (a and b), Cu-XRD patterns of 

the same samples (c) and of Ni2FeS4 before and after photocatalysis with a Hg lamp (d). 

  

a) b)

 

c) d) 
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Figure S 12  

 

Figure S17 Comparison of TiO2 loaded with 5 wt.% of Ni2FeS4 before and after photocatalysis: UV/vis/NIR spectra (a), Raman 

spectra (b) and DRIFT spectra (c). 

 

 

 

 

 

 

 

 

 

 

Figure S18 Ion-Chromatography for selected samples after the photocatalysis, showing the evolution of SO3
2- and SO4

2-. 

 

 

a) b) 

c) 
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Figure S19 EDX mapping of 5 wt.% Ni2FeS4@P25 after irradiation for 20 h (a), Ag-XRD pattern for the same sample (b) and 

XPS results for 5 wt.% Ni2FeS4@P25 before and after the 20 h experiment(c), as well as for Ni2FeS4 stirred for 48 h in water.  
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Figure S20 Hydrogen evolution over 5 wt.% of Ni2FeS4 on Al-doped SrTiO3 under 1 sun simulated sunlight. 
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8.1 Main Manuscript 
 

Photocatalytic nitrogen fixation under ambient conditions is currently widely explored in an attempt 

to develop a sustainable alternative for the Haber-Bosch process. In this work we combine defect-rich 

carbon nitride, one of the most investigated photocatalysts reported in literature for ammonia 

generation, with earth-abundant and bioinspired FeS2 to improve the activity for ammonia production. 

By this combination, an activity enhancement of approx. 400 % compared to unmodified carbon nitride 

was achieved. The optimal FeS2 loading was established to be 1 wt.%, with ammonia yields of up to 

800 µg L-1 after irradiation for 7 hours. By detailed material characterization of the electronic and 

material properties of the composites before and after the photocatalytic reaction, we reveal that NH3 

generation occurs not photocatalytically from N2, but via a light-induced reduction of =N-CN groups 

adjacent to nitrogen vacancies in the structure of defect-rich carbon nitride. FeS2 acts similar to a co-

catalyst, enhancing the ammonia yield by π-back-donation from Fe-centers to the imine nitrogen of 

the defect-rich carbon nitride, thereby activating the structure and boosting the ammonia generation 

from cyano groups. 

 

8.1.1 Introduction 
 

The Haber-Bosch process is a large-scale industrial process for the production of ammonia (NH3) from 

hydrogen (H2) and nitrogen (N2) gas at elevated pressures and temperatures. It is a well-established 

and optimized process, that is crucial for the production of fertilizers. Nevertheless, it still suffers from 

sustainability issues due to high energy requirements and the utilization of natural gas for the supply 

of H2 in large, centralized power plants.1 The photocatalytic nitrogen reduction reaction (NRR), that 

directly converts N2 into NH3 under (sun)-light irradiation at ambient conditions, presents a feasible 

alternative.2,3 However, the NRR is a thermodynamically and kinetically unfavorable process due to the 

stable and inert nature of the N2 molecule. Furthermore, the similar potentials for N2 reduction and H2 

mailto:roland.marschall@uni-bayreuth.de
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evolution impede a high selectivity in aqueous media so far. This imposes strident demands on an 

efficient and selective photocatalyst, that are not even close to be met even by the state-of-the art 

materials, thus highlighting the importance of continued research on the topic.2,4,5 The low NH3 yields 

further pose additional difficulties when it comes to accurate quantification, necessitating careful 

experiment control to avoid impurities and erroneous results. Discrepancies in the experimental 

conditions and a lack of standardized procedures further limit the comparability and reproducibility of 

photocatalytic NRR.6-9  

Carbon nitrides (CN) like polyheptazine imide, C3N4, are low cost, non-toxic polymeric materials with 

good light absorption characteristics, due to a band gap of approx. 2.7 eV, which have received a lot of 

attention as an n-type photocatalyst during the past decade.10,11 CN is commonly synthesized by 

thermal polymerization of organic precursor molecules, such as urea, melamine or cyanamide. The 

polymerization conditions, as well as the choice of the precursors have a strong effect on its structure 

and properties, by influencing the defect concentration, degree of polymerization, optical band gap, 

and surface area.12 As-synthesized CN suffers from high recombination rates of photogenerated charge 

carriers. Therefore, alteration of the structure by doping or defect engineering and the formation of 

heterojunctions have been widely explored to improve the photocatalytic performance of CN.13-24  

Some of the highest NH3 yields in photocatalytic NRR have been reported using defective CN.15-29 

Owing to the polymeric structure of CN, the number of possible defects is vast and versatile.18,20,21,30,31 

A frequently exploited strategy for activity enhancement in CN is the introduction of nitrogen 

vacancies, which are of the same size as the nitrogen atoms in molecular N2, and can thus act as 

efficient adsorption and activation centers.30  

Another important class of defects are cyano or cyanamide groups, that act as electron-withdrawing 

groups, assisting in charge separation and suppressing recombination.14,27,32 The NRR is supposed to 

proceed via a Mars-van-Krevelen mechanism for both defect types, making a distinction between the 

influence of cyano groups and nitrogen vacancies difficult. Intercalation of potassium was reported to 

assist in the replenishment of nitrogen in the structure, more specifically of the cyano groups, resulting 

in an NH3 production rate of 3.42 mmol g-1 h-1.28 Treatment of bulk CN with KOH, or direct incorporation 

of KOH into the synthesis recently emerged as a promising strategy for both the introduction of 

vacancies and of cyano groups. Zhou et al. treated bulk CN with KOH in ethanol, followed by solvent 

evaporation and annealing. They observed an abundance of cyano groups that assisted in charge 

separation and N2 adsorption.27 KOH has also directly been involved in the thermal polymerization of 

urea, likewise promoting the formation of cyano groups.14 A similar result was obtained by Wang et 

al., using KOH in the thermal polymerization of dicyandiamide.28 Etching with KOH was reported to 

mostly lead to the formation of vacancies. Still high NH3 yields of 3.632 mmol g-1 h-1 were reported, 

together with a quantum efficiency of over 20 %.25  

Apart from defect engineering, research on semiconductor materials for artificial photosynthesis is still 

in its infancy compared to the process optimization in nature. The reduction of molecular N2 has been 

realized under ambient conditions at the active centers of selected enzymes, termed nitrogenases. 

Three different classes of nitrogenases are distinguished, based on the composition of the active 

centers: all contain sulfur and iron atoms, but differ in the nature of additional constituents, one 

containing vanadium, one molybdenum and one solely iron.33 This composition led to the exploration 

of several iron or molybdenum based compounds for the NRR.34-42 One of the simplest iron and sulfur 

containing compounds is FeS2, which is a non-toxic, stable, and earth-abundant mineral. It shows very 

high optical absorption and high charge carrier mobility, but its use in photoelectrochemical 
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applications suffers from charge trapping and recombination.43 Still, FeS2 has been explored for 

photocatalytic dye degradation.44-46 By itself it is reported to be inactive in photocatalytic NRR, due to 

unsuitable band positions, but it might still offer beneficial contribution in combination with other 

materials.47,48 Thus, composites with FeS2 have been employed for photocatalytic dye degradation, H2 

evolution, CO2 reduction and NRR.49-54 Apart from improving the light absorption properties in 

composites, FeS2 can act as an efficient electrocatalyst, which has been shown separately for the H2 

evolution, as well as for the NRR.55-59 There have been also recent reports on the formation of 

heterojunctions of FeS2 with carbon nitride and their photocatalytic application in organic dye and 

antibiotics removal.60,61 The reported mechanism and band positions on which the proposed electron 

transfers are based, are notably different between the reports, requiring further investigation of the 

interaction between both materials. 

In a bioinspired approach, we herein report the combination of the two earth-abundant 

semiconducting materials FeS2 and defective CN for light-induced NH3 generation. Exploiting the good 

light absorption and N2 activation characteristics of the Fe-S system together with the reported high 

activity of defective CN, NH3 yields of up to 800 µg L-1 can be achieved in the course of the reaction (7 

h), which equals to an activity enhancement by around 400 % compared to bulk CN. By detailed 

characterization of the electronic and material properties of the composites before and after reaction, 

we show that FeS2 decoration weakens the bonds of CN-terminating imine groups in the vicinity of 

nitrogen defects by back donation. This facilitates the reduction of terminal cyano groups under light 

irradiation towards NH3, with H2 being the only by-product.  

 

8.1.2 Results and Discussion 
 

8.1.2.1 Material Synthesis and Characterization 

The X-ray diffraction (XRD) patterns of the KOH-treated CN (VN-CN) show the typical two broad 

reflections at 13° 2θ and at 27.4° 2θ, corresponding to in-plane order and interplanar stacking, 

respectively, with a d-spacing of approx. 0.326 nm (Figure S2, Supporting Information).62 The structure 

of CN obtained via thermal polymerization is best described by a model of parallel melon chains 

connected via hydrogen bonds, as found by Lotsch et al. and confirmed in later studies. The unit cell is 

orthorhombic with the space group P212121.
63-65 This structure model will be assumed in the following, 

instead of a graphitic sheet-structure with a defined C/N ratio of ¾, as implied by the stoichiometry in 

C3N4. Powder XRD patterns of the composites show the reflections for FeS2 and for VN-CN (KOH-etched, 

vacancy-rich). The intensity of the reflections of FeS2 increases with increasing FeS2 amounts in the 

composites (Figure 1). No additional phases could be observed. Enlarged and normalized PXRD 

patterns of VN-CN and the composites (Figure S2, Supporting Information) show a shift of the (002) 

reflection at around 27 °2θ towards higher °2θ values compared to untreated CN. The shift and a 

decrease in the intensity upon KOH treatment can be assigned to a decrease in interplanar stacking 

distance and a general loss of order, which has been ascribed to either introduced cyano groups or 

nitrogen vacancies.13,66,67  
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 Figure 1 Powder XRD patterns for composites of FeS2 and VN-CN and a physical mixture of both constituents (Mix-5wt.%). 

 

For further characterization of the morphology, SEM images and EDX maps were recorded. They show 

FeS2 particles in the µm range, distributed all over the VN-CN matrix (Figure 2 and Figure S3, Supporting 

Information). EDX analysis confirmed the particles to be FeS2 with a ratio close to the ideal value of 

Fe:S 1:2 (Table S1, Supporting Information) and the surrounding matrix to consist of CN with a C/N 

ratio of ≈0.52. This is lower than the ideal value of 0.75 and could be an indication of free amino groups 

in the sample, although it is also effected by the low sensitivity of EDX for light-weight atoms. 

Physisorption measurements were conducted to evaluate the surface area of the composites with the 

BET model (Table S2, Supporting Information). Pristine CN exhibits the highest surface area of 10.6 m2 

g-1, which slightly decreases upon KOH treatment. This is in good agreement with the decreased 

interlayer stacking distance observed in the XRD patterns and otherwise retention of the morphology. 

The apparent further decrease of the specific surface area upon composite formation can be explained 

by a difference in material density and particle size between CN and FeS2.  

The optical properties of a photocatalyst are of utmost importance, since they vastly determine the 

efficiency in light harvesting. The color of the composites gradually gained a tinge of grey with 

increased FeS2 content, compared to the previously pale yellow coloring of both untreated CN and VN-

CN (Figure S1, Supporting Information). Diffuse reflectance UV/vis measurements were conducted to 

elucidate the effect of FeS2 addition on the absorption behavior (Figure 3). CN is an indirect n-type 

semiconductor.68,69 Therefore, an indirect Tauc plot was used for a more accurate determination of the 

band gap and compared to the values apparent in the Kubelka-Munk plots. KOH treatment results in 

a slight decrease of the band gap of CN from 2.73 to 2.70 eV, and marginally improved absorption in 

the UV region. The band gap reduction – and thus red-shifted absorption – could be caused by the 

introduction of cyano groups, whose electron-withdrawing properties were reported to lower the 

conduction band edge and lead to a narrowing of the band gap.20,70 The increased UV absorption might 

be caused by improved charge separation due to the decreased layer distance and the introduction of 
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cyano groups, since transitions in the UV region are commonly ascribed to π-π* transitions in sp2 

hybridized centers of the aromatic system.28,71 

Figure 2 SEM images of a composite of CN and pyrite (5 wt.%), clearly showing the distribution of singular FeS2 particles over 

CN (top) and EDX maps of a section containing a pyrite particle (bottom). 

 

The composites exhibit essentially all the same band gap, which is an indication that the major 

contribution to the light absorption is given by CN. This is expected, since its concentration is much 

higher than that of FeS2. Therefore, only changes in the absorption behavior of CN are evaluated from 

the spectra. The band gap of the composites is slightly increased but very comparable to VN-CN with a 

change from 2.70 eV to 2.78 eV (Figure 3b). The UV absorption of the composites is increased 

compared to VN-CN. Both effects hint at a change in the electronic structure and availability of electrons 

in the π-system. The color change and increased absorption of visible light upon addition of FeS2 is 

reflected by diffuse absorption at higher wavelengths, visible in an offset of the baseline (Figure S5, 

Supporting Information). The effect of band gap widening is especially pronounced for the composites 

with a FeS2 ratio of 2.5 to 10 wt.% which might indicate optimal charge separation at medium FeS2 

loading. All band gaps derived from the Kubelka-Munk and Tauc plots are summarized in Table S3 

(Supporting Information). 

DRIFT spectra were recorded to further elucidate possible structure changes upon composite 

formation (Figure 3c,d). Comparable DRIFT spectra of CN and VN-CN were recorded, where the broad 

signal between 3000 and 3600 cm-1 can be assigned to O-H and N-H stretching vibrations, underlining 

the presence of free amino groups that in turn indicate only partial polymerization. The sharp peaks 

between 1700 and 1200 cm-1 belong to stretching modes of C=N and C–N in the heterocycles, as well 

as bridging units, and the band at ≈808 cm-1 can be assigned to the breathing mode of the s-triazine 

units.27,72,73 Additionally, a band at 2150 cm-1 could be observed, that is ascribed to the presence of 

cyano groups, that appear to be present in CN and VN-CN as well as in the composites to varying 

extent.20,27,73 KOH treatment increases the amount of cyano groups, as well as -OH and/ or -NHx groups. 

Additionally, the signals arising from stretching vibrations in the heptazine units are of slightly lower 

intensity for the defective CN, (relative to the signal at 1720 cm-1), as is the one for deformation 

2 µm 

S K Fe K C K N K 

25 µm 

2 µm 
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vibrations at 808 cm-1 (Figure S6, Supporting Information). This is an indication of structural damage 

inflicted on the heptazine framework, as would be expected by the formation of defects.  

Figure 3 Kubelka-Munk (a) and corresponding indirect Tauc plot (b) for the composites. DRIFT spectra of the composites of 

FeS2 and VN-CN (c) and a magnified excerpt for the cyano group vibration (d).  

 

The spectra of the composites are fairly similar to that of VN-CN, indicating retention of the structure. 

An increased absorbance of the vibration of the heptazine units relative to that at 1720 cm-1 was 

observed for the composites with 10 and 15% FeS2 in the normalized spectra – an opposite effect to 

that caused by the KOH treatment. The signals for heterocycle-vibrations at higher wavenumbers 

(closer to 1700 cm-1) stem from C=N vibrations, while those at lower wavenumbers (closer to 1100 cm-

1) arise from C-N vibrations.74 Therefore, mainly C=N vibrations appear to be affected by the addition 

of FeS2. We additionally observe a slight shift of the vibrations for the heptazine unit towards lower 

wavenumbers, that hints at minor changes in the vibration energy of the entire heptazine framework 

(Figure S6, Supporting Information). 

To further investigate the structural evolutions upon KOH etching and composite formation, XPS 

measurements were conducted on bulk CN, VN-CN and a composite containing 5 wt.% of FeS2. Survey 

scans show the expected signals for carbon, nitrogen and low amounts of oxygen in several spots 

(Figure S7, Supporting Information). The latter is mainly due to adventitious carbon at the surface and 

not OH-groups in the defective CN, since oxygen was also observed in several spots on bulk CN. C/N 

ratios for bulk CN, and VN-CN, are 0.62 and 0.71, respectively, after correction for adventitious carbon, 

c) d) 

a) b) 
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with slight deviations depending on the measured spot (Table S4, Supporting Information). This is in 

good agreement to the C/N ratio derived from XPS analysis in literature and with the expected ratio 

for melon.75,73 The increased carbon ratio in VN-CN might indicate the introduction of nitrogen 

vacancies. The C/N ratio in the composite is with 0.71 identical to that of VN-CN, underlining that the 

structure remains intact during composite formation. 

Generally, KOH treatment on bulk CN is expected to lead to partial hydrolysis of the structure. Yu et al. 

proposed a deprotonation of an apex amine group, during thermal polymerization in the presence of 

KOH which led to a breaking of the topmost cycle of the heptazine unit and cyano group formation. 

The overall amount of amino groups is retained here.73 The reaction conditions notably differ from 

those employed in this work, but similar structural changes, specifically the introduction of cyano 

groups in addition to possible vacancy formation, are expected. Nitrogen vacancies are generally 

believed to be introduced at C-N=C sites.28 These kinds of possible defects are mainly considered in the 

following.  

Two main peaks are observed in the C 1s spectra of CN, corresponding to adventitious carbon at 284.8 

eV and N-C=N species in the aromatic system at 288.2 eV (Figure 4). The other peak at 281.6 eV can 

be assigned to carbon adjacent to amino groups.27,72 Carbon atoms bound to cyano groups are 

expected to have a similar – though slightly higher –  binding energy, that will overlap with this 

peak.64,73 A minor shift from 286.1 eV to 286.2 eV is visible in the spectrum for VN-CN, hinting at an 

increase in the amount of cyano groups, as observed in the DRIFT spectra. This is further supported by 

changes in the ratios of the respective signal to that of C-C and N-C=N. Another effect is the observation 

of a new π-π* satellite at 295.3 eV in case of VN-CN and a growth in the intensity of the π-π* satellite 

at ≈293 eV, indicating the presence of larger numbers of free electrons in the vacancy rich system, or 

more favorable excitation of these. This is in good agreement to the observations from UV 

spectroscopy and to literature.28,76 Furthermore, a reduction of the asymmetry of the peak at 288.2 eV 

upon KOH-treatment indicates damage inflicted on the aromatic system, which is in good agreement 

with the assumed breaking of some heptazine units. The formation of a composite of VN-CN and FeS2 

results in a comparable C 1s XP spectrum only that the signals of carbon in both the -N-C=N and in the 

cyano group shift towards higher binding energy (Figure 4 and Table 1). This might indicate electron 

extraction from the entire heptazine framework, resulting in partial oxidation. 

Four peaks are identified in the N 1s spectra for bulk CN at approx. 398.6 eV, 399.2 eV, 401.4 eV and 

≈404 eV, in good agreement to the literature (Figure 4).27,28,72,73 Correlation of the signals with 

corresponding nitrogen species is challenging, since peak assignment in the literature is ambiguous.64 

The most prominent peak at 398.6 eV in the spectra for bulk CN, and VN-CN both can be assigned to -

C-N=C species in the heptazine units (marked as N-(C)2 in the following), and a small peak at 404.9 eV 

corresponds to a π-π* satellite. The signals between 401 eV and 399 eV can be attributed to amino 

groups and to the nitrogen atom in the middle of a heptazine unit (N-(C)3), although the exact 

assignment of the signals to the two nitrogen species is discussed controversially.28,64,72,75 Additionally, 

the signal for amino nitrogen should further be fitted by two, since the structure is not ideally graphitic, 

but closer to that of parallel melon chains, which results in the presence of both -NH and –NH2 groups, 

of which the primary amino group is expected at lower binding energy (Figure 4).62,64 Cyano groups 

give rise to a signal at ≈400.1 eV, which is indistinguishable from either the signal for the amino groups, 

or that of N-(C)3.64  
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Figure 4 C 1s spectra for a) bulk CN, b) VN-CN, and c) the composite with 5 wt.% FeS2. Possible fitting of the N 1s spectra for 

d) bulk CN, e) VN-CN, and f) the composite containing 5 wt.% of FeS2. 

 

Generally, the nature of the N 1s spectra allows for the possibility of various fits that give good results 

mathematically but are meaningless in a chemical and physical sense, due to a large number of 

independent fitting parameters. This is demonstrated in Figure S8, Supporting Information. If we 

assume that the structure of CN obtained via thermal polymerization of melamine lies in between the 

model of parallel melon chains and of fully condensed sheets, the amount of NH should be smallest, 

compared to the other nitrogen species.64 This expectation supports an assignment of the signal at 

401.5 eV to NH instead of N-(C)3. Considering, that the signals for primary and secondary amines are 

likely to be adjacent, we follow assignment of the nitrogen species as: N-(C)2 at 398.7 eV, N-(C)3 at 

399.5 eV, NH2 at 400.5 and NH at 401.5 eV, although we stress that a reverse assignment, as suggested 

in some XPS studies on pristine CN also has its merits.64,75 To allow for comparison of the spectra for 

VN-CN and the composites with that for bulk CN, we therefore fitted the spectra using several 

constraints based on structural relationships (Figure S9 and Figure S10, Supporting Information). 

Further information about the fitting process is given in the Supporting Information. 

The binding energies and atomic ratios for both the C 1s and the N 1s spectra with the most reasonable 

fitting result are summarized in Table 1.  

In order to still derive meaningful insights into structural changes from the N 1s spectra, despite the 

variable fitting, we decided on normalization of the spectra (Figure S11, Supporting Information). Two 

things become immediately obvious. One is a shift of the main peak in the N 1s spectra from 398.7 to 

399.0 eV upon composite formation, indicating an increase in the binding energy of N-(C)2 in the 

heptazine units, as discussed above. Additionally, the ‘shoulder’ at ≈401 eV is pronounced less sharply, 

indicating larger amounts of nitrogen species at medium binding energy. The same shift towards higher 

binding energy is observed in the C 1s spectra, together with an increased intensity of the π π*-

satellite. The lower amount of cyano groups in the untreated CN is also shown by the lower intensity 

f) e) d) 

c) b) a) 
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at 286 eV compared to both VN-CN and the composite. These observations confirm the main 

conclusions drawn from the N 1s spectra above, without relying on arbitrary fitting results.  

 
Table 1 Binding energy and atomic ratios for different species in the N 1s and C 1s spectra. 

 
 

 
-NH -NH2 N-(C)3 N-(C)2 π  π* N-(C)2/N-(C)3 N-(C)2/NH 

CN 

Binding energy 

[eV] 
401.4 400.3 399.2 398.6 404.1, 405.3   

Amount [at.%] 4.4 21.1 23.8 50.8  2.13 11.55 

VN-CN 

Binding energy 

[eV] 
401.3 400.3 399.1 398.6 404.4   

Amount [at.%] 5.1 17.5 27.8 49.7  1.79 9.75 

5 wt.% 

FeS2 

Binding energy 

[eV] 
401.6 400.5 399.4 398.8 404.7   

Amount [at.%] 5.1 17.5 27.8 49.7  1.79 9.75 

  C-C N-C=N C-NHx ; CN π  π* π  π* CN/N-C=N CN/C-C 

CN 

Binding energy 

[eV] 
284.8 288.2 286.1     

Amount [at.%] 14.3 82.7 3.0 293.6   0.21 

VN-CN 

Binding energy 

[eV] 
284.8 288.2 286.2 293.0 295.2   

Amount [at.%] 14.0 82.3 3.7   0.045 0.26 

5 wt.% 

FeS2 

Binding energy 

[eV] 
284.8 288.5 286.5 293.1 295.6   

Amount [at.%] 11.3 84.4 4.3   0.051 0.38 

 

Concluding these considerations, XPS analysis supports the introduction of both cyano groups and 

vacancies upon KOH treatment. Furthermore, it elucidates the changes in the electronic structure upon 

addition of FeS2 to the system, indicating partial electron extraction from the VN-CN matrix. Hydrolysis 

and introduction of OH-groups similar to what has been observed for hydrothermal treatment with 

NaOH, involving the breaking of NH-bridging bonds and introduction of OH-groups cannot be totally 

excluded, but is not likely to have a major influence, since oxygen contents are similar in both CN and 

VN-CN.65 

TGA-MS measurements were conducted on the composite containing 5 wt.% of FeS2 and on both of 

the constituents, FeS2 and VN-CN, to confirm that no structural changes occur during synthesis while 

thermal treatment for 2 h at 200 °C (Figure S12, Supporting Information). FeS2 was stable up until about 

400 °C, above which a gradual extraction of sulfur in the form of SO2 was observed. Notably, the lack 

of an increase in the mass indicates an absence of significant oxidation during the initial heating phase. 

For VN-CN, a major mass loss is observed starting at 570 °C, which is completed at around 720 °C. 

During the heating in synthetic air, NO, H2O and CO2 were found to be the main combustion products 

up until around 650 °C, after which an increase in the evolution of CO and NO2 was observed (Figure 

S13, Supporting Information). The two steps of the combustion process are also apparent in the DSC 

curves (Figure S12, Supporting Information). The TGA curves for the composite show many similarities 

compared to that of CN. However, both the mass loss curves and the ion currents for the evolving 

gasses are shifted by almost 100 °C to lower temperatures, signifying that the presence of FeS2 boosts 

the decomposition, likely acting as a catalyst and activating the heptazine units. Nevertheless, the 

observed thermal decomposition only occurs at temperatures far above the 200 °C, thus precluding 

decomposition during the composite formation. 
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The interaction with FeS2 mainly involves the nitrogen in VN-CN, as shown in the much decreased ion 

current for NO2 during the second step of the combustion process, indicating, that more nitrogen is 

extracted from the structure in the beginning. This is confirmed by the DSC curves, where the sharp 

peak at the end of the combustion process is much less pronounced (at 586 and 712 °C, respectively). 

While the ion currents for all gaseous combustion products in VN-CN show one signal with a sharp peak 

current, those of the composites appear as double peaks. Perhaps they correspond to the combustion 

of areas in close proximity to FeS2 and to areas for which the influence of FeS2 is less. Since the ion 

currents for both NO and NO2 are significantly lowered compared to that in CN (also in relation to the 

ion current for CO2, so this observation is not only due to the lower content of CN), new nitrogen 

containing reaction products might be formed, that were not detected.  

 

8.1.2.2 Photocatalytic NH3 Generation 

Photocatalysis was performed in a semi-batch setup using 20 vol.% of methanol as a hole scavenger. 

The reaction was investigated for VN-CN and composites therewith containing different amounts of 

FeS2. After the irradiation period of 7 h, the solution was directly filtered and analyzed for NH3 by the 

salicylate test. Additionally, the concentration of NH3 in an acid trap located behind the reactor was 

evaluated. The calibration curves can be found in Figure S14 (Supporting Information). The 

quantification of NH3 was performed after stable color development, which was only obtained after 

several hours in the dark (Figure S15, Supporting Information).  

The decoration of VN-CN with FeS2 can significantly enhance the NH3 yield by a factor of 1.63 from 

494 µg L-1 to 801 µg L-1, which equals to 3.9 and 6.4 µmol h-1 for 200 mg photocatalyst, respectively. 

Compared to the untreated CN the activity is enhanced by ≈400 %, clearly showing that a combination 

of defect introduction and interaction with FeS2 is necessary for efficient ammonia generation. The 

ammonia yield is comparable for a FeS2 content between 1 and 5 wt.% (Figure 5 and Figure S17, 

Supporting Information), although decreasing and dropping significantly for FeS2 ratios above 10 wt.%. 

Already low amounts of FeS2 are sufficient for the activation and further loadings decrease the activity 

due to shadowing effects and a reduced ratio of the active photocatalyst, because FeS2 itself is inactive 

in the N2 reduction, solely yielding H2 under illumination (Figure S17 and S21, Supporting Information).  

Several control measurements were conducted, to elucidate the source of nitrogen and the selectivity 

of the reaction (Figure 5 and Figure S18, Supporting Information). First, a dispersion of a composite 

photocatalyst in water/ methanol was tested for NH3 after stirring in the dark. No NH3 was detected in 

this case. Secondly, a dispersion of VN-CN was filtered and tested for NH3 to exclude amino groups in 

the photocatalyst interfering with the test. No NH3 was observed in both control measurements. We 

also tested a physical mixture of FeS2 (5 wt.%) and VN-CN for photocatalytic NRR (“Mix 5 wt.%”), 

without performing the grinding and subsequent calcination steps that establish an interfacial contact 

between the two constituents. The activity was significantly lower than that of VN-CN itself, due to the 

lower amount of active photocatalyst and lack of interaction between FeS2 and VN-CN (Figure 5). This 

clearly indicates an enhancement effect in ammonia generation based on a direct contact between 

FeS2 and VN-CN. 

Additionally, the photocatalytic reaction for the composite containing 5 wt.% of FeS2 was repeated in 

an argon atmosphere (“5 wt.% - Ar”). A similar activity compared to the reaction in N2 atmosphere was 

observed, strongly suggesting that the ammonia generation is not based on N2 feed gas reduction, but 

stems from the VN-CN framework instead (Figure 5).  
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Literature for NRR over vacancy-rich and cyano-rich CN likewise propose a N2 conversion pathway 

following a Mars-van-Krevelen mechanism, therefore this observation is not surprising,28 however 

significant NH3 yields for CN in an argon atmosphere, like we show, were not reported. Therefore, the 

performance of careful blind experiments in combination with detailed material characterization 

before and after photocatalysis is of high necessity.  

 

 

 

 

 

 

 

 

 

Figure 5. Ammonia concentration after 7 h obtained for composites with a different FeS2 ratio. The reaction solution was 

analyzed multiple times for NH3 and the results were averaged. Additionally, determined concentrations for reference 

measurement in Ar atmosphere and a physical mixture of FeS2 and VN-CN (Mix 5 wt.%) are shown. 

The reaction solutions were additionally tested for nitrogen-containing by-products such as hydrazine 

and NO3
-. No hydrazine and only trace amounts of NO3

- around the lower detection limit were found 

for both VN-CN, and the composites (Figure S19 and S20, Supporting Information), when the 

photocatalytic experiment was performed in N2, but not in an Ar atmosphere. The main side product 

was H2, with a production rate of around 200 µmol h-1. The rate was similar for all composites, with a 

slightly increased H2 formation rate for higher amounts of FeS2 in the sample (Figure S21, Supporting 

Information). FeS2 itself showed a remarkably high H2 production rate of 370 µmol h-1. Thus, both the 

activity improvement for NH3 generation and the selectivity are highest for lower FeS2 loadings in the 

composites.  

A gradual decrease in the H2 evolution rate over time is in good agreement with a possible Mars-van-

Krevelen-type of structural changes during the illumination. When the photocatalytic experiment was 

performed in an argon atmosphere, similar H2 evolution rates were observed as compared to the 

results in a N2 atmosphere (Figure S21, Supporting Information).  

In order to elucidate the formation of methanol oxidation products, UV absorption spectra of the 

reaction solutions were recorded after the photocatalytic experiments. Critical evaluation of the 

conditions and evolving organic oxidation products is crucial, since the accuracy of the salicylate test 

can be influenced by a variety of parameters that are too often not considered. There is a correlation 

between the amount of NH3 produced and the amount of UV light absorbance by the filtered reaction 

solutions at 205 to 220 nm (Figure 6). This absorbance can mainly be attributed to formic acid that is 

formed alongside NH3 (Figure S22, Supporting Information). This could have an effect on the salicylate 

test, resulting in a significant underestimation of the actual NH3 concentration.77 For this reason a 12 % 

hypochlorite solution was used, which negates the effect of varying acid generation. Additionally, a 

reference sample of known ammonia concentration was always measured together with the reaction 
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solution to avoid errors based on the testing solutions. All concentrations given in the paper are 

averaged between several quantification measurements with the salicylate test.  

Figure 6 UV spectroscopy for the filtered reaction solutions after the NRR experiments. 

 

Additionally, the spectra clearly show the presence of other ions that absorb UV-light, which is even 

more obvious in the derivation spectra (Figure S23, Supporting Information). The overlap of multiple 

features renders an accurate identification nearly impossible, however. Nitrate and nitrite absorb UV 

light at 203 and at 210 nm, respectively.78 No clear absorption feature could be identified for nitrite, 

while a very small contribution of nitrate might be discernible for VN-CN and composites thereof, which 

is in good agreement to the results from ion chromatography. The absorption peak at 220 nm probably 

stems from π-π* transitions, possibly in carbonyl groups of amides or very short conjugated systems.79 

The broad absorbance from 230 nm towards higher wavelengths could in part be caused by very fine 

FeS2 particles, since a filtered FeS2 dispersion gives rise to a noticeable absorbance signal up to 450 nm 

(Figure S22, Supporting Information). 

To exclude significant errors in the determined ammonia concentration due to the large amounts of 

organic byproducts, the solutions were measured with ion chromatography and the values compared 

to those from the colorimetric determination (Table 2). The general trend is the same as observed with 

the salicylate tests, but the determined ammonia concentrations are slightly higher. This is to be 

expected, since the significant amounts of methanol and formed formic acid largely affect the 

colorimetric test, resulting in an underestimation of the actual ammonia concentration, and even with 

careful optimization of the testing procedure, some influence of the organic substances cannot be 

avoided. A graphic depiction of the concentrations determined with ion chromatography, as well as an 

exemplary chromatographic trace can be found in Figure S24 (Supporting Information). 

Since hardly any difference in the NH3 yield in argon and N2 atmosphere was observed after 7 h for the 

most active sample, we devised a longtime measurement. A dispersion of the composite containing 

5 wt.% FeS2 was first illuminated for 14 h in either N2 or argon atmosphere. Every two hours, a sample 

was taken and analyzed for NH3. After 14 h, the lamp was switched off and the solution was stirred in 

the dark for 6 h under continuous gas flow of the respective gas, before illumination was continued for 

another 6 h (Figure S25, Supporting Information). During the first irradiation period, the generated 
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amount of NH3 increased almost linearly with a rate of ≈82 µg h-1 in N2 and 90 µg h-1 in argon 

atmosphere, respectively. 

 
Table 2 Ammonia concentrations determined with the salicylate test and with ion chromatography. 

Sample 
Ammonia concentration determined 

with the salicylate test [µg L-1] 

Ammonia concentration determined with 

ion chromatography [µg L-1] 

FeS2 - 6.8  ± 5.7 

CN 189.4 ± 15.5 308.7 ± 8.0 

VN-CN 494.2 ± 19.1 832.5 ± 28.4 

1 wt.% FeS2 800.7 ±  11.3 1188.3  ± 1.4 

2.5 wt.% FeS2 756.7 ±  49.6 1173.6 ± 30.5 

5 wt.% FeS2 712.7 ±  41.4 1138.1 ± 17.4 

10 wt.% FeS2 672.2 ±  18.0 1086.5 ± 11.3 

15 wt.% FeS2 502.3 ± 16.5 812.0 ± 6.2 

Mix 313.5 ±  15.5 508.7 ± 14.3 

VN-CN -Ar 503.4 ±  24.8 775.5 ± 2.4 

5 wt.% FeS2-Ar 629.6 ± 25.5 948.3 ± 39.0 

 

 

Once the lamp was switched off, the measured concentration slightly decreased in both atmospheres, 

likely due to NH3 carried out of the reactor by the gas flow. After continuing the light irradiation, the 

NH3 generation was increased again with about the same rate, as before the period in the dark. 

Afterwards, the determined concentrations seem to level out. This effect is likely caused by a 

combination of slow degradation of the structure and accumulation of oxidation products. A similar 

effect was observed for the H2 evolution rate, indicating that the observed effect is not solely caused 

by the accumulation of formic acid (Figure S25b, Supporting Information).  

In addition to the NH3 concentration reported in the reaction solution, NH3 was detected in the acid 

trap but not included in the concentrations given here. The amounts of NH3 were maximum around 

6.5 µg and 3.5 µg total for the experiments in an argon and a nitrogen atmosphere, respectively (Table 

S8, Supporting Information). Still, the use of an acid trap is sensible. The pH of a dispersion of 20 mg of 

VN-CN in 20 mL of H2O was ≈9.5. Thus, both NH4
+ and NH3 species can occur in significant amounts. For 

CN the pH is with ≈8 closer to neutral, perhaps due to higher amount of imine or amine groups in VN-

CN. A slightly alkaline pH for CN is expected, due to the large number of amino groups. 

 

8.1.2.3 Post-photocatalytic characterization 

Both VN-CN and the composites with FeS2 were thoroughly characterized after the photocatalytic 

experiments, in order to evaluate the stability and to gain further insights into the ammonia generation 

pathway. Post-photocatalytic XRD patterns still show the same reflections for phase-pure CN and FeS2 

(Figure S26, Supporting Information). The intensity for the FeS2 reflections is significantly decreased 

after the NRR. This effect could be a result of a loss of interfacial contact between FeS2 and CN as 

verified by dispersing a composite in water/methanol mixtures and subsequently regaining the 

material via centrifugation (Figure S27, Supporting Information). FeS2 is known for its flotation 

tendency in mineral separation, due to its relative hydrophobicity.80 Additionally, we tested the 
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stability of FeS2 during both the formation of the composite (with annealing at 200°C) and storage of 

the sample in air. No changes in the crystal structure of FeS2 were observed (Figure S27, Supporting 

Information). 

UV/vis spectra show a significantly increased absorbance of UV light and a decrease of the band gap 

(Figure S28, Supporting Information). Both VN- CN and the composites showed a pronounced 

darkening after the NRR that decreased again after storage in air (Figure S29, Supporting Information). 

The effect of increased UV light absorption is less obvious for the composite containing 15 wt.% 

compared to the other composites, for which the activity was also lowest. All other composites that 

exhibited a similar activity, show a similar increase in UV absorption, which likely correlates to higher 

degrees of structural change. The increased UV absorption is less pronounced for VN-CN in agreement 

with the lower activity. The band gap decreases very slightly by 0.03 eV for VN-CN. For the composite 

containing 5 wt.%, the decrease is most drastic and the band gap is experiencing a change by 0.07 eV 

from 2.78 to 2.71 eV. The red shift of the absorption might be caused by defect formation and 

distortion of the structure.81  

DRIFT spectra of the composites after the NRR experiments show a marked decrease in the vibrations 

for the heptazine units (Figure S30 and S31, Supporting Information), especially in relation to the 

vibration at 1720 cm-1, that falls into the range for C=N vibrations. This vibration is further shifted back 

to slightly higher wavenumbers. A decrease in the relative intensity of the 808 cm-1 vibration agrees 

with this observation, indicating structural damage to the heptazine framework. Both effects were also 

observed to a lesser extent upon introduction of vacancies and cyano groups upon KOH treatment and 

thus confirm further breakdown of the heptazine units during photocatalysis. Additionally, a closer 

look at the vibration at 2147 cm-1 reveals a decrease in the intensity, supporting the assumption that 

cyano groups are consumed during the photocatalytic experiment (Figure S32, Supporting 

Information). The effect is even more increased for long-term experiments, highlighting the further 

degradation of cyano groups with prolonged illumination times (Figure S32, Supporting Information).  

XP spectra of the composite containing 5 wt.% of FeS2 after the photocatalytic reaction show a slight 

shift for the carbon species adjacent to cyano-/ amino-nitrogen and the N-C=N peak towards lower 

binding energies (Figure S33, Supporting Information). The intensity for both peaks in the C 1s spectra 

corresponding to the VN-CN structure decreases markedly in relation to that of C-C, further indicating 

structural changes, that do not only extend to nitrogen, but are further inflicted on carbon in the 

structure. The ratio might also partly be influenced by adsorbed organic residues from the sacrificial 

agent. Additionally, the intensity for the satellite peaks is decreased, supporting damage to the 

aromatic system. The calculated C/N ratio from the survey scan was 0.88, without correction for 

adventitious carbon, because the amount of C-C or C=C bonds possibly present in the structure after 

partial extraction of nitrogen is unknown. Thus the C/N ratio is increased compared to 0.80 for the 

same composite before the photocatalytic experiment. This is a strong indication of nitrogen 

extraction from the VN-CN matrix.  

Sample composition was additionally evaluated by elemental analysis before and after photocatalytic 

experiments (Figure S34, Supporting Information). The amount of sulfur and thus probably also FeS2 

was noticeably decreased after the photocatalytic experiment for all composites. This is likely an effect 

of the imperfect interfacial contact and washing of the sample, as has already been observed in the 

XRD patterns.  
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For a more detailed comparison, the C/N ratio was calculated for the composite samples before and 

after the photocatalytic reaction. For all composites, the C/N ratio was about 0.555, which significantly 

differs from the compositional value of 0.75 and indicates incomplete polymerization and the 

existence of many free amino groups. The value is in good agreement to the EDX measurements, 

though. No significant differences of the C/N ratio were observed for different FeS2 loadings. For all 

composites, the C/N ratio was visibly increased after the photocatalytic reaction, supporting the 

extraction of nitrogen from the structure (Figure S34, Supporting Information). Compared to the C/N 

ratios obtained from XPS measurements, the nitrogen content in the bulk is significantly higher, due 

to adsorbed carbon impurities and possibly nitrogen deficiency at the surface. Elemental analysis 

additionally shows an increase in the C/N ratio after the KOH treatment, supporting the generation of 

nitrogen vacancies (Figure S34c, Supporting Information). Based on the difference in the C/N ratio of 

0.005 for VN-CN, an extracted nitrogen fraction of 0.94% can be estimated. For further information 

about the calculations see the Supporting Information. 

 

8.1.2.4 Charge Carrier Dynamics 

Due to the large variety of defects that can potentially be present in VN-CN, the electronic structure is 

rather complex and should be studied in detail, in order to get explanations for the different results in 

photocatalytic experiments. To investigate the charge carrier dynamics, transient absorption 

spectroscopy (TAS) in diffuse reflectance geometry was employed. In Figure 7 the ns-TAS 

measurements of a composite of VN-CN and 5 wt.% of FeS2 in an argon atmosphere are presented. The 

positive absorption feature between 650 nm and 900 nm can be assigned to photogenerated electrons 

in VN-CN.81-84 The same signal is generally apparent in the measurement of the composite, but an 

increase of the relative absorption intensity in the range between 650 nm and 750 nm is noticeable, in 

comparison to the main signal between 750 and 900 nm. This might indicate a change in the electronic 

structure upon composite formation with FeS2 and an increased relative amount of photogenerated 

electrons in an additional excited state, which possibly corresponds to an intraband gap state caused 

by defects. For a better comparison the main signal of the photogenerated electrons in both materials 

was analyzed regarding the lifetime of these electrons. The lifetimes monitored at 800 nm for both VN-

CN and the composite are comparable and in the order of ns (Figure S35, Supporting Information). The 

signal is best fitted with two different lifetimes, that are 3.4 ns and 59.0 ns for VN-CN and 4.3 ns and 

31.7 ns for the composite, respectively.  

The shorter lifetime of the electrons is comparable for both materials and could be explained with the 

fast recombination of charge carriers in the materials. Electrons with fast recombination rates, such as 

those corresponding to lifetimes of 3-4 ns, can generally not participate in photocatalytic reactions, as 

they do not reach the surface.85 The main pathway for exciton separation is between sheets along the 

stacking direction, for which a hopping rate in the order of 109 s-1 is assumed, preventing efficient 

transport to the surface in the short lifetime of only a few nanoseconds.86 The other lifetime for the 

composite indicates that the introduction of FeS2 to the VN-CN matrix results in the prevention of 

electron accumulation in deep traps.81,87 

We additionally used photoluminescence (PL) spectroscopy to gain insights into the radiative energy 

relaxation levels of the excited photocatalyst. The most dominant PL emission in semiconductors is the 

band gap emission, where the excited states (charge carriers) recombine and relax to the ground state 

by emitting radiation. Thus, low PL emission is often an indicator for efficient charge carrier separation 
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and low recombination rates. CN as a polymeric material with a structure in between that of molecules 

and solid crystals, generally exhibits a prominent blue fluorescence, that has been shown to be 

significantly influenced by the introduction of defects.88,89  

 

Figure 7 ns-TAS measurements of VN-CN  (top) and the composite containing 5 wt.% of FeS2 (bottom) in argon. Excitation: 

355nm. Connecting lines are only for guiding the eye. 

 

Upon irradiation at wavelengths with a higher energy than that of the band gap, a broad fluorescence 

signal between 410 and 640 nm is observed for VN-CN and the composites, with a maximum emission 

at 470 nm and a slightly less intense emission at 445 nm, as shown in Figure 8. Generally, the 

fluorescence emission of the composites is decreased compared to VN-CN, indicating better charge 

separation and thereby reduced recombination. The photoluminescence is shifted to lower 

wavelengths for the composites, which is in good agreement to the slightly increased band gaps and 

indicates a decrease in interlayer electronic coupling.82,90 FeS2 itself does not show any fluorescence 

emission.  

 

         

 

 

 

 

Figure 8 Fluorescence emission spectra for the composites for λexc. = 355 nm (a), normalized emission spectra for λexc. =355 nm 

(b) and excerpt of the normalized spectra (c).  

 

The intensity for the emission at 445 nm in relation to that at 470 nm is clearly increased for the 

composites (Figure 8). The emission at 445 nm can be attributed to direct band gap emission, which is 

in good agreement to the band gap energy determined via absorption spectroscopy.81,91 Emission at 

470 nm corresponds to transitions from intra band gap states, likely involving lone electron pairs at N-

b) a) c) 
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(C)3 sites.92 An additional tail towards higher wavelengths includes contributions from defect 

emissions, such as transitions from lone pair states of nitrogen atoms in the s-triazine unit, from amino 

groups, NH-bridging units, or possibly graphitized areas at even higher wavelengths above 500 nm.88,89 

The significantly decreased intensity of lone pair and defect emission in relation to direct band gap 

emission in the composites, coupled to fluorescence quenching might indicate the inhibition of 

radiative recombination at defect sites, likely due to interaction of VN-CN with FeS2 involving free 

electron pairs. Since N-(C)3-sites are also effected, the interaction with iron influences the entire 

electronic structure of VN-CN, as also observed in DRIFT and XPS measurements. Charge transfer might 

assist in exciton separation and retard recombination.  

The excitation maximum for VN-CN is located at ≈320 nm which corresponds to band gap transitions 

(Figure S36 and S37, Supporting Information).92 The ratio of emission intensity at 320 nm excitation to 

emission intensity at 380 nm excitation in the normalized excitation spectra is significantly decreased 

for the composites compared to VN-CN, along with a slight red-shift of the entire emission signal. The 

group of Gan et al. ascribes excitation at around 380 nm to transitions from the valence band to lone 

pairs of –N-(C)3 species, that appears to be more favored for the composites.92 The absolute emission 

intensity is decreased at higher wavelengths, since the light absorption is diminished (Figure S37, 

Supporting Information).  

The lifetime of an emission is regarded as a more reliable parameter for judging charge recombination 

rates. The lifetime was measured for both detection at 445 and 470 nm (Figure S38, Supporting 

Information). The decay can be fitted with three exponential functions, as is usually done in literature, 

as well.14,88 The fluorescence lifetimes are increased again, for the composites, compared to VN-CN 

(Table S10, Supporting Information).  

The shortest lifetime (τ3 for emission at 445 nm/τ3’ for emission at 470 nm) for both the composites 

and VN-CN, respectively, can be attributed to recombination in the aromatic system.66 An increase in 

the second lifetime, τ2 , for the composites compared to defective CN implies improved intraplanar and 

intrachain charge separation (Figure S39, Supporting Information).66 This might be due to polarization 

of the heptazine framework and electron transfer. The greatest difference is observed in the time 

constants for τ1, which can be attributed to charge separation between layers (along the π-stacking 

direction). This is the main pathway for charge separation in carbon nitride.86 Hence, charge separation 

in the π system is significantly improved again by FeS2, affecting both the direct band gap emission at 

445 nm and the emission of lone pairs of ternary nitrogen species at 470 nm. The lifetimes are fairly 

similar for all composites. Fluorescence decay is longer at 470 nm compared to at 445 nm for all 

samples, supporting the assumption of the main emission at 470 nm mainly being caused by 

recombination at defect sides (involving free electron pairs of nitrogen species).  

 
Table 3 Quantum Yield at 355 nm for the composites containing different amounts of FeS2. 

 VN-CN 1 wt.% FeS2 2.5 wt.% FeS2 5 wt.% FeS2 10 wt.% FeS2 15 wt.% FeS2 

355 nm  12.0 % 6.6 % 6.7 % 6.1 % 6.2 % 4.3 % 

 

The quantum yield (QY) was determined at an excitation energy of 355 nm, to ensure that the 

increased fluorescent lifetimes truly correlate with improved charge carrier separation. The QY is 



 

 165 

decreased in the composites with increasing FeS2, implying that radiative recombination is indeed 

reduced in the composites (Table 3).  

 

8.1.2.5 Discussion of the Interaction of FeS2 and VN-CN Resulting in Enhancement of Ammonia 

Generation 

Based on the observations for structural changes in VN-CN induced by the presence of FeS2, we propose 

an activation of the structure of VN-CN by FeS2.  

Figure 9 Proposed coordination of nitrogen lone pairs to Fe2+ at defect sites and π-back-donation from iron to the nitrogen 

species, thereby increasing the electron density in the π* orbitals of the aromatic system and activating the =N-CN group. 

Since KOH treatment is supposed to introduce defect sites that have two nitrogen species with free 

electron pairs in the vicinity (imine-type nitrogen in =N-CN units and amino groups),73 an interaction 

similar to ligand to metal coordination to Fe2+ appears to be feasible, that results in an activation of the 

CN structure via π-back-donation and possibly light induced metal to ligand charge transfer (Figure 9). 

This model is based on following observations: 

1) Increased UV absorbance observed for the composites (more π-π*-transitions) (Figure 3).  

2) Band gap widening upon FeS2 addition (Figure 3): possibly due to deformation/ polarization of the 

structure upon coordination of defects in VN-CN to iron centers due to partial electron transfer (σ-

Donor) to FeS2.  

3) The shift of both nitrogen and carbon binding energies towards higher values suggests partial 

oxidation of the structure, thus supporting the σ-donor effect (Figure 4). 

4) The increased satellite peaks in the XP spectra suggest higher number of electrons in the π-system, 

which might be due to π-back-bonding, (Figure 4). Possibly, coordination of the cyano groups and/ or 

amino groups to Fe2+ centers induces a marked electron withdrawing effect and partial charge transfer 

to iron, reducing the electron delocalization. 

5) Fluorescence quenching and decreased QY indicate improved charge transfer (Figure 8 and Table 

2). 
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6) Decreased ratio of emission from lone electron pair states in fluorescence measurements (Figure 8) 

indicates electronic interaction of defects in VN-CN with FeS2. 

7) Increased fluorescence lifetime, τ1, for the composite (Table S10, Supporting Information): electrons 

in the π-system might be influenced and stabilized by the interaction with iron.  

8) An additional signal for photo-generated electrons in the TAS measurements upon composite 

formation with FeS2 might arise due to complex interactions of defect states with iron centers, such as 

light-induced M  L-charge transfer (Figure 7). 

9) TGA curves show a shift in the decomposition of VN-CN promoted by FeS2, indicating structure 

activation by FeS2 (Figure S12, Supporting Information). 

10) Shift of the vibration energy to lower values for the heptazine units additionally indicate structure 

activation: signals for C=N vibrations are apparently more influenced by the FeS2 addition than C-N 

vibrations, with the relative intensity decreasing (Figure S6, Supporting Information). 

11) π-back-donation from Fe-centers to imine bonds are known, as is back-donation and charge 

transfer with cyano group.93,94  

12) The oxidation products in the photocatalytic reaction are the same for both, composites and VN-

CN, (Figure 6), suggesting oxidation on VN-CN. 

13) The HER activity is decreased for the composites (Figure S21, Supporting Information), even though 

FeS2 is present, indicating that electrons in FeS2 are used for other redox reactions, such as π-back-

bonding and/or re-oxidation of Fe3+ to Fe2+.  

14) Slightly enhanced ammonia generation was also observed for untreated CN decorated with FeS2 

(Figure S40, Supporting Information) and was expected due to minor defects in CN (cf. DRIFT results). 

This further underlines the boosting effect in ammonia generation, when FeS2 and highly defective, 

KOH-treated CN are present.  

15) Interaction of the composite with N2 is indicated in the TGA-MS measurements, due to 

coordination to Fe2+. Such an effect could be advantageous for re-incorporation of nitrogen into the 

structure. 

A control experiment in 100 % of methanol yielded comparable ammonia yields in both nitrogen and 

argon atmosphere, underlining again, that the nitrogen is extracted from the carbon nitride framework 

and not – at least not completely – replenished. It also highlights, that the degradation is no of an 

oxidative nature but inherent in the reduction mechanism (Figure S41, Supporting Information) 

 

8.1.3 Conclusion 

We have shown that a combination of defect introduction into CN and subsequent composite 

formation with FeS2 can significantly improve the amount of ammonia generated in photocatalytic NRR 

experiments, resulting in four times higher ammonia yields under illumination compared to 

unmodified CN. The optimal FeS2 loading was established to be 1 to 5 wt.%. The system only employs 

inexpensive, earth-abundant and non-toxic materials. However, knowledge about the exact structure 

of CN and the presence and character of defects proved to be crucial, as they significantly influence 

the interactions between the two constituents. Charge transfer between FeS2 and VN-CN was 
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established to proceed at the defect sites, resulting in an electronic activation of the structure. 

Therefore, NH3 generation was found to occur not photocatalytically from N2, but rather via a novel 

activation route of VN-CN, involving reduction of the =N-CN group adjacent to nitrogen vacancies. A 

replenishment of nitrogen in the structure could, however, not yet be verified. FeS2 acts similar to a 

co-catalyst, enhancing the ammonia generation, although the process is different to that of (metal) 

electrocatalysts typically employed for photocatalytic HER or OER. Here, π-back-donation from Fe-

centers to imine nitrogen and amino groups of the defect-rich CN reduces the activation barrier for the 

reduction of terminal cyano groups upon illumination. 

Although there are numerous reports on CN for the photocatalytic NRR, the complexity of the system, 

with a broad variety of defects that can theoretically be present, necessitates a strict control of the 

synthesis parameters and thorough characterization experiments. We deduce that photocatalytic 

ammonia generation with defective CN is most likely always a product of self-degradation, which can 

be enhanced by back-donation with suitable coordinating materials. 

 

8.1.4 Experimental Section 
 

Material Synthesis and Characterization 

CN was prepared via thermal polymerization of melamine.95 1 g of melamine (Sigma Aldrich, 99%) was 

calcined at 550 °C for 4 h in a closed crucible in air, using a heating ramp of 5 K min-1. The synthesis 

was repeated several times and the obtained CN powder was ground and thoroughly mixed, before it 

was used for further modifications and composite formation. 

Vacancy-rich CN (VN- CN) was obtained by dispersing 2 g of the as-synthesized CN in 36 mL of 1 M KOH 

for 3 h under stirring. Subsequently, the material was collected via centrifugation and washed until 

neutral with ultrapure water.25 

For the composite formation, respective amounts of commercial FeS2 (Sigma Aldrich, 99.8%, 325 mesh) 

and VN-CN were ground for 10 min in a mortar, under addition of low amounts of i-propanol (p.a.). 

Subsequently, the mixture was subjected to heat treatment for 2 h at 200 °C in air, to improve 

interfacial contact.  

The composites were analyzed before and after the photocatalytic experiments. Powder X-ray 

diffraction (XRD) was measured on a Malvern PANalytical Empyrean device with Cu Kα irradiation (λ1 = 

1.5406 Å; λ2 = 1.54443 Å). Acceleration voltage and emission current were set to 40 kV and 40 mA, 

respectively. Peak assignment was performed with X’Pert Highscore plus. Following reference cards 

were used for the reflection assignment in FeS2 and FeS, respectively: 00-042-1340, 00-023-1123. The 

diffraction pattern for CN was calculated with Vesta, using crystallographic data from the group of 

Irvine.62  

Diffuse-reflectance UV/vis spectra were obtained using a Perkin Elmer Lambda 750 spectrometer with 

a Praying Mantis (Harrick) and spectralon as white standard. The Kubelka-Munk function was used for 

the calculation of pseudo-absorption, f(R).96 𝑓(𝑅) =
(1−𝑅)2

2⋅𝑅
   

For band gap determination, a Tauc plot was used.97 [𝑓(𝑅) ⋅ (ℎ𝜈)]
1

𝑛 with n = 0.5 for direct band gaps 

and n = 2 for indirect ones. 
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For diffuse reflectance infrared Fourier transformed spectroscopy (DRIFT) a Bruker Alpha II 

spectrometer and the software OPUS were used. Sample scans were taken from 400 to 4000 cm-1, with 

a resolution of 4 cm-1.  

Fluorescence measurements were conducted on a FluoTime 300 spectrometer from PicoQuant, with 

the software EasyTau2. Emission spectra were recorded at different excitation wavelengths from a 300 

W Xe lamp at room temperature in air. Time correlated single photon counting (TCSPC) spectra were 

measured using 355 nm laser excitation. The software EasyTau2 was employed for fitting of the decay 

curves, using a tailfit with three exponentials, according to: 

Dec(t) = ∑ 𝐴𝑖𝑒
−

𝑡
τ𝑖 + 𝐵𝑘𝑔𝑟𝐷𝑒𝑐

𝑛𝐸𝑥𝑝

𝑖=1 

 

For steady state measurements, the sample was placed in a holder for solid powder samples. For 

quantum yield (QY) measurements a thin film on the inside of a cuvette was prepared. The cuvette 

was placed in an integrating sphere. Measurements were conducted for “out” geometry – meaning 

that the film was positioned outside of the direct excitation path. For the calculation of the quantum 

yield, the intensity of the fluorescence emission was integrated, and the area AS was divided by the 

total integral excitation intensity as measured in an empty reference cuvette (ABE) minus the excitation 

intensity that is not absorbed by the sample, ASE. 

𝑄𝑌 =  
𝐴𝑆

𝐴𝐵𝐸 − 𝐴𝑆𝐸  
 

X-ray photoelectron spectroscopy (XPS) was performed with a Physical Electronics PHI VersaProbe III 

Scanning XPS Microprobe device. Monochromatic Al Kα X-ray irradiation with a beam diameter of 100 

µm was used, with the beam voltage being set to 15 kV and X-ray power to 25 W. The sample surface 

was pre-cleaned by argon cluster sputtering with a gas cluster ion-beam. To avoid surface charging, 

samples were continuously flooded with slow-moving electrons and Ar+. For survey scans, pass energy 

and step size were set to 224 eV and 0.4 eV, respectively. High-resolution spectra were measured with 

a pass energy of 26 eV, a step size of 0.1 eV and a step time of 50 ms. For data analysis a CASA XPS 

2.3.17 software was used. The background was corrected using Shirley subtraction. Peak fitting was 

done with Gaussian-Lorentzian line shapes, with 30% Lorentz ratio. For charge correction C 1s was set 

to 284.8 eV. 

Transient absorption spectroscopy data was collected in diffuse reflectance geometry with an LP980 

spectrometer (Edinburgh instruments). Pump laser pulse excitation was set at 355 nm (third harmonic 

of an Nd:YAG laser produced by Ekspla, NT340), while for the probe pulse a 150 W xenon arc lamp was 

used. Prior to the measurements the powder sample was filled in a cuvette, stored under Argon and 

sealed directly before the measurement. TAS data was normalized and decays were fitted with 

exponential decay functions.    

N2 physisorption measurements were conducted on a Quadrasorb Evo device from Anton Paar 

QuantaTec at 77 K to determine Brunauer-Emmet-Teller (BET) surface areas, using the software 

ASiQwin for data evaluation. Samples were degassed for 12 h at 120 °C prior to measurements. Due to 

the small surface area, Kr at 77 K was used for FeS2, in an AS-iQ-MP-MP-AG instrument from Anton 

Paar QuantaTec.  
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CHNS elemental analysis was performed with an Unicube instrument from Elementar, using 

sulfanilamide as standard. Approximately 2 mg of the respective sample were weighed into a tin boat, 

sealed and combusted at temperatures up to 1143 °C in an oxygen/ argon atmosphere. 

Thermogravimetric Analysis (TGA) with gas evolution detection via mass spectrometry (MS) was 

conducted with a Netzsch Jupiter STA 449C thermobalance together with a Netzsch Aeolos QMS 403C 

quadrupole MS, heating the sample at a rate of 5 K min-1 up to 900 °C in synthetic air. 

Scanning electron microscopy (SEM) images were recorded on a Zeiss Leo 1530 device with an 

acceleration voltage of 3 kV after sputter-coating with platinum (Cressington Sputter Coater 208 HR). 

Energy dispersive X-ray diffraction spectroscopy (EDX) measurements were conducted on the same 

instrument, using and an acceleration voltage of 20 kV. An ultra-dry EDX detector by Thermo Fisher 

Scientific NS7 was employed.  

Photocatalysis:  Light-induced ammonia generation was performed in a semi-batch setup using a 

doped Hg immersion lamp (Z4, 700 W Peschl Ultraviolet) placed in a water-cooled quartz-glass inlay 

and operated at 350 W. 200 mg of the photocatalyst were dispersed in ≈30 mL of water by ultrasonic 

treatment for 10 min. The dispersion was transferred to the glass reactor and diluted to 600 mL by the 

addition of water and methanol. The total amount of methanol was 20 vol.%. Nitrogen was bubbled 

through the stirred dispersion at a flow rate of 50 mL min-1 overnight to flush out residual air. For pre-

purification of the inlet gas stream, it was first passed through a 0.1 M KMnO4 solution, followed by a 

0.1 M KOH.8 The dispersion was illuminated for 7 h, during which a constant temperature of 10 °C was 

ensured by cooling the reactor with the help of a cryostat (Lauda Proline RP845). Evolving gasses were 

passed through an acid trap containing 10 mL of 1 mM H2SO4,98 dried and subsequently analysed by a 

quadrupole mass spectrometer (HPR-20 Q/C, Hiden Analytical). After the reaction, the dispersion was 

immediately filtered and tested for NH3 using the salicylate test method, a modification of the 

indophenol blue method.99,100 For the control experiment in an inert gas atmosphere, an Ar flow of 100 

mL min-1 was used. 

For the salicylate test, a stock solution of sodium hypochlorite and a stock solution containing the 

catalyst, sodium nitroprusside (Carl Roth, >99%), and sodium salicylate (Carl Roth, >99%), were 

prepared. The solutions were prepared fresh weekly and stored at 4 °C in the dark. For the preparation 

of the salicylate/ catalyst solution, 2 g of sodium salicylate and 8 mg of sodium nitroprusside were 

dissolved in 15 mL of ultrapure deionized water, to which 5 mL of a 2 M sodium hydroxide solution 

was added. For the preparation of the hypochlorite solution, 200 μL of sodium hypochlorite solution 

(12% Cl, Carl Roth) and 1 mL of 2 M NaOH were given to 18.8 mL of water. In a typical testing procedure, 

500 μL of the hypochlorite solution were given to 2 mL of the reaction solution, which was filtered 

through a 0.2 µm syringe filter beforehand. Then, 500 μL of the sodium salicylate solution were added. 

The mixture was stored in the dark at room temperature overnight for color development, before 

being analyzed by UV/vis spectroscopy (Perkin Elmer Lambda 750 spectrometer), using a mixture of 

the two testing solutions and 20% aqueous methanol as reference. For the calibration, ammonium 

chloride (Carl Roth, >99.7%) stock solutions were prepared in a concentration range from 0.1 μg L-1 to 

10 mg L-1 of NH4
+. Since the experiment was performed in the presence of methanol as a scavenger, 

20% of methanol were present in the calibration as well. 

To verify the results from the salicylate test, the filtered reaction solutions were additionally analyzed 

with ion chromatography (IC). A Dionex Aquion System from Thermo Fisher, equipped with a Dionex 
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IonPac CS16 column with a CG16 guard column, CERS suppressor, and electric conductivity detector. 

30 x 10-3 M methanesulfonic acid was used as eluent. 

Ion chromatography was also used to analyze the reaction solution for nitrate by-products. The 

reaction solution was filtered with a 0.2 µm syringe filter. A Dionex Aquion system from Thermo Fisher, 

equipped with a Dionex IonPac AS9-HC column and IonPac AG9-HC guard column was used for the 

analysis. 1 x 10-3 M NaHCO3/ 8 x 10-3 M Na2CO3 was used as eluent, a UV detector was employed for 

quantification at a wavelength of 207 nm. 

For the quantification of hydrazine, the colorimetric method first reported by Watt and Chrisp was 

employed.101 For the testing solution, 0.4 g of p-dimethylaminobenzaldehyde (Sigma Aldrich, 99%) 

were dissolved in 20 mL of ethanol (p.a.), to which 2 mL of concentrated HCl were added. For the 

calibration curve, standard solutions of hydrazine sulfate (Sigma Aldrich, >99%) in water/ methanol 

mixtures were prepared. For the measurement, 1.5 mL of the filtered reaction solutions were mixed 

with 1.5 mL of the testing solution and stored in the dark for 20 min for color development, before 

analysis of the absorbance with UV/vis spectroscopy against a reference containing only the testing 

solution and a water/ methanol mixture. 
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Figure S1 Photographs of composites of VN-C3N4 with and FeS2, demonstrating the color change upon addition of FeS2.  

 

 

 a)                                                                                         b) 

 

 

 

 

 

 

 

 
Figure S2 Normalized PXRD patterns for VN-C3N4 and the composites with indices for C3N4 (a) and enlarged section of the 
(002) reflection (b), elucidating the shift towards higher diffraction angles upon KOH-etching, that is retained in the 
composites.  

   

VN-C3N4 2.5 wt.% FeS2 5 wt.% FeS2 10 wt.% FeS2 1 wt.% FeS2 15 wt.% FeS2 

(210) 

(002) 
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Figure S3 Additional SEM images of FeS2-VN-C3N4-Composites. An image of the composite containing 10 wt.% of FeS2 (a) 
elucidates the partial wrapping of C3N4 around a pyrite particle. Another one of a composite containing 5 wt.% of FeS2, shows 
the surface decoration of carbon nitride with a pyrite particle (b). Another image shows an exemplified area of only carbon 
nitride (c). 

 

 

  

 

 

Table S2 BET surface area of the composites of FeS2 and VN-C3N4. 

Sample BET Surface Area [m2/g] 

C3N4 10.7 
VN-C3N4 9.8 

1 wt.% FeS2 7.9 
2.5 wt.% FeS2 7.8 
5 wt.% FeS2 8.9 

10 wt.% FeS2 5.6 
15 wt.% FeS2 4.0 

FeS2 (Kr) 0.24 

 

 

Location 
Atom% 

C 
Atom% 

N 
C/N 

Atom% 
Fe 

Atom% 
S 

Fe/S 

Point 1 33.9 65.4 0.52    
Point 2 11.3   31.0 57.6 0.54 

Figure S4 EDX of a composite sample (10 wt.% FeS2) with two respective points for C3N4 and FeS2. 

Table S1 Elemental composition of pyrite and C3N4 in the composites. 

 

2 µm 2 µm  2 µm 

a)                                                     b)                                                              c) 
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Figure S5 Diffuse absorption due to FeS2 causing an offset of the baseline in the Kubelka-Munk plots of the composites. The 
sharp offset at 860 nm results from a detector and monochromator change of the instrument. 

 

Table S3 Band gaps for the composites derived from the Kubelka Munk and the indirect Tauc plots, respectively. 

Sample 
Band gap derived from the 

Kubelka-Munk plots [nm/ eV] 
Band gap derived from the 

indirect Tauc plots [eV] 

Bulk C3N4 442 / 2.81 2.73 
VN- C3N4 444 / 2.79 2.70 

1 wt.% FeS2 433 / 2.86 2.74 
2.5 wt.% FeS2 429 / 2.89 2.76 
5 wt.% FeS2 428 / 2.90 2.78 

10 wt.% FeS2 430 / 2.88 2.77 
15 wt.% FeS2 433 / 2.86 2.77 

FeS2 525 / 2.36 -- 

 

 

 

 

 

 

 

 

 

      

Figure S6 C3N4 before and after KOH-treatment (a) and excerpt of the DRIFT spectra of the composites, elucidating a shift of 
the vibration energies in the heptazine framework towards lower wavenumbers with increasing FeS2 content (b). The 
different colors represent the spectra for the different composites, identical to the color code in e.g. Figure S5. 

a) b) 
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Table S4 Atomic ratios derived from XPS survey scans. Different rows for the same material indicate different measurement 
spots 

 N At% C At% Fe At% S At % O At.% C/N 
C/N 

(corrected 
adv. C) 

C3N4 56.1 43.2   0.7 0.770 0.66 
 59.7 40.3    0.675  

average      0.72  

VN-C3N4 53.2 44.1   2.7 0.829 0.71 
 56.4 43.6    0.773  
 54.3 43.2   2.5 0.7968  

average      0.80  

5 wt.% FeS2 
54.8 43.6 0.1 0.3 1.1 0.796 0.71 
53.2 44.0   2.8 0.827  
55.2 43.3   1.5 0.784  

average      0.80  

NRR 5 wt.% 
FeS2- 

 

52.1 45.2 0.6 0.3 1.8 0.868 0.63 
51.3 45.9   2.8 0.895  
52.3 45.4   2.3 0.868  

average       0.88  
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Figure S7 Survey scans for bulk C3N4 (a), VN-C3N4 (b) and the composite with 5 wt.% of FeS2 (c). 
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Table S5 Binding energies and ratios for the different nitrogen species in the N 1s spectra of C3N4 and VN-C3N4. Fit employed 
for the further evaluation of spectra for VN-C3N4 shown in green. 

  -NH -NH2 N-(C)3 N-(C)2 

C3N4-Fit1 Binding energy / 
eV 

401.4 400.3 399.2 398.6 

 Amount / at.% 4.4 21.1 23.8 50.8 
C3N4-Fit2 Binding energy / 

eV 
401.4 400.4 399.2 398.6 

 Amount / at.% 4.9 19.1 27.8 48.2 

VN-C3N4-Fit1 Binding energy / 
eV 

401.5 400.7 399.2 398.6 

 Amount / at.% 3.7 10.7 37.2 48.5 
VN-C3N4-Fit2 Binding energy / 

eV 
401.5 400.7 399.1 398.6 

 Amount / at.% 2.6 12.3 42.2 42.9 
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Figure S8 Two possible fits for the N 1s spectrum of C3N4 obtained for slightly different starting conditions giving both 
reasonable, but not identical results (top) and for VN-C3N4 (bottom). 
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Further information on fitting the N 1s spectra for VN-C3N4 and that of a composite with 5 wt.% of 

FeS2 

 

First, we kept the area ratio of the peaks at 401.5 and 400.4 eV fixed when fitting the spectrum for VN-

C3N4 based on that of bulk C3N4, allowing for only slight shifts (0.2 eV) in both binding energy and 

FWHM. This constraint is based on the assumption that the signals can be attributed to NH2 and NH 

species, which should remain unaffected by KOH treatment and that the cyano group is encompassed 

by the signal for N-(C)3.  

As noted, the nitrogen of cyano groups at ~400 eV might also fall under the signal at 400.4 eV. 

Therefore, we repeated the fit, keeping the ratio of the signals for NH (at 401.5 eV) and N-(C)3 at 399.7 

eV fixed. Both fits give good results, but entirely different ratios and peak shifts (Figure S9, Table S6). 

It cannot be determined, which is the more reliable fit, but the one for which the cyano group is 

assumed to fall under the signal at 400.4 eV gives the more logical changes in the ratios of the 

respective nitrogen species (Table S6). Still, the fitting results are rather arbitrary. Furthermore, it is 

always possible to introduce more fitting peaks, thus further complicating analysis; for that reason, we 

have always used the minimum amount of peaks necessary to achieve a good fit. For all fits, the binding 

energy of the N-(C)2 signal remains the same, but its ratio compared to the N-(C)3 and NH signal is 

decreased. This is in good agreement to the introduction of cyano groups under simultaneous ring 

breakage. No prediction can be made for nitrogen vacancies, since the arbitrary fitting does not allow 

for accurate evaluation of changes for the NH to NH2 and N-(C)3 ratio and the content of N-(C)2 is 

already expected to decrease upon cyano group formation.  

For the fits of the N 1s spectrum of the composite, first the parameters for the fit for VN-C3N4 with 

constant ratio of the two amino peaks were used as starting conditions, assuming that the structure is 

mostly unchanged upon composite formation. The structure – and hence also the peak fit – of the 

composite will depend on that of VN-C3N4, which is in turn derived from the bulk C3N4. All area ratios 

were kept constant, allowing for minor changes of the FWHM and shifts in the peak positions of ± 0.4 

eV. The spectrum was additionally fitted by setting the fit parameters for VN-C3N4 with constant NH/N-

(C)3 ratio as starting conditions, once with fixed area ratios and once allowing for changes in peak area 

ratios and FWHM (Figure S10). Fitting the spectrum of the composite based on the parameters for VN-

C3N4 and removing the constraints did not give realistic results. 

Moreover, the fit was repeated with only two signals for NH, NHx, CN and N-(C)3, but the results are 

just as variable and the sensibility in approximating four chemical species with two signals is 

questionable (Figure S9, Table S7).  
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Figure S9 Fitted N 1s spectra for KOH treated C3N4, using following fitting constraints: (a) no constraints, starting parameters 
from the untreated C3N4 (fit 1 in Table S5), (b) fit under the prerequisite of retained NH/NH2 ratio, (c) fit with retained NH/N-
(C)3 ratio. The bottom row delineates the possible fitting of the N 1s spectra, with only one signal for the amino groups, (d) 
for bulk C3N4, (e) for VN-C3N4 and (f) for the composite containing 5 wt.% of FeS2 . 

Figure S10 Fit for the N 1s spectrum of the composite with (a): FWHM and area ratios kept the same as for VN-C3N4 (with a fixed 
NH/NH2 ratio), (b) allowing for changes in both FWHM and area ratio and (c) fit for the spectrum without any constraints from 
the parameters of the fit for VN-C3N4. Additionally: (d) fits for the N 1s spectrum of the composite using the parameters of the fit 
for VN-C3N4with a fixed NH/N-(C)3 ratio as starting conditions and keeping FWHM and area ratio mostly fixed, or (e) removing 
constraints for FWHM and area ratio. 
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Table S6 Binding energies and ratios for the different nitrogen species in the N 1s spectra of VN-C3N4 and the composite 
with 5 wt.% of FeS2, fitted with different constraints. The best fitting results are shown in green. 

 Fit from  -NH -NH2 N-(C)3 N-(C)2 

VN-C3N4 

Fig. S9 a Binding energy / eV 401.5 400.7 399.2 398.6 

 Amount / at.% 3.7 10.7 37.2 48.5 

Fig. S9 b Binding energy / eV 401.4 400.4 399.2 398.6 

 Amount / at.% 3.8 18.2 25.2 52.9 

Fig. S9 c Binding energy / eV 401.3 400.3 399.1 398.6 

 Amount / at.% 5.1 17.5 27.8 49.7 

5 wt.% 
FeS2 

Fig. S10 a Binding energy / eV 401.7 400.6 399.5 398.8 

 Amount / at.% 3.8 18.2 25.2 52.9 

Fig. S10 b Binding energy / eV 401.7 400.6 399.5 398.9 

 Amount / at.% 3.5 17.0 23.0 56.5 

Fig. S10 c Binding energy / eV 401.5 400.3 399.4 398.8 

 Amount / at.% 6.7 21.9 19.3 52.1 

Fig. S10 d Binding energy / eV 401.6 400.5 399.4 398.8 

 Amount / at.% 5.1 17.5 27.8 49.7 

Fig. S10 e Binding energy / eV 401.6 400.4 399.4 398.8 

 Amount / at.% 5.2 20.7 28.3 45.8 
 

Table S7 Binding energies and ratios for the different nitrogen species in the N 1s spectra of C3N4, VN-C3N4 and the 
composite with 5 wt.% of FeS2, with both amino groups fitted together with only one signal. 

  -NHx N-(C)3 N-(C)2 

C3N4 
Binding energy / eV 400.9 399.4 398.6 

Amount / at.% 16.8 28.2 55.0 

VN-C3N4 
Binding energy / eV 401.1 399.6 398.7 

Amount / at.% 10.0 29.5 60.5 

5 wt.% FeS2 
Binding energy / eV 401.5 400.0 398.9 

Amount / at.% 7.0 28.4 64.6 
 

 

a)                                                                                      b)     

 

 

 

 

 

 

 

Figure S11 Normalized C 1s spectra (a) and N 1s spectra (b) for C3N4, VN-C3N4, and the composite with FeS2. 
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a)                                                                                   b) 

 

 

 

 

 

 

 

Figure S12 TGA-MS measurements for FeS2, VN-C3N4 and the composite with 5 wt.% FeS2. The mass loss is depicted on the 

left (a) and the corresponding DSC curves are shown on the right (b). A shift in the decomposition temperature of the 

composite by almost 100 °C is clearly apparent. 

 

 

 

 

 

 

 

 

 

 

 

Figure S13 Corresponding ion currents for the TGA-MS measurements. 
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FeS2 VN-C3N4 
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  a)                                                                                             b) 

 

 

 

 

 

 

 

Figure S14 Calibration curve for the salicylate test in methanol/ water (a) and in 1 mM H2SO4 (b), using a 12% hypochlorite 
solution. Considerable deviations in the low concentration area for the calibration in H2SO4 indicate either trace amounts of 
ammonia impurities in the acid, or an interference of SO4

2- with the test (the same effect was observed for Na2SO4 solutions). 
Maximal absorbance at around 660 nm was measured. 

 

 

 

 

 

 

 

 

Figure S15 Color development for the salicylate test of a 1 mg/L NH4
+ solution depending on the time. Absorbance was 

measured at 667 nm. 
 

    a)                                                                                         b) 

 

 

 

 

 

 

 

Figure S16 Influence of the amount of hypochlorite solution (12 % Cl2) added to the stock solution (20 mL) for the test. HS: 
Hypochlorite solution. 
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Figure S17 Ammonia quantification for the composite samples after photocatalytic NRR, using a 12 % hypochlorite solution. 

 

           

Figure S18 Reference measurements: Ammonia concentration after stirring overnight in the dark (left) and control of the 
influence of carbon nitride on the salicylate test by dispersing C3N4 in water/methanol and subsequently removing the 
powder via filtration or centrifugation and analyzing the solution for ammonia. 

 

   a)                                                                                      b) 

 

 

 

 

 

 

 

Figure S19 Calibration curve for the test for hydrazine (a) and testing of the reaction solution after photocatalytic NRR (b). 
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Figure S20 Nitrate concentrations determined by ion chromatography.  

 a)                                                                                          b)   

 

 

 

 

 

 

 

Figure S21 Gas evolution rates for the photocatalytic experiments in N2 atmosphere (a) and in Ar atmosphere (b). 

 

 

 

 

 

 

 

 

 

Figure S22 Reference measurements for UV-spectra (a) and UV spectra for the longtime photocatalytic measurements (b). 

 

 

b)    a) 
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Figure S23 2nd derivative of the UV spectra of the NRR solution.             
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 a) 

 

 

 

 

 

 

 

 

    

b) 

 

 

 

 

 

 

 

 

Figure S24 Ammonia concentrations determined with ion chromatography (a), and an exemplary chromatographic trace for 

the composite containing 5 wt.% of FeS2 (b). Sodium impurities were found in all samples, as well as the calibration standards 

and are likely contaminations the glass vessels. Additionally, potassium residues were detected. 
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 a)                                                                                          b) 

 

 

 

 

 

 

 

 

Figure S25 Ammonia concentration development during the longtime measurement in nitrogen and argon atmosphere, 
respectively and corresponding hydrogen evolution. 

 

Table S8 Accumulated ammonia determined in the acid traps. 

 Accumulated ammonia (12 % hypochlorite solution) /µg 

C3N4 0.848 ± 0.041 
VN-C3N4 1.648 ± 0.001 

VN-C3N4 - Ar 3.675 ± 0.101 
FeS2  

1 wt.% FeS2 3.480 ± 0.004 
2.5 wt.% FeS2 3.022 ± 0.053 
5 wt.% FeS2 3.193 ± 0.007 

10 wt.% FeS2 2.080 ± 0.014 
15 wt.% FeS2 2.294 ± 0.004 

5 wt.% FeS2 - Ar 6.552 ± 0.055 
Mix – 5 wt.% FeS2 0.941 ± 0.039 
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a)                                                                                         b) 

 

 

 

 

 

 

 

Figure S26 PXRD patterns for the composites before (a) and after (b) photocatalytic experiments, showing a reduction in the 
relative intensity of the reflections for FeS2 but otherwise retained composition.  

 

a)                                                                                         b)       

  

 

 

 

 

 

 

Figure S27 XRD patterns indicating the removal of FeS2 in the composite after dispersion in water/ methanol mixtures (a) 
and the effect of storage in air and calcination at 200 °C on the structure of FeS2 (b). 
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  a)                                                                                         b)      

 

 

 

 

 

 

 

                                                     c) 

 

 

 

 

 

 

 

Figure S28 Kubelka-Munk plots of the composites before (a) and after the photocatalysis (b) showing increased UV-light 
absorption, and corresponding indirect Tauc plots after the photocatalytic ammonia generation (c). 

 

 

 

 

 

 

 

 

Figure S29 Color change of the photocatalysts over the course of the NRR. 

C3N4 5 wt.% FeS2 VN-C3N4 
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Figure S30 DRIFT spectra of the composites after the photocatalytic experiments. 

 

a)                                                                                                      b) 

 

 

 

 

 

 

 

c)                                                                                                       d) 

 

 

 

 

 

 

Figure S31 DRIFT spectra of the composite before and after the photocatalytic experiments. The spectra are shown 
normalized (a and c) and for exemplary composites without normalization (b and d). An excerpt for the C-N vibrational range 
of the aromatic system is shown at the bottom. The intensity for the vibration at 1720 cm-1 is slightly reduced, but not as 
much, as the other C-N vibrations of the heptazine units, as elucidated by normalization. It is additionally shifted back towards 
higher wavenumbers, indicating an increase in the energy of the system.  

 

 

 

 



 

 193 

       a)                                                                                          b) 

 

 

 

 

 

 

 

        c)                                                                                          d) 

 

 

 

 

 

 

 

Figure S32 Structural evolution of the heptazine framework and cyano groups after the photocatalytic NRR as observed in 
DRIFT measurements (a and b) and for the longtime experiments (c and d).  
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       a)                                                                                           b) 

 

 

 

 

 

 

 

        c)                                                                                           d) 

 

 

 

 

 

 

 

Figure S33 Photoelectron spectra for the composite (5 wt.% FeS2) after the NRR. C 1s spectrum (a), N 1s spectrum fitted, 
treating the amino group signals as one (b), N 1s spectrum using the parameters for the fit of the composite, that was based 
on a maintained NH/NH2 ratio as starting conditions (removing the constraints for the fit) (c), N1s spectrum, using the 
parameters for the fit of the composite with retained NH/N-(C)3 ratio as starting conditions (removing the constraints for the 
fit itself) (d). 

 

Table S8 Binding energy and ratio for carbon and nitrogen species in a composite before and after NRR. 

  -NH -NH2 N-(C)3 N-(C)2 π  π* N-(C)2/N-(C)3 N-(C)2/NH 

5 wt.%  
before NRR 

Binding 
energy / eV 

401.
6 

400.5 399.4 398.8    

Amount / 
at.% 

5.1 17.5 27.8 49.7  1.79 9.75 

5 wt.%  
After NRR (d) 

Binding 
energy / eV 

401.
6 

400.7 399.5 398.8 
404.4, 
405.4 

  

Amount / 
at.% 

2.3 17.7 28.3 51.7  1.83 22.4 

after NRR (c) 

Binding 
energy / eV 

401.
6 

400.7 399.6 398.8 
404.4; 
405.3 

  

Amount / 
at.% 

3.3 15.6 25.3 55.9  2.21 16.9 

  C-C N-C=N 
C-NHx ; 

CN 
π  π* π  π* CN/N-C=N CN/C-C 

5 wt.% 
before NRR 

Binding 
energy / eV 

284.
8 

288.5 286.5 293.1 295.6  284.8 

Amount / 
at.% 

11.3 84.4 4.3   0.051 11.3 

5 wt.%  
after NRR 

Binding 
energy / eV 

284.8 288.4 286.4 293.0    

Amount / at.% 27.0 69.4 3.6   0.052 0.13 
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The N 1s spectrum was fitted using the parameters for the N 1s spectrum of the composite before NRR 

as starting parameters (Figure S10, Table S6). Constraints were removed for the fitting, since no 

information about relative ratio relations and possible shifts were available. 
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a)                                                                                         b)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S34 Elemental Analysis for CHNS for the composites before (circle) and after (triangle) the photocatalytic experiment 
(a). For better accuracy, the analysis was performed at least twice and the results averaged. C/N ratios for the different 
composites before and after photocatalytic NRR (b). The change in the C/N ratio upon KOH treatment is illustrated in (c). 

 

Determination of the fraction of extracted nitrogen: 

The degraded fraction of VN-C3N4 might roughly be estimated from the C/N ratio obtained from 
elemental analysis. However, this is based on small portions of the catalyst and thus not very accurate, 
as already shown by the deviation of the ratio from the ideal value of 0.75. The C/N ratio in VN-C3N4 
itself changed by approx. 0.005, which equals to 0.9 %.  
 
If the difference is calculated as: 

Δ
C

N
=

3

4 − 𝑥
−

3

4
  = 0.005     →        x = 0.02649 

 
This equal to a change in the N-fraction of 0.66 %. The nitrogen content for VN-CN (200 mg total) is 
121.74 mg (based on a composition of C/N=0.75). This would equal to a nitrogen extraction of 
0.00662*121.74 mg = 0.806 mg, which is larger than the generated amounts of ammonia determined 
with IC, but can still show, that large amounts of nitrogen are extracted from the framework and that 
the ammonia is thus probably mainly generated from the nitrogen of the C3N4 framework. 
If the C/N ratio of 0.55471, as obtained from EA, is taken as a starting ratio, a rough composition of 

C3N5.408 can be estimated. Following the same calculation as illustrated above, a change in the N-

fraction of 0.93 % is obtained, resulting in a nitrogen extraction of 1.27 mg. 

c) 
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The calculation was performed for CN-CN and not for the composites, as a decreased C/N ratio before 

the reaction (as compared to VN-CN) illustrates some uncertainties in the exact ratio for the 

composites, likely due to strong interactions with the iron. 

 

If the calculation is performed backwards, it est estimating the extracted nitrogen fraction based on 

the generated amount of ammonia (IC results), one arrives at an extracted fraction of 0.32 % for VN-

CN if a C/N ratio of 0.75 is considered, or 0.29 % based on the ratio obtained from EA. For the composite 

containing 1 wt.% of FeS2, values of 0.59 % or 0.53 % of extracted nitrogen are calculated. These values 

are smaller than those obtained above, illustrating, how large amounts of nitrogen are extracted from 

the framework. This is a good indication, that the ammonia is generated from nitrogen in the 

framework. 
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                                          a) 

 

 

 

 

 

 

 

                                          b) 

 

 

 

 

 

 

Figure S35 ns-TAS decay kinetics at 800 nm and corresponding exponential fit for VN-C3N4 (a) and the composite with 5 wt.% 
of FeS2 (b). 
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        a)                                                                                      b)         

       

 

 

 

 

 

 

        c)                                                                                       d) 

 

 

 

 

 

 

 

Figure S36 Excitation spectra for the composites at detection wavelengths of 445 nm (shoulder to the left of the emission 

spectra) (a and c) and 470 nm (main emission peak) (b and d). The dip at 400 nm is not a feature belonging to the sample, as 

it is also apparent in the curve for the excitation power (insert). The spectra are depicted with absolute intensity (top) and 

again with normalized intensity (bottom). 
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  a)                                                                                                                b)      

 

 

 

 

 

 

 

 

  c)                                                                                                                d)    

 

 

 

 

 

 

 
 

Figure S37 Emission spectra for VN-C3N4 (a) and the composite containing 1 wt.% of FeS2 (b) with excitation at different 
wavelengths. Normalized spectra are shown in (c) and (d). 

 

 



 

 201 

    a)                                                                                        b) 

 

 

 

 

 

 

Figure S38 Exponential decay of emission at 470 nm (a) and 445 nm (b), measured with single photon counting after laser 

excitation at 355 nm. 

 

 

 

 

 

 

 

 

 

Figure S39 Fluorescent lifetimes for C3N4, VN-C3N4 and thereof derived composites. 

 

Table S9 Fluorescent lifetimes in ns for C3N4, VN-C3N4 and thereof derived composites. 

 τ1’, 470 nm  τ2’, 470 nm τ3’, 470 nm τ1, 445 nm τ2, 445 nm τ3, 445 nm 

VN-C3N4 41.2 5.86 1.39 32.9 4.74 1.13 

1 % FeS2 43.8 6.30 1.48 37.7 5.52 1.32 

2.5 % FeS2 45.6 6.45 1.53 40.6 5.88 1.42 

5 % FeS2 45.2 6.50 1.53 39.7 5.93 1.44 

10 % FeS2 44.8 6.44 1.53 42.5 5.92 1.38 

15 % FeS2 44.3 6.58 1.55 35.7 5.34 1.26 
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Figure S40 Ammonia concentrations determined for NRR with bulk (not KOH-treated) C3N4 and a thereof derived composite 
with 5 wt.% of FeS2. Here, the composite formation only results in a lower improvement of the activity compared to VN-C3N4. 
Concentrations determined with ion chromatography are 309 µg/L NH4

+ for C3N4 and 442 µg/L NH4
+ for the composite, 

respectively. 

 

 

a)                                                                                        b)                         

 

 

 

 

 

 

 

Figure S41 Generated ammonia concentrations in 100 % of methanol as a solvent (a) and corresponding hydrogen evolution 

(b). The amount of ammonia generated is larger in both nitrogen and argon atmosphere, due to the better hole scavenging 

ability of pure methanol compared to an aqueous solution. Ammonia concentrations were determined with IC. 
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10 Abbreviations & Symbols 
 

10.1 Abbreviations 
 

A acceptor 

AC  alternating current 

ad. adsorbed 

AM  air mass 

approx.  approximately 

AQE  apparent quantum efficiency 

AQY apparent quantum yield 

as-syn as-synthesised 

ASTM  American Society for Testing and Materials 

ATP  adenosine triphosphate 

at.% atomic percent 

a.u.  arbitrary units 

BET  Brunauer-Emmett-Teller 

BG  band gap 

CB  conduction band 

CF  crystal field 

CFSE  crystal field stabilisation energy 

CN carbon nitride 

CO2RR  CO2 reduction reaction 

COD  Crystallography Open Database 

CV cyclic voltammetry 

D donor 

DC  direct current 

DFT  density functional theory 

DLS dynamic light scattering 

DRIFT  diffuse reflectance infrared Fourier transformed 

DSC differential scanning calorimetry 

EA elemental analysis 

ECSA  electrochemical active surface area 

EDX  energy dispersive X-ray (spectroscopy) 

EG ethylene glycol 

e.g. exempli gratia (for example) 

EIS electrochemical impedance spectroscopy 

eq.  equation 

et al.  et alii (and others) 

FE  Faradaic efficiency 

FTO fluorine doped tin oxide 

FWHM full width half maximum 

GC  gas chromatography 

GDP  gross domestic product 
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HER  hydrogen evolution reaction 

HOMO  highest occupied molecular orbital 

HS  high spin 

IC  ion chromatography 

ICDD  International Centre for Diffraction Data 

i.e. id est (that is) 

iR internal resistance 

IR infrared 

ISCT  inter-sublattice charge transfer 

IUPAC International Union of Pure and Applied Chemistry 

IVCT  intervalent charge transfer 

LDH  layered double hydroxide 

LMCT  ligand to metal charge transfer 

LMO  LiMn2O4 

LSPR  localised surface plasmon resonance 

LUMO  lowest unoccupied molecular orbital 

MS  mass spectrometry 

NAP near ambient pressure 

NASA  National Aeronautics and Space Administration 

NCEI  National Center for Environmental Informations 

NHE  normal hydrogen electrode 

NIR near infrared 

NOAA  National Oceanic and Atmospheric Administration 

norm. normalised 

NREL  National Renewable Energy Laboratory 

NRR  nitrogen reduction reaction 

OER  oxygen evolution reaction 

Oh octahedra 

OD optical density 

OWS  overall water splitting 

Ox oxidation 

PEC photoelectrochemistry 

PHI  poly(heptazine)imide 

PL photoluminescence 

PTI  poly(triazine)imide 

PZC point of zero charge 

PODAAC  Physical Oceanography Distributed Active Archive Center 

QE quantum efficiency 

QY  quantum yield 

RCP  representative concentration pathways 

Red reduction 

RHE  reversible hydrogen electrode 

SB  Schottky barrier 

SC  semiconductor 

SEM  scanning electron microscopy 

SMARTS2  Simple Model of the Atmospheric Radiative Transfer of Sunshine 
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STH  solar to hydrogen efficiency 

Td tetrahedra 

TAS transient absorption spectroscopy 

TCSPC time correlated single photon counting 

TEG triethylene glycol 

TEM  transmission electron microscopy 

TG/ TGA  thermogravimetry/ thermogravimetric analysis 

TOF  turnover frequency 

US  United States 

UV  ultra violet 

VB  valence band 

vis  visible 

vs  versus 

wt.% weight percent 

XAS X-ray absorption 

XRD/ PXRD X-ray diffraction/ powder X-ray diffraction 

XPS  X-ray photoelectron spectroscopy 

  

 
 
 
 

 

10.2 List of Symbols 

 
Symbol  Unit  Description  

a Å lattice parameter 

A m2 area 

α   charge transfer coefficient 

C F capacitance 

χ2  goodness of fit (Rietveld) 

d m diameter 

e C charge of an electron 

E eV energy 

EBG eV band gap energy 

EF eV Fermi level  

e-  electron 

ϵ   vacuum permittivity  

ϵ0 F m-1 relative permittiviy 

F C mol-1 Faraday constant 

F(R) a.u. Kubelka-Munk function 

G kJ mol-1 Gibbs free energy 

η  V overpotential 

h J s Planck constant 

h+  hole 

hkl  Miller indices 
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j A cm-1 current density 

k  wave vector 

λ  nm wavelength 

λ   degree of inversion 

Nd m-3 donor density 

p Pa pressure 

φ  V potential 

qp  photon flux 

r m radius 

R J mol-1 K-1 universal gas constant 

R  reflectance 

Rexp % expected R-factor 

Rwp % weighted R-factor 

S nm-1 Scattering vector 

t s time 

T K temperature 

τ   lifetime 

Θ  ° diffraction angle (XRD) 

V m-3 volume 

VN  nitrogen vacancy 

VO  oxygen vacancy 

ξ  dielectric field/ photonic efficiency 

ZI Ω  impedance (imaginary part) 

ZR Ω impedance (real part) 
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