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Kurzzusammenfassung

Thermische (T-NEFs) und solutale Nichtgleichgewichtsfluktuationen (c-NEFs) in
Flüssigkeiten mit aufgeprägten Temperatur- und Konzentrationsgradienten unter-
scheiden sich von Gleichgewichtsfluktuationen (EFs) grundlegend. Sie werden durch
spontane Geschwindigkeitsschwankungen hervorgerufen, welche Volumenpakete und
ihre Temperatur- und Konzentrationszustände verschiebt. Diese wirken als starke
lokale Störungen, sogenannte Fluktuationen in einem Nichtgleichgewichtszustand
oder Nichtgleichgewichtsfluktuationen (NEFs). Sie können auf allen Längenskalen
auftreten und wirken langreichweitig mit einem charakteristischen ∼ q−4 Verhalten,
der zugeordneten Amplituden. Wir untersuchen mit einem selbst entwickelten und
gebauten Shadowgraphy Setup diese NEFs in binären Polystyrol/Toluol Mischungen,
die einem externen Temperaturgradienten ausgesetzt sind. Dieses Messverfahren
bietet ebenso eine alternative Detektionsmöglichkeit von wichtigen fluidalen Trans-
portkoeffizienten, ohne dass optische Kontrastfaktoren benötigt werden. Es zeigten
sich dabei zunächst von der Literatur abweichende Ergebnisse, die jedoch mit einer
komplexen Simulation (der entstehenden Shadowgraphy-Signale) auf unberück-
sichtigte Nichtlinearitäten in den Gleichungen zurückzuführen waren. Dies ist ein
wichtiges Ergebnis für viele ähnliche Experimente, da diese meist ebenfalls nur die
lineare Näherung der Diffusionsgleichungen berücksichtigen. Des Weiteren konnten
wir im Zuge dieser Arbeit eine alternative Beschreibung der Strukturfunktion auf-
stellen, die im Fall von Proben mit großer Lewiszahl entscheidende Verbesserungen
verspricht.



Abstract

Thermal (T-NEFs) and solutal non equilibrium fluctuations (c-NEFs) in liquids
with applied temperature and concentration gradients differ fundamentally from
equilibrium fluctuations (EFs). They are caused by spontaneous velocity fluctuations
that displace volume elements and their temperature and concentration states.
These act as strong local perturbations so-called fluctuations in a non equilibrium
state or non equilibrium fluctuations (NEFs). They can occur on all length scales and
have a long-range effect due to the characteristic ∼ q−4 behavior of the associated
amplitudes. Using a self developed shadowgraphy setup we have studied these
NEFs in binary polystyrene/toluene mixtures exposed to an external temperature
gradient. This method offers additionally an alternative way of detecting important
fluidic transport coefficients without the need for optical contrast factors. The
results initially differed from the literature, but with a complex simulation (of
the resulting shadowgraphy signals) they could be attributed to unconsidered
non linearities in the diffusion equations. This is an important result for many
similar experiments, since these usually only consider the linear approximation.
Furthermore, in the course of this work we were able to introduce an alternative
description of the structure function, which promises decisive improvements in the
case of samples with a large Lewis numbers.
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1 Introduction

In 1991, an article with the fitting title: ’What interests physicist today in fluids?’ [1]

(original german title: ’Was interessiert den Physiker heute an Fluiden?’) was
published. The author mentions that recently simple and complex fluids and their
physical behaviors have rapidly grown in interest. Further he explicitly emphasizes
non equilibrium phenomena under the influence of external fields. In addition to
this rheological research field, all kinds of non linear processes are a young topic as
well, which often impresses with analytically unsolvable equations, solutions that
differ substantially from the linear ones and sometimes even contain instabilities. A
fundamental physical principle that unites various of these topics is the analysis of
the smallest possible system deviations as a basis for the description. All these the-
mes: complex fluids, non equilibrium, non linear and small variations, are combined
in our topic of thermodynamic non equilibrium fluctuations in complex mixtures.

These non equilibrium fluctuations (NEFs) are fundamentally different from equi-
librium fluctuations (EF). They are caused by random velocity fluctuations in
stationary temperature and concentration fields. These displaced volumes carry
their initial temperature and concentration states and act as strong thermal (T-
NEFs) and solutal fluctuations (c-NEFs) in the shifted environments. In contrast to
EFs, they appear long ranged and with a characteristic amplitude increase propor-
tional to ∼ q−4 as the wavevector q becomes smaller. The size of the fluctuation is
in micro gravity only limited by the container and the resulting finite-size effects [2].
Under gravitational conditions, further sedimentation and buoyancy effects limit
the amplitude growth [3]. As the method of choice for the research of NEFs and
as a measuring tool for the transport coefficients the shadowgraphy technique
evolved [4,5,6,7,8,9]. The basis was prepared by two projects: the ’gradient-driven
fluctuations experiment’ (GRADFLEX) project of the European Space Agency
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1 Introduction

(ESA), in which simple, binary, benign systems were examined under micro gravity
conditions, and the ’diffusion and thermodiffusion Coefficients Measurements in ter-
nary mIXtures’ (DCMIX) project, where first mircogravity experiments on ternary
mixtures and complex fluids were performed. This resulted in a linear description of
the NEFs in the steady state and a fundamental understanding of multi component
mixtures under micro gravity. Subsequently, in cooperation with ESA and the
German Aerospace Center (DLR), the GIANT-FLUCTUATIONS, formerly called
’Non-EqUilibrium Fluctuation: DIffusion in compleX liquids’ (NEUF-DIX), project
was created, in which this thesis is embedded. The project includes many different
topics of the participating research groups. For example, complex solutions in
non-ideal conditions, such as strongly asymmetric ternary polymer solutions near
the glass temperature (our topic) or the investigation of the Casimir effect in
liquids due to colloidal particles. Follow-up projects are already in progress, such as
the CORA-MAP project ’Technologies for Non-Equilibrium Systems’ (TechNES),
which aims at the development of technologies that enable the investigation of
NEFs in complex systems.

For an easier understanding of the micro gravity experiments and for ground-
based reference measurements, we constructed and established a completely new
two-color shadowgraphy setup, inspired by one of the existing ones of our partner
groups in Anglet and Milan. The Soret-cell, a liquid container, which allows the
application of external temperature and concentration gradients, was totally redesi-
gned and own built in the machine shop of the University of Bayreuth. Thereby
special attention was paid to reliably uniform and strong temperature differences.
In addition, the image evaluation script, optimized for our needs, was entirely new
and self-programmed. Furthermore, the analysis scripts for the resulting structure
functions were created, which provides next to the NEF-nature, the included trans-
port coefficients.

The first ’theory’ and second ’experimental’ chapters introduce the essential thermo
hydrodynamic equation basis of the NEFs in a steady state condition and the
complete experimental background for the understanding of the measurements.
Already during the first measurements of known polymer solutions, deviations in
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the resulting transport coefficients and literature benchmarks were found. This
leads to a simulation campaign of the signals in our shadowgraphy setup, which
specifically targets the non linearity of the underlying diffusion equation and which
is the most important achievement of the result chapter. Due to the relatively strong
temperature differences (≈ 50 K) in the case of the shadowgraphy, in contrast to
’thermal diffusion forced Rayleigh scattering’ (TDFRS, few mK) [10,11,12], ’optical
beam deflection’ (OBD, ≈ 1 K) [10,13,14,15] and ’optical digital interferometry’ (ODI,
≈ 5 K), we have found that the non linearity of the diffusion equation cannot
be neglected. Usually, due to the small temperature differences, only the linear
diffusion equation is used and it is additionally assumed that the resulting transport
quantities belong to the average concentrations and temperature. The simulation
is based on thermophysical descriptions of all participating transport variables and
generates the temperature and concentration distributions inside the cell. With
these we calculated the resulting structure function signals. The outcomes were
then ultimately compared and confirmed with real measurements. In addition to
the simulations, another innovation is a new evaluation approach for the structure
functions, which is also presented in the results chapter. Finally, all experimental
and simulated transport coefficients are compared with the literature values and
the differences are explained.
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2 Theory

The first three of the six theory sections are intended to provide an easy access to
non equilibrium fluctuations. The connection with the experimental light scattering
method is also briefly demonstrated. The first section 2.1 introduces equilibrium
fluctuation with Brownian particle motion. The second one 2.2 demonstrates the
actual non equilibrium state and defines non equilibrium fluctuations (NEFs). The
last of these sections expands the observation to include gravitational effects. Theses
three sections 2.1-2.3 can easily be skipped, if the reader already is familiar with
NEFs, their formation and detection.

Subsequently to these preparation sections, the underlying thermo hydrodyna-
mic equations are introduced in section 2.4 and considered in a fluctuating steady
state condition. The required functions of the visible refractive index correlations
are calculated with the thermo hydrodynamic equations in section 2.5. Finally,
section 2.6 shows the interaction of the established structure function modes in
different constellations (equilibrium and non equilibrium, with and without gravity),
which arise from the correlation equations.
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2.1 Brief explanation of equilibrium fluctuations
(EFs)

An easy and simple explanation for fluctuations in an equilibrium system, which
we want to call: equilibrium fluctuations (EFs), is offered by random Brownian
motion [16] of evenly distributed particles (blue dots in fig. 2.1).

Fig. 2.1: LEFT: Schematic illustration of density fluctuations (local volumes which deviate
from the average density ρ0) in an equilibrium state, resulting from random Brownian
motions of solved particles (blue dots). RIGHT: Locally arranged fluctuations (±δρ) of
the left panel, which form a associated density wave front (blue line).

These movements result in local density variations (ρloc 6= ρ0, where ρ0 is the average
density and ρloc is the density in a certain volume) and are called fluctuations, or
in this case more specific, density fluctuations

δρ = ρloc − ρ0 . (2.1)

The amplitude (strength) of these EFs is very small (vs. the non equilibrium
fluctuations of section 2.2) and can be described by a statistical distribution [17]1.
In doing so, for every increasing fluctuation (+δρ) an equally strong decreasing
fluctuation (−δρ) can be assigned. The local density front ρloc can now be calculated
with these rearranged fluctuations as:

ρloc = ρ0 + δρ · sin(kx) , (2.2)

1Know from salt fingers (instability) effects and the start from Rayleigh-Bernard convection.
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2.1 Brief explanation of equilibrium fluctuations (EFs)

where δρ represents the amplitude of the fluctuation and the associated parameter
kx (k wavevector) [18] describes the spatial expansion of the fluctuation (blue line).
The illustration of fig. 2.2 shows the diffusive relaxation process of a certain

Fig. 2.2: Diffusive relaxation of equilibrium fluctuations δρ, starting at the time t0. On
the left in the illustration style of fig. 2.1, on the right as the Gaussian-bell function,
both decreases over time.

density fluctuation δρ(t0) over time and is an alternative imagination model of
the diffuse relaxation. The left side demonstrates the growth of the fluctuation
with simultaneous intensity decreasing (starting from the border). The right side
illustrates how these steps spread out over time and how they creep back into the
average density ρ0. This process can be calculated by a Gaussian-bell function [19]

(normal distribution), where at all times the area under the function has the same
value.

Light scattering connection

Fig. 2.3: Scattering illustration, where the scattering vector ~qs, the two wavevectors ki
(i = 0, s) and the associated angle θ are shown as functions of n. The oscillating refractive
index front n is shown in the medium (blue line) and originates from eq. 2.2.
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Due to these density fluctuations, the local refractive index n = c0/cm (c0 speed
of light in vacuum, cm speed of light in medium) also fluctuates proportionally2.
The scattering arises due to the differences in the speed of light in different media
compositions of the corresponding refractive index wave front n = n0± δρ (fig. 2.3).
The connected local differences of these refractive index fluctuations δn leading to
different light scattering amplitudes. The scattering vector [21]

qs = 2n 2π
λ

sin
(
θ

2

)
(2.3)

is described as a function of the local refractive index n, the wavelength of the
detection light λ and the resulting scattering angle θ. More details about the
scattering is given in chapter 3, where the experiment will be introduced. The
important aspect, which should be highlighted, is the experimental access to the
thermodynamic transport properties (e.g. diffusion) due to the connection of the
density and the refractive index fluctuations, which can be measured by light
scattering.

2.2 Non equilibrium fluctuations (NEFs)

To explain non equilibrium fluctuations we start with the establishment of the non
equilibrium state, which includes a constant density gradient ~∇ρ. Experimentally
the density gradient (gray arrow in fig. 2.4) is established by an external temperature
gradient ~∇T (reddish arrow) and a concentration gradient ~∇c (bluish arrow) in
the opposite direction, which is formed due to the Soret-effect [22]:

~∇c = −ST c(1− c) ~∇T . (2.4)

It is a migration effect of molecules in temperature fields for which there is still
no microscopic description. Eq. 2.4 contains therefore the concentration c of the
denser component and the associated Soret coefficient ST . After a certain amount
of time the system is in the steady state (a quasi equilibrium condition), where

2Described by a Lorentz-Lorenz-approach [20] or similar functions.
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2.2 Non equilibrium fluctuations (NEFs)

the two opposite gradients and the connected Fickian ~∇jρ, c and Soret mass flows
~∇jρ, T are canceling each other out. The result is a density gradient ~∇ρ, which
is shown in fig. 2.4. In the following sections more to this will follow, here just a
small introduction.

Fig. 2.4: Illustration of a non equilibrium system state with a density gradient ~∇ρ.
This gradient is formed by the temperature ~∇T , the concentration gradient ~∇c and the
associated mass flows ~jρ,i. Furthermore we can see a displacement of a certain volume
due to velocity fluctuations δ~v, the non equilibrium fluctuations.

Now we want to explain non equilibrium fluctuations. But we don’t want to consider
the very small random Brownian fluctuations of section 2.1 any more. The much
larger effects are local fluctuations of the temperature and concentration due to
displacements in their respective gradient fields. These displacements result from
velocity fluctuations δ~v, which can push certain volumes (portions) in to regions,
where they act as strong local disturbances. This is illustrated in the right part
of fig. 2.4. These temperature δT and concentration fluctuations δc, which are
generated by velocity fluctuations δ~v, are called non equilibrium fluctuations (or
short: NEFs).

9



2.3 NEFs in a gravitational field

The last important external effect which we need to introduce in our fluctuation
image is gravity. Due to the explained density differences of NEFs, they are in-
fluenced by gravity and experience buoyancy and sedimentation effects [23]. This
additional force and the associated acceleration also affects the system dynamics.

Fig. 2.5: Representation of the temporal relaxation of a density fluctuation (δρ(t)) in a
non equilibrium state with gravity (~g). The sedimentation of the volume (step 2) and the
diffusive relaxation (step 1) of fluctuation form the transport and relaxation processes.

The illustration of fig. 2.5 deals with the two relaxation processes. Labeled with ’step
1. diffusion’ is the relaxation due to diffusion into the outer regions. It is basically the
same process as the one demonstrated in fig. 2.2. In addition, such a fluctuation with
an increased local density δρ sediments in a gravitational field ~g, which causes the
volume to sink simultaneously (’step 2. sedimentation’). In all of our experiments a
combination of both effects appears, which is demonstrated with ’1+2: combination’.

For the sake of completeness, it must be mentioned that convection effects and the
reflection of very large fluctuations at the cell bounders (finite-size effects [24]) can

10



2.4 Fluctuating thermo hydrodynamics

also occur. These effects arise only in the case of small q values and under certain
circumstances.

2.4 Fluctuating thermo hydrodynamics

Now that we have a picture of what NEFs are, we establish the corresponding
theoretical equations. As the name of the section already suggests, the thermo
hydrodynamics serves as the basis for the description. We already know that the
refractive index fluctuations

δn(~x, t) = ∂n

∂T

∣∣∣∣
p,c
δT (~x, t) + ∂n

∂c

∣∣∣∣
p,T
δc(~x, t) (2.5)

are the relevant quantities, because they are accessible with light scattering ex-
periments. This derivation follows the calculations of Law and Nieuwoudt [25] and
will focus on the NEF with neglected gravitational impact (for the moment). In
eq. 2.5 the pressure p is a constant value in space ~x and time t and the ∂n/∂i-terms,
with i = T for temperature and i = c for concentration, are called optical contrast
factors. The shown functional expression of the refractive index fluctuation δn is
dependent on the thermal δT (~x, t) and solutal NEFs δc(~x, t). These quantities will
be derived in this first theoretical section.

The basis of the thermo hydrodynamics description form the necessary conservation
equations3 of the heat (temperature T ), concentration c and velocity ~v. These are
the continuity equation (mass conservation) [26]

= dc
dt︷ ︸︸ ︷

∂c

∂t
+ ~v · ~∇c+ c∇ · ~v︸ ︷︷ ︸

=∇·(c~v)

= −1
ρ
∇ · ~jρ , (2.6)

3A conserved quantity does not change in certain physical processes.
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the momentum conservation equation (Navier-Stokes equation) [27]

= d~v
dt︷ ︸︸ ︷

∂~v

∂t
+
(
~v · ~∇

)
~v = −1

ρ

=∇·~jv︷ ︸︸ ︷[
~∇p− η∇2~v −

(
ξ + η

3

)
~∇ (∇ · ~v)

]
(2.7)

and the entropy balance equation [28]

= ds
dt︷ ︸︸ ︷

∂s

∂t
+∇ · (s~v) = −1

ρ

=∇·~js−σ︷ ︸︸ ︷
1
T

(
−κ∇2T + ~jρ · ~∇µ

)
. (2.8)

This entropy equation follows from the second law of thermodynamics [29] and in-
cludes the entropy production term σ. This is the reason, why it is called a balance
equation. The included parameters are, ρ the density, η the dynamic viscosity, ξ
the bulk viscosity, s the entropy density, κ the thermal conductivity and µ the
chemical potential. All these quantities refer to the denser of the two components,
which in our case will be the polymer.

For a further description of the three conservation equations we especially need the
density ρ(c, T ), the chemical potential µ(c, T ) [30] and the entropy density s(c, T )
as functions of concentration c and temperature T . Additionally the associated
thermal Soret mass flow [22] with the thermodiffusion coefficient DT and the solutal
Fickian mass flow [31] with the related diffusion coefficient D must be considered in
eq. 2.6.

~jρ = −ρ

DTD~∇c︸ ︷︷ ︸
Fickian

+DT c [1− c] ~∇T︸ ︷︷ ︸
Soret

 (2.9)

In many cases it is helpful to replace the thermodiffusion coefficient with the Soret
coefficient ST or the thermodiffusion ratio kT . Both will be very important in this
thesis, especially in the result chapter 4.

ST = DT

D
→ ~jρ = −ρD

(
~∇c+ ST c [1− c] ~∇T

)
(2.10)

kT = TST c(1− c) → ~jρ = −ρD
(
~∇c+ kT

T
~∇T

)
(2.11)
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2.4 Fluctuating thermo hydrodynamics

The term ~jv is the momentum flux density [32] and is used in the Navier-Stokes
equation (NSE) 2.7. We use this equation, which has not yet been mathematically
proven4, in the solvable, weak, slow-moving form, where we know from Evans [33]

that a solution exists. Similar to the mass flow of eq. 2.6 and the momentum flux
density in eq. 2.7 the entropy balance equation 2.8 contains the entropy flow

~js = 1
T

(
~q − µ~jρ

)
(2.12)

as well as the mentioned entropy production

σ = − 1
T 2~q · ~∇T −

1
T
~jρ · ~∇µ . (2.13)

These follow from the Gibbs fundamental relationship [34]

ds = 1
T

(dq − µ dc) (2.14)

and the heat conduction equation [35]5

dq

dt
= −T

ρT
∇ · ~q , with: ~q = −κ~∇T + µ~jρ . (2.15)

This can be especially well seen in the Phd-thesis of Hartung [36]. All required
variables, their functional temperature and concentration dependencies and the
conservation laws have now been introduced.

2.4.1 Fluctuating variables and the steady state condition

Next we want to bring the fluctuations of the three important variables temperature
(i = T ), concentration (i = c) and velocity (i = ~v) into the conservation equations
2.6-2.8:

i = i0 + δi . (2.16)

4It is not proven that solutions always exist in 3D.
5Here ~q is the heat flow, but only in this short explanation of eq. 2.8. In the following not to be
mixed up with q, the wave vector.
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For this purpose, the variables are replaced by a sum of the average value i0
and a fluctuation δi. If we do so, we formally also have to include corresponding
spontaneous initiation forces of these fluctuations [37], were ~Fc describes the force of
the concentration fluctuations, ~Fv that of the velocity fluctuations and ~FT that of
the temperature fluctuations.

in eq. 2.6: + ρ∇ · ~Fc (2.17)
in eq. 2.7: + ρ∇ · ~Fv (2.18)

in eq. 2.8: +∇ · ~FT − ρT
∂µ

∂T

∣∣∣∣∣
p,c

∇ · ~Fc (2.19)

Theoretically, the thermodynamic equations only apply in case of equilibrium states.
Therefore we only consider the simplified steady state condition [38], where we can
assume local equilibria and no global mass flows (~j0 = 0), because the Soret ~jρ,T

and the Fickian mass flow ~jρ,c of eq. 2.9 balance each other out.

~j0 = 0↔ ~v0 = 0 ⇒ ~jρ,T = − ~jρ,c (2.20)

The equations 2.21-2.23 arise, if the in eq. 2.16 described fluctuations and if the
steady state condition of eq. 2.20 are used in the conservation equations 2.6-2.8.

= ∂δc
∂t︷ ︸︸ ︷

∂(c0 + δc)
∂t

+ ~δv · ~∇c+
≈c0︷ ︸︸ ︷

(c0 + δc)∇ · ~δv = −1
ρ0 + δρ︸ ︷︷ ︸
≈ρ0

∇ ·

≈ρ0 ~δv︷ ︸︸ ︷(
(ρ0 + δρ) ~δv

)
+ρ0∇ · ~Fc

(2.21)

∂ ~δv

∂t
+

∼ ~δv2�1︷ ︸︸ ︷(
~δv · ~∇

)
~δv = −1

ρ0 + δρ︸ ︷︷ ︸
≈ρ0

~∇p− η∇2 ~δv −
(
ξ + η

3

)
~∇
(
∇ · ~δv

)
︸ ︷︷ ︸

�1

+ ρ0∇ · ~Fv

(2.22)
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2.4 Fluctuating thermo hydrodynamics

= ∂δs
∂t︷ ︸︸ ︷

∂(s0 + δs)
∂t

+∇ ·

≈s0 ~δv︷ ︸︸ ︷(
(s0 + δs) ~δv

)
= (2.23)

= −1
ρ0 + δρ︸ ︷︷ ︸
≈ρ0

1
T0 + δT︸ ︷︷ ︸
≈T0

(
−κ∇2T + ~δjρ · ~∇µ

)
+∇ · ~FT − ρ0T0

∂µ

∂T

∣∣∣∣∣
p,c

∇ · ~Fc

Additionally, we use the assumptions, that the fluctuations are small against the
average value (e.g. ρ0 +δρ ≈ ρ0) and that these average values are time independent
(e.g. ∂c0/∂t = 0). This follows directly from Vailati and Giglio [39].

2.4.2 Fourier transformation and horizontal projection

A mathematically easier accessible approach to solve the three differential equations
2.21-2.23 is to consider them in Fourier space. A typical Fourier transformation

Fig. 2.6: LEFT: Typical representation of a Fourier transformation of a real space sine
wave function with a wave length of λ = 2π

k (wavevector k). RIGHT: It transforms into
two peaks in the frequency domain with q-value of the inverse wave length: qλ = 1/λ.

F [40] is shown mathematically in eq. 2.24, where the variable z(~x, t) → z(~q, ω)
transforms from real (depending of ~x, t) to Fourier space (~q, ω).

z(~q, ω) = F {z(~x, t)} = 2√
2π

∫∫
dx dt · z(x, t) · exp (−i(qx+ ωt)) (2.24)

The for our understanding important transformation of a fluctuating wave front,
which was introduced in section 2.1, is shown in fig. 2.6. Therefore all variables and
parameters of the fluctuating conservation equations 2.21-2.23 need to be Fourier
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transformed. An easy transformation operation can be formulated from eq. 2.24,
which concludes in the two following variables.

temporal frequency ω : F
{
∂

∂t
z(~x, t)

}
→ iωz(~q, ω)

spatial frequency ~q : F {∇ · ~z(~x, t)} → −i~qz(~q, ω)

Additionally, the initiation forces appear in Fourier space with the same but now
lower-case letters (e.g. ~fi = F{~Fi}).

Horizontal projection

The established model of the density front (fig. 2.7) with the oscillations parallel
to the light direction ~ek defines in perpendicular direction the spatial fluctuation

Fig. 2.7: Well-known representation of the density wave front from fig. 2.1, where the
fluctuation direction is parallel to the light direction (~ek) and the spatial extension is
observed in the perpendicular direction (‖ scattering vector qλ).

size (half of the wave length). Which means, the oscillation wavevector and the
connected variable qλ is the necessary information of the NEFs (size). Therefore
we investigate only in the projection of the fluctuation on to the q-direction (⊥ ~g),
whereby many (unimportant) terms of eq. 2.21-2.23 disappear due to the scalar
products:

~q · ( ~δv, ~∇ρ, ~∇T, ~∇c) ⊥= 0 . (2.25)

The in eqs. 2.26-2.28 shown three coupled differential equations result from the
Fourier transformation of the fluctuating conservation equations 2.21-2.23 and the
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2.4 Fluctuating thermo hydrodynamics

simultaneous projection in q-direction.

eq. 2.22⇒
(
iω + q2 ν

)
~δvq,ω = −i~q ·

~fv
ρ0

(2.26)

eq. 2.21⇒
(
iω + q2 D

)
δcq,ω = −q2 ·DkT

T0
δTq,ω − ~δvq,ω · ~∇c− ~q · ~fc (2.27)

eq. 2.23⇒
(
iω + q2 Dth

)
δTq,ω = −1

ρ0
~δvq,ω

(
~∇T − T̂ ~∇c

)
+ iωT̂ δcq,ω−

− i~q ·

 ~fT
ρ0Cp

− T̂ ~fc

 (2.28)

In these equations, which can again be found in [39], the kinematic viscosity ν = η/ρ

and the thermal diffusivity Dth arise. The solutal terms of the entropy equation
2.28 contain a temperature-like coefficient: T̂ := kT

Cp

∂µ
∂c

∣∣∣
p,T

, which results from the
Onsager relations, where D ∼ Lρρ

∂µ
∂c

∣∣∣
p,T

.

Note

The Onsager coefficients [41] Llk arise when the considered flows of the conservation
equations (cf. eq. 2.9 and eq. 2.12) are rewritten as generalized flows ~jl (with l = ρ

(mass), q (heat)) and they are thus determined from a generalized force ~χl:

~jl =
∑
k=ρ,q

Llk ~χl . (2.29)

The sum in eq. 2.29 derives from the direct transport coefficients (with the same
indices) and the cross-connected transport coefficients (different indices). Direct
means, for example: mass flow through a concentration gradient and diffusion
D as the related transport variable. Cross connected means for example Soret-
flow, a mass flow (index 1: ρ) driven by temperature effects (index 2: q) with the
thermodiffusion coefficient DT ∼ Lρq as the variable.
Back to the fluctuating and projected conservation equations of eqs. 2.26-2.28
in Fourier space. The right side of eq. 2.26 shows that the considered velocity
fluctuations ~δvq,ω (~q ⊥ ~ek) arise directly from the spontaneous fluctuation forces
~fv and relaxes (in this simplified model) completely independently from the other
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∑N

1 index 2: ρ index 2: q∑N

1index 1: ρ Lρρ = D ∂µ
∂c

∣∣∣−1
ρ0T0c2

∑N

1 Lρq = DTρ0c1c2T
2
0

index 1: q Lqρ = DDρ0c1c2T
2
0 Lqq = κT 2

0

Tab. 2.1: Representation of the functional dependencies of the thermodynamic coefficients
and the Onsager coefficients (L). The Duffour coefficient is negligible for liquids (gray
one).

fluctuations with the mode

iω + νq2 → τv = 1/(νq2) (2.30)

and the corresponding viscous relaxation time τv(q). As indicated describes the
left side of these equations the relaxation mode, which transforms in time to the
associated relaxation times τi. The remaining two coupled differential equations
2.27 and 2.28 can be shown as a matrix and have a similar structure. q2 ·DT c1c2 iω + q2 ·D

iω + q2 ·Dth −iωT̂

 δTq,ω
δcq,ω

 = (2.31)

= − ~δvq,ω ·
 ~∇c

1
ρ0

(
~∇T − T̂ ~∇c

)
︸ ︷︷ ︸

external gradients

+

 −~q · ~fc
i~q ·

(
T̂ ~fc −

~fT
ρ0Cp

)
︸ ︷︷ ︸

initiation forces

If we look for example, at the concentration fluctuation δc in eq. 2.32, which is the
matrix-vector multiplication of the upper row, we can see the conceptual structure
of these fluctuation terms.

δcq,ω =
0.(

iω + q2D
)−1

︸ ︷︷ ︸
relax. mode

 I.
~δvq,ω · ~∇c︸ ︷︷ ︸
direct source

−
II.

q2DT cc
′δTq,ω︸ ︷︷ ︸

cross connection

−
III.
~q · ~fc︸ ︷︷ ︸

initial force term

 (2.32)

Comparing eq. 2.32 with the easier to understand eq. 2.30 of the viscosity fluctuation
δ~v, we understand, that the term ’0’ is the solutal relaxation mode.

iω +Dq2 → τc = (q2D)−1 (2.33)
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2.5 Correlation functions of NEFs

The terms in the square brackets are the various possible causes of c-NEFs (δc).
The most important of these fluctuation sources is term ’I’, which describes the
displacement of a local concentration in the concentration field ~∇c due to the
velocity fluctuation δ~v. Analogous to eq. 2.30, the solutal relaxation time τc (as
shown in eq. 2.33) follows from the relaxation mode. Without gravity it contains
only the diffusion coefficient D6. The last two terms of eq. 2.32 describe the c-NEF
due the initiation force ~fc (III, very small against I) and the cross coupled c-NEFs
due to the temperature fluctuation and the thermodiffusion coefficient DT (II). The
thermal fluctuation δTq,ω has a similar structure as we will see in the next section.

2.5 Correlation functions of NEFs

After the long derivation of the two individual NEF, δT and δc, we now want
to calculate the correlation functions Ci(q, t) = 〈δi(q, 0)δi(q, t)〉 (i = c, T ). In
eq. 2.34, the important experimental correlation function [42] of the refractive index
fluctuation δn (eq. 2.5) is shown.

〈
δn(~q, 0)δn(~q, t)

〉
= ∂n

∂T

∣∣∣∣∣
2

p,c

〈
δT (~q, 0)δT (~q, t)

〉
+ ∂n

∂c

∣∣∣∣∣
2

p,T

〈
δc(~q, 0)δc(~q, t)

〉
+ ∂n

∂T

∂n

∂c

(〈
δT (~q, 0)δc(~q, t)

〉
+
〈
δc(~q, 0)δT (~q, t)

〉)
(2.34)

The cross correlated third term (〈δTδc〉, gray) of eq. 2.34 is considered uncorrelated
and is therefore neglected [43]7. The purpose of this section is to describe the two
important correlation functions of eq. 2.34, which are the temperature fluctuation
correlation function CT (q, t) = 〈δT (~q, 0)δT (~q, t)〉 and the concentration fluctuation
correlation function Cc(q, t) = 〈δc(~q, 0)δc(~q, t)〉. From the start, we want to decom-
pose these individual correlation functions (eq. 2.35) in a sum of two parts, the

6The graphs of these relaxation times τi(q) (i = c, T ) and the connection to the individual static
structure factor Si(q) will follow in section 2.6.

7It should be mentioned, that under special circumstances, such as high pressures, there are
cross coupling effects [44].
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equilibrium (index: E) and the non equilibrium part (index: NE).

Ci(q, t) = Ci
E(q, t) + Ci

NE(q, t) (2.35)
Ci(q, t) = AiE · f

(
t, τ iE(q)

)
+ AiNE(q) · f

(
t, τ iNE(q)

)
(2.36)

We will follow in this section Croccolo et al. [45] and will describe the correlation
functions in the time domain, instead of the initially introduced frequency ω-domain
of the Fourier transformation, where the intermediate scattering function (f(t, τ))
describes the development over time t:

f(t, τ) = exp
(−t
τ

)
. (2.37)

The two correlation equations Ci
j(q, t) of eq. 2.36 are constructed in a similar

way, with an amplitude Aij and a relaxation time τ ij . The exponents indicate the
thermodynamic variable: i = c for solutal and i = T for thermal, the indices
describes the equilibrium j = E or non equilibrium j = NE part. The next three
sub-sections describe the NEF amplitudes Aij and relaxation times τ ij of eq. 2.36
and build upon each other.

2.5.1 Equilibrium condition without gravitation (E, g=0)

First we discuss pure equilibrium fluctuations δi = iloc − i0 (for i = c, T , as in
section 2.4), where we can neglect the non equilibrium part (Ci

NE(q, t) = 0) and
gravitational effects (g = 0).

Ci(q, t) = Ci
E(q, t) = AiE · f

(
t, τ iE(q)

)
(2.38)

The resulting correlation functions Ci(q, t) (i = c, T ) include the equilibrium
amplitudes AiE and the equilibrium relaxation times τ iE(q), which are demonstrated
in fig. 2.8 and tab. 2.2. The individual equilibrium relaxation dynamics show the
characteristic q−2-dependencies (cf. eq. 2.33), whereas the amplitudes have no
q-dependence and they are also very weak (compared with the following ones).
This squared q dependency originates from the former ’nabla’-terms (∇) in the
conservation equations, which often refers to the diffusion characteristic in these

20



2.5 Correlation functions of NEFs

Fig. 2.8: LEFT: Representation of the individual constant amplitudes AiE in a spacial
diagram of the individual correlation function. RIGHT: Representation of the equilibrium
relaxation behavior with the fundamental q−2-dependency of the relaxation times τ iE(q).

equations. As tab. 2.2 shows, the equilibrium amplitudes AiE are described by delta-
distributions and are to be understood like the Brownian fluctuation of section 2.1.

thermal
∑N

1amplitude: ATE = kBT0
ρ0V

T0
cp
· (2π)3δ(∆q)∑N

1relax. time: τTE (q) = (Dthq
2)−1

solutal
∑N

1amplitude: AcE = kBT0
ρ0V

χp · (2π)3δ(∆q) , χp =
(
∂µ
∂c

)−1

p,T∑N

1relax. time: τ cE(q) = (Dq2)−1

Tab. 2.2: Application of the resulting equilibrium amplitudes AiE and relaxation times of
the components τ i(q). The shown equations can be found in [46].

In the next sub-sections, we will successively expand the shown fig. 2.8 and tab. 2.2
and determine the gravitationally limited NEF, we are looking for.

2.5.2 Non equilibrium condition without gravitation (NE,
g=0)

Now the non equilibrium components of the correlation functions due to the external
gradients (~∇c and ~∇T ) are considered, but the gravitation is still neglected (g = 0).
This results in non equilibrium amplitudes AiNE(q) (eq. 2.39) which are a product
of three parts: the equilibrium amplitude AiE (same as in section 2.5.1), the term
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Ãi, which includes the transport coefficients and a third term, which includes the
external temperature field (applied stimulation) and the q-dependency:

Ci(q, t) = AiE · f
(
t, τ iE(q)

)
+

AiNE(q)︷ ︸︸ ︷
AiE · Ãi ·

∣∣∣~∇T ∣∣∣2
q4 ·f

(
t, τ iE(q)

)
. (2.39)

The amplitudes and time constants are listed in tab. 2.3. In the course of this
sub-section the terms STRn and R appear in the NE amplitudes. The factor STRn

describes a dimensionless number of the refractive index ratios due to the external
gradients:

ST ·Rn =
− ~∇c

~∇T
1
c1c2

 ·
−2c1c2

∂n
∂c

∣∣∣
p,T

∂n
∂T

∣∣∣
p,c

 = 2
~∇nc
~∇nT

, ~∇ni = ∂n

∂i

∣∣∣∣∣
p

~∇i (2.40)

and the term R is the scattering intensity ratio of the individual modes in absence
of gradients:

R = ∂µ

∂c

∣∣∣∣∣
−1

p,T

cp,c
T0

∂n
∂c

∣∣∣2
p,T

∂n
∂T

∣∣∣2
p,c

. (2.41)

In AcNE(q), there is even a combination of both:

(STRn)2

2R = 2 ∂µ
∂c

∣∣∣∣∣
p,T

T0

cp,c

∣∣∣∣∣∣
~∇c
~∇T

∣∣∣∣∣∣
2

. (2.42)

If we first look at the relaxation times τ iE in tab. 2.3, we can see that these do not
differ from the equilibrium case. We have already seen this in eq. 2.32, in which
only the equilibrium mode (term 0.) occurred in the relaxation dynamics. However,
the amplitudes AiNE(q) change drastically (shown due to the comparison of fig. 2.8
and fig. 2.9) due to the thermodynamic coefficients (D, Dth, ν), the gradients
~∇i (i = c, T ) and the emerging (q−4)-dependency. Especially the NEF amplitude
proportionality of ∼ q−4 is the most important difference between NEFs and EFs.
The point where the amplitude curves crossover to the constant equilibrium signal
(dashed gray line infig. 2.9) is called the cut-off wavevector qic and will be important
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2.5 Correlation functions of NEFs

Fig. 2.9: LEFT: From the constant equilibrium amplitude AiE the non equilibrium
amplitude AiNE(q) ∼ q−4 lifts of. RIGHT: The relaxation time remains in the equilibrium
mode: τ iE(q) ∼ q−2.

thermal

∑N

1amplitude: ÃT = cp,c

T0(ν2−D2
th)

ν
Dth

[
1 + STRn

(
1− D

Dth

)]
∑N

1NE-amplitude: ATNE(q) ' kBT0
ρ0V
· 1+STRn

νDth
· |

~∇T |2
q4∑N

1relax. time: τTE (q) = (Dthq
2)−1

solutal

∑N

1amplitude: Ãc = cp,c
T0(ν2−D2)

(STRn)2

2R
ν
D

{
1 + 2 D

Dth

[
1 + 2

STRn

]}
∑N

1NE-amplitude: AcNE ' 2kBT0
ρ0V
· 1
Dν
· |

~∇c|2
q4∑N

1relax. time: τ cE(q) = (Dq2)−1

Tab. 2.3: Representation of the non equilibrium amplitudes Ãi, AiNE(q) and the relaxation
times τ iE(q) (i = c, T ). The approximations in the NE-amplitudes contain the assumption
Le = Dth/D � 1. The shown equations can be found in [46].

in the fitting of the experiments (chapter 4).

2.5.3 NEFs due to external gradients and gravity (NE, g)

In all earth based laboratory experiments, however, gravity cannot be neglected.
Now additional q-dependencies in the non equilibrium amplitudes AiNE,g(q) and in
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the relaxation times τ iNE(q) occur:

Ci(q, t) = AiE · f
(
t, τ iE(q)

)
+

AiNE,g(q)︷ ︸︸ ︷
AiE(q) · Ãi ·

∣∣∣~∇T ∣∣∣2
1− (q/qiro)4 ·f

(
t, τ iNE(q)

)
(2.43)

τ iNE(q)−1 = τ iE(q)−1 + τ ig(q)−1 . (2.44)

These new terms are limited by the gravitational buoyancy and sedimentation
effects. Both in the amplitude and in the relaxation time plots (fig. 2.10), the curves
now deviate from the known q−4 behavior below a certain q-value. This value, the so-
called q roll-off wavevector qiro (eq. 2.45), describes a physical balance point between
the limitations of the gravity effects and the disturbances of the fluctuations. As
mentioned, the roll-off values qiro arise from a buoyancy or sedimentation effect in
the gravitational field. They can be described by the expansion of the fluctuations
due to the density gradients: ~∇ρi = βi~∇i0 and the gravitational acceleration in a
viscous medium: g/ν. The time scale of the fluctuation given quantities are the
thermal diffusivity Dth (in the thermal case) and diffusion coefficient D (in the
solutal case). The roll-off wavevectors are given by

qcro =
g · ~∇ρc

ηD

1/4

=
g · βc~∇c

νD

1/4

(2.45)

qTro =
g · ~∇ρT

ηDth

1/4

=
g · βT ~∇T

νDth

1/4

. (2.46)

The curves shown in fig. 2.10, the NEFs amplitudes AiNE,g(q) as well as the bell
shaped relaxation times τTNE(q), are important for the results in chapter 4.

2.6 Mode coupling and structure function

After the derivation of the individual relaxation times τ ij(q) and the amplitudes
Aij(q) of the correlation functions Ci

j(q, t), we now want to connect these thermal
and solutal modes to the time dependent structure factors Si(q,∆t), which we
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2.6 Mode coupling and structure function

Fig. 2.10: LEFT: The gravitational dependence results in limiting of the amplitude for
q smaller qiro. RIGHT: This gravitational q dependence is also shown in the relaxation
times τ iNE by a q2 slope for q smaller qiro.

thermal

∑N

1amplitude: ÃT = cp,c

T0(ν2−D2
th)

ν
Dth

[
1 + STRn

(
1− D

Dth

)]
∑N

1NE-amplitude: ATNE,g(q) ' kBT0
ρ0V
· 1+STRn

νDth
· |

~∇T |2
1−(q/qTro)4∑N

1relax. time: τTNE(q) =
(
Dthq

2
[
1 + (qTro/q)4

])−1

solutal

∑N

1amplitude: Ãc = cp,c
T0(ν2−D2)

R2
n

2R
ν
D
S2
T

{
1 + 2 D

Dth

[
1 + 2

STRn

]}
∑N

1NE-amplitude: AcNE,g(q) ' 2kBT0
ρ0V
· 1
νD
· |

~∇c|2
1−(q/qcro)4∑N

1relax. time: τ cNE(q) = (Dq2 [1 + (qcro/q)4])−1

Tab. 2.4: Representation of the non equilibrium amplitudes Ãi, AiNE,g(q) (simplified
representation, Le = Dth/D � 1) and the relaxation times τ iNE(q) (i = c, T ). In both
terms the roll-off value qiro appears. The shown equations can be found in [46].

can detect by light scattering. In this section we will follow our publication [47]
where the derivation of the two important functions (eq. 2.54 and eq. 2.55) and
the experimental validation is shown. This derivation follows directly from the
correlation function of the refractive index fluctuations and can be confirmed
experimentally, which follows in the first result section. It differs somewhat from
the empirically motivated, purely solutal, approach proposed in the literature. This
will be addressed around fig. 2.11 and is discussed in the appendix. Especially for
our polymer samples with large Lewis numbers (Le = Dth/D ≈ 100), which means
easily distinguishable thermal and solutal modes, our treatment of the structure
function leads to dramatically better results.
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As already mentioned, the important experimental quantity is the correlation
function of the refractive index fluctuations Cn(q, t). Following eq. 2.34 this functi-
on can be written as a sum of the two individual correlation functions (without
the neglected cross correlation term).

Cn(q, t) = 〈δn(q, 0)δn(q, t)〉 =
∑
i=T,c

∂n

∂i

∣∣∣∣∣
2

p

Ci(q, t) (2.47)

The exponent indicates the different correlation modes of i = n (refractive index
fluctuations), i = T (temperature fluctuations) and i = c (concentration fluctua-
tions). As shown in the previous section 2.5 the individual correlation functions
Ci(q, t) are themselves a sum of an equilibrium (index E) and a non equilibrium
part (index NE).

Ci(q, t) =

=CiE(q,t)︷ ︸︸ ︷
AiE · f

(
t, τ iE(q)

)
+

=CiNE(q,t)︷ ︸︸ ︷
AiNE(q) · f

(
t, τ iNE(q)

)
(2.48)

Both parts decay in time with the mono-exponential ISF and the introduced
relaxation times τ ij(q).

f(t, τ ij(q)) = exp(−t/τ ij(q)) (2.49)

In the case of our experiments we are interested in NEF in a gravitational field, as
described and shown in section 2.5.3. Since we are observing the correlations of
difference images (shown in the experimental section 3.3) we need to consider the
temporal variations of the correlation function ∆Ci(t,∆t) = Ci(t) − Ci(t + ∆t).
Due to the calculation rules for the exponential function, the term f(t, τ ij(q)) can
be excluded from both terms.

∆Ci(q, t,∆t) = AiE · f
(
t, τ iE(q)

) [
1− f

(
∆t, τ iE(q)

)]
+ (2.50)

+ AiNE(q) · f
(
t, τ iNE(q)

) [
1− f

(
∆t, τ iNE(q)

)]
Therefore, we can understand that the starting time t is unimportant and will be
neglected (time invariant). The resulting correlation function difference ∆Ci(q, t =
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2.6 Mode coupling and structure function

0,∆t) = Ci(q,∆t) is only a function of q and ∆t, and can be written as

Ci(q,∆t) = AiE
[
1− f

(
∆t, τ iE(q)

)]
+ AiNE(q)

[
1− f

(
∆t, τ iNE(q)

)]
. (2.51)

These functions are called structure functions [48] of the thermal (i = T ) and solutal
(i = c) components. If we compare eq. 2.48 and eq. 2.51 it becomes clear, what
the effect of the difference formation does with the correlation function. In order
to bring the individual structure functions Ci(q,∆t) into connection with the
visible refractive index correlations, the individual time dependent structure factors
Si(q,∆t) must be considered:

Ci(q,∆t) = ∂n

∂i

∣∣∣∣∣
2

Si(q,∆t) . (2.52)

The experiments have shown that the small (SiE � SiNE) constant equilibrium
component (all E terms) of the individual time dependent structure factors cannot
be distinguished from a background signal and are therefore regarded as such:

Bi(q,∆t) = SiE
[
1− ISF

(
∆t, τ iE(q)

)]
. (2.53)

Consequently, the individual time dependent structure factors Si(q,∆t) are now
written as

Si(q,∆t) = SiNE(q)
[
1− f

(
∆t, τ iNE(q)

)]
+Bi(q,∆t) . (2.54)

This is the important and noteworthy function of this section, since all of our
experimental results (chapter 4) will be fitted with a combination of the thermal
and solutal contributions. The illustration of fig. 2.11 shows both individual modes
Si(q,∆t) and the total time dependent structure factor S(q,∆t) as the sum of
both:

S(q,∆t) =
∑
i=T,c

Si(q,∆t) . (2.55)

The blue line illustrates the solutal component, which rises from the associated
background signal Bc and runs into the plateau of the amplitude AcNE with the
relaxation time τ cNE. An analogous behavior is described by the red curve for
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the thermal mode and for the sum of both, which describes the total signal

Fig. 2.11: In this demonstration, the equilibrium term and its small amplitude is shifted
to the background as Bi(q,∆t). Representation of the total structure function S(q,∆t)
(black, cf. eq. 2.55) as the sum of thermal (red) and solute mode (blue), both exponential
functions with a relaxation time τ iNE and a amplitude SiNE (eq. 2.54).

(black line). From now on we will omit the index specifications in the amplitudes
(AiNE(q) → Ai(q)) and the relaxation times (τ iNE(q) → τ i(q)). As mentioned,
we follow our own publication [47] for this derivation, in the literature the time
dependent structure factor S(q,∆t) is sometimes calculated differently. However,
these approaches can be transformed into each other. This is briefly presented in
the appendix 6.1.
Finally the two illustrations fig. 2.12 and 2.13 show the structure factor equations
2.54 and eq. 2.55 in spatial and temporal behavior. Fig. 2.12 shows the static
(over q) and the time dependent (over ∆t) behaviors of the individual structure
factors Si(q,∆t) (i = T : in red, i = c : in blue) and the total function S(q,∆t) (in
black). The bridge between these two are the relaxation times τ i(q) in the upper
τ -plot. The important parts are the dotted lines, which illustrate the connection
between the static and dynamic plateaus. The asymptotic plateaus (∆t → ∞)
in the dynamic plot connect to the associated q-values in the static plot. These
amplitudes are formed by the introduced gravitational quench. Therefore we also
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2.6 Mode coupling and structure function

Fig. 2.12: Temporal (S(q,∆t) over ∆t) and spatial (S(q,∆t) over q) representation of
the total structure functions S(q,∆t) as a sum of the individual structure functions of
the thermal ST (q,∆t) and the solutal contribution Sc(q,∆t). Furthermore a schematic
demonstration of the resulting relaxation dynamics τ i(q) (cf. tab. 2.4), which are the
connection between both sides.

can find the roll-off wavevectors qiro in the τ -plot at the maxima τ imax(q) of the bell
shaped curves (cf. tab. 2.4) and in the static plot Si(q) at the transition from the
gravitational plateau into the q−4 behaviors.
Illustration fig. 2.13 shows the 3-dimensional sketches of fig. 2.12. The mathematical
(x, y)-plane of the Cartesian coordinate system represents the (q,∆t)-plane and
the z-direction shows the three structure factors (same color code). The panel on
the left shows the superimposed individual time dependent structure factors of the
thermal ST (q,∆t) and solutal Sc(q,∆t) modes. It becomes clear that there are three
different regions: either both modes together build the total signal (for example:
q → 0 and ∆t→∞) or one of the two dominates (for example: the solutal mode
for large q or the thermal mode for small ∆t). The right (sketched) illustration
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Fig. 2.13: LEFT: 3D illustration of the individual structure factors Si(q,∆t) from fig. 2.12
shown over the (q,∆t) plane, where we can see, in which areas which contribution
dominates. RIGHT: 3D illustration of the complete structure factors S(q,∆t) over the
(q,∆t) plane.

shows the resulting total time dependent structure factor S(q,∆t) as the sum of
the two individual ones. This black curve (or plane) is the final result of the theory
chapter 2 and is the signal which we will detect with the shadowgraphy setup of
chapter 3. As shown, the total signal results from the correlation functions of the
thermal and solutal NEFs. These themselves form the two parts of the correlation
function of the refractive index fluctuations, which represents the experimentally
accessible quantity.
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3 Experimental

This chapter is divided into three individual sections, each implements a certain
part in the understanding of the experiment.

The topic of the first section 3.1 is the ’shadowgraphy setup’ and therefore contains
sub-sections for the light path, the Soret-cell and the camera operation, which are
the key components of the measurement.
Section 3.2 starts with the pure components of all the observed binary polymer
mixtures and afterwards introduces the main parameters, such as the density, of the
resulting samples. Another focus of this section is the explanation of the individual
viscosity contributions.
The final section 3.3 explains the self-written image analysis program, which is
based on a Differential Dynamic Analysis (DDA) method. It additionally connects
the experimentally generated structure factors with the in chapter 2 theoretically
derived ones of eq. 2.54 and eq. 2.55.

It should also be mentioned that almost every section includes a larger appendix.
They are especially important when it comes to alignment and adjustment details
of the setup. However, these additional sections are not absolutely necessary for an
understanding of the experiments and the results. As part of the laboratory work
in this thesis, the experimental setup was completely redesigned, built and put into
operation. Therefore this experimental chapter is a bit more detailed.

31



3.1 Shadowgraphy setup

The motivation of this first experimental section 3.1 is to introduce the important
details of our shadowgraphy setup. In general it is a ’schlieren’-method related
process, which detects refractive index changes of the transmitted light [49]. The
following three subdivisions focus on the key components. Subsection 3.1.1 starts
with an introduction of the light path, followed by section 3.1.2, which explains
the Soret-cell and ends with section 3.1.3, where the camera operation is addressed.
Fig. 3.1 sketches the entire setup with a focus on the mentioned components.

Fig. 3.1: Simplified sketch of the shadowgraphy setup, which shows the light path of the
two beams. The overlapped common light path of the red and blue beam is shown in
purple. Additionally the two telescopes, the Soret-cell and the camera are pictured.
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3.1 Shadowgraphy setup

3.1.1 Light path

The path and manipulation of the detection light are the topic of this section 3.1.1.
The 3D setup construction of fig. 3.2 is a more detailed illustration, focusing on the
light path (superimposed beam is shown in purple) of the two superluminescent
light emitting diodes (SLED). The superimposing of the two SLED1 lights is mana-

Fig. 3.2: 3D Arrangement of the optical path. The final version (’Setup2’ from fig. 3.1)
starts with a beam combiner for the superposition of the red and blue beams. The two
important optical axes (red arrows) are shown, which each are aligned with the help of
two mirrors. Installed on the first axis is the expansion telescope, on the second, vertical
axis, the Soret-cell is mounted. In front of the camera the last mirror can be seen, which
will be explained together with the camera in section 3.1.3.

ged by a fiber-coupled beam combiner2. This is the starting point of the purple
light beam in fig. 3.2. To avoid undesirable longitudinal interference effects, the
use of SLED light sources with very short coherence lengths is inevitable. Even if
this thesis only deals with binary samples, the future aim is to investigate ternary

1SLED’s are particularly bright LED light sources.
2Beam Splitter: 48-MCS-008 in the 2→ 1 configuration, Schäfter-Kirchhoff.
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mixtures, therefore two easily distinguishable wavelengths are required. For this
reason we installed a blue (λblue = 402 nm)3 and a red (λred = 670 nm)4 SLED.
They have been selected based on the expertise of our partner groups in the GIANT
FLUCTUATIONS project. After the beam combiner, the next two mirrors5 (arabic
numbers) align the beam on the first optical axis (dashed red line in fig. 3.2). Along
this telescope axis, which is adjusted parallel to the table plane (x, y), the beam is
expanded with the help of two achromatic lenses6, in a telescopic arrangement (II:
f1 = 30 mm, III: f2 = 150 mm). To expand a beam effectively a minimal diameter

Fig. 3.3: Illustration of the Kepler-telescope arrangement. In front of the objective lens (II)
a divergent lens (I) is positioned, which causes a divergent light beam and consequently
a larger cross-section. The telescope itself consists of two converging lenses (II, III), the
second lens (the ocular) being in the focus of the first. The parallelism of the flanks is
controlled with the help of an iris and a target of the same size at a greater distance.

G is required. This is created with a diverging lens (I: fd = −50 mm) in front of
the telescope (shown in fig. 3.3). Since the incoming light beam is now divergent,
the distance to the focal plane of the first lens f1,eff > f1 is slightly longer than
the corresponding focus length f1. As illustrated in fig. 3.3 the focus of the second
lens is adjusted to this distance. In a perfect telescopic arrangement, the resulting

3EXS210084-01 from Exalos.
4SLD-261-MD-670 from Superlum.
5Thorlabs, silica broadband dielectric mirrors.
6Thorlabs, achromatic doublets.
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3.1 Shadowgraphy setup

beam diameter B = G · f2/f1,eff can be calculated from of the beam diameter
G and the ratio of the focal lengths. In our case the generated beam diameter
at the first lens is approximately G ≈ 10.5 mm and the resulting diameter of the
telescope is B ≈ 50.5 mm. The parallelism of the expanded beam was checked with
the help of an aperture and a corresponding target. This target7 was positioned at
to a long distance, where the diameter was then checked. Behind the telescope the
Gaussian beam is set to d = 40 mm (2σ-value). The entire telescope could in future
be replaced by one, to the divergence of the fiber end tuned, achromatic lens. But
especially for the start of this setup, it was very helpful to know and be able to
manipulate every single component.
The Soret-cell needs to be in a horizontal orientation and the direction of the
observing light beams must be parallel to the direction of gravity (solid line in
fig. 3.2). For this reason the following two mirrors8 (small roman numbers in fig. 3.2)
lifting the expanded beam up in a vertical running axis (parallel to the direction
of gravity: ‖ ~eg). On this optical axis the Soret-cell, which will follow in the next
section 3.1.2, is positioned perfectly orthogonal to the light direction.

In fig. 3.1 and fig. 3.2 also the last mirror (cam mirror), the second telescope
and the camera are shown. These parts will be addressed in section 3.1.3.

3.1.2 Soret-cell

The Soret-cell (illustrated in fig. 3.4) is a special container for a liquid sample,
which allows to apply a controlled external temperature gradient

∣∣∣~∇T ∣∣∣ = ∆T/h9.
The inner radius of the cylindrical sample volume is 10 mm and has a height of
5 mm10. Due to the Soret-effect (explained in section 2.2), the applied temperature
gradient ~∇T creates an opposing concentration gradient ~∇c, which gives the cell
its name. The explained cell-type, with the two gradients, is a very common experi-
mental component. It can also be found in other setups, such as the ’optical beam

7Inner diameter: D = 20 mm in a distance of l ≈ 5 m.
8Thorlabs, 2 inch silica broadband dielectric mirrors.
9The temperature gradient is generated by two surrounding Peltier-elements: AMS TB-109.

10There are also two other cells with heights of h = 2, 3 mm, which aren’t covered in this thesis.
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deflection’ [50] (OBD) or the ’optical digital interferometry’ [51] (ODI). The main
difference is that in these two cells the light direction and the thermal gradient are
perpendicular, whereas the shadowgraphy operates in a parallel alignment. The

Fig. 3.4: ABOVE: Comparison of the cell picture (right) with a technical drawing (left)
that names the individual components. BELOW, RIGHT: Photo of the Teflon frame
with the visualization of the sample volume (cylindric) and the recesses of the sapphire
windows (squared). BELOW, LEFT: Temperature simulation with the real sizes and the
right materials. Colored representation of the temperature profile.

large illustration of fig. 3.4 explains in several independent sub-figures the design
of the Soret-cell. The following introduction of the cell structure can be seen in
the exploded drawing (upper left). We start in the center, with the two sapphire
windows (40×40×8 mm3)11 (cyan), which are embedded in the Teflon-frame and serve
as the transparent and highly thermal conductive bottom and top enclosures of the
liquid. Below and above the windows the mentioned Peltier-elements are positioned.
These components have a central hole (d = 13 mm), which allows the light to shine

11Sapphire windows from Korth Kristalle.
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3.1 Shadowgraphy setup

directly vertically through the elements12, into the sample. The outward pumped
heat, of the Peltier-elements, is dissipated with water-cooled plates and a connected
water thermostat13, which always runs at the required measuring temperature
T0 of 25 °C. The Teflon-frame, shown in fig. 3.4 (lower right), is the horizontal
non-heat-conductive wall of the liquid. Since the sapphire windows are embedded
in the Teflon-frame, they are thermally decoupled from each other. The applied
temperature of the Peltier-elements form the temperature difference ∆T and are
controlled by two commercial control units (LFI)14. Therefore every LFI has an own
thermistor15, which is measuring the temperature in a 2 mm thick aluminum heat

Fig. 3.5: Image of the assembled inner cell. The main part of the cell is built with the
inner Teflon frame (white part), the upper and lower heat spreader plates (with the holes
for the thermistors) and between these parts are the sapphire windows. The attached
syringe and the cap are additionally wrapped with parafilm. Far from the inner cell a
little air bubble remains, as a expansion volume.

spreader plate between the Peltier-elements and the sapphire windows16. These heat
spreader plates are screwed together and construct with the embedded sapphire

12Conceptually are Peltier-elements to be understood as current-controlled heat exchanger.
13Thermostat: Julabo F-32.
14LFI-3751 from Wavelength electronics.
15Semiconductor NTC, R = 1000 Ω.
16Thermal conductivity: κalu=205 W/mK [52], κsapphire=42 W/mK [53], κT eflon=0.25 W/mK [53].
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windows and the Teflon-frame, the inner capsuled cell, which is demonstrated in
fig. 3.5. At the horizontal center of the Teflon-frame the adapters for the sample
syringes are mounted. For our measurements one syringe (far from the cell) always
remains with a little air volume for thermal expansion. It is important that no
bubbles are present inside the cell, since they would cause unwanted mixing due
to Marangoni convection along their surface. Future details to the sealing of the
inner cell are given in section 6.2. The horizontal alignment of the cell, as well
as the perpendicular orientation are described in section 6.3. Finally, the entire
cell is isolated from the ambient temperature (laboratory temperature: Tl ' 20 °C)
with an styrofoam layer (thickness ≈ 1 cm), which surrounds the complete Soret-cell.

The structure and temperature distribution of the entire cell was in a first step
computer simulated17, which is demonstrated in the lower left panel of fig. 3.4. The
aim was to achieve a temperature gradient that is as uniform and stable as possible,
with liquid temperatures that did not differ from those of the thermistors. Based
on these results, the structure of the Soret-cell was then completely redesigned and
built in the machine shop of the University of Bayreuth.

3.1.3 Camera operation

In many common light scattering experiments, for example ’photon correlation
spectroscopy’ (PCS) or the mentioned OBD, the detection is far from the sample
(FFS: far field scattering). This is to isolate a certain scattering angle θ and avoid
interference effects. Contrary to this, the camera in our setup is very close to the
sample, this measuring type is called near field scattering (NFS).The sketch of
fig. 3.6 compares these two variants illustratively. A useful consequence is that all
of the scattering vectors

eq. 2.3: qs = 2n 2π
λ

sin (θ/2) (3.1)

are detected simultaneously. The simultaneous method is called heterodyne de-
tection [54]. In reverse all the different fluctuations are included in every camera
17Thermal computer simulation with Comsol (finite element programm).
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3.1 Shadowgraphy setup

Fig. 3.6: The camera is in a NFS arrangement. In contrast to the FFS, in which only a
certain scattering angle θ is viewed in isolation at a certain point in time, in the NFS a
heterodyne signal is viewed as a overlap of all possible scattering angles at the same time.

image. The 3D illustration of the setup fig. 3.2 shows the horizontal rail where the
CMOS-camera18 is attached. Due to the weight of the camera, an additional lifting
platform is installed beneath. The alignment of the camera is controlled with a
bubble leveling glass. The mentioned cam mirror, the last mirror, which reflects the
scattered light onto the camera, must be very carefully aligned. This is absolutely
necessary, since otherwise unacceptable interference signals outshine the signal at
small scattering vectors. The alignment and control procedure of the cam mirror,
which is done by the congruent superposition of two irises interference ring-pattern,
is explained in the appendix 6.4.

The CMOS-camera is equipped with a large sensor surface of Acam = 2304 px2, but
to avoid very long calculation times we measure with a reduced effective area of
Aeff = 1000 px2. However, this area should be increased in the future, because
the step size in the Fourier-space shrinks in return, as we will see below. The
individual pixel size is px = 6.5 µm and has no unnecessary gap. The precise
distance z = 20.87 cm between the cell center and the camera-sensor is calculated

18CMOS: complementary metal-oxide-semiconductor, Hamamatsu Orca-Fusion.
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by the transfer-function [55,56]

T (q) = 4 sin2
(
z

2k · q
2
)

, (3.2)

which modulates the total time dependent structure factor S(q,∆t) with the
included sine-oscillations. More precisely, with the measured oscillation minima of
the structure function (blue line in fig. 3.8) and the known wavevector k = 2π/λ
we can calculate the distance z from the derivative ∂T (q)/∂q. Depending on the
used sensor area and the accessible buffer memory size, the sampling rate can
differ quite a bit. In our case, with an effective area Aeff = 1000 px2, buffer size
of 1000 images and in the water cooled operation mode19, the camera can record
approximately 100 fps (frames per second). In case of NEFs, the most interesting
q-values are the small ones (q → 0). Therefore an additional telescope20 is mounted
in front of the camera. Thereby the small scattering vectors are distributed over
a larger sensor area. The telescopic beam direction manipulation of the scattered
light is shown in fig. 3.7. This was checked using the real image and the resulting

Fig. 3.7: Directly at the camera a telescope is connected by C-mount. Therefore the
scattering angles are distorted, which leads to different q-values. This figure illustrates
the beam path of a specific scattering vector (blue) and shows how it is distorted (red)
through the telescope (dashed purple line). It also shows that parallel beams through the
telescope remain parallel and that the q-values can therefore be corrected later (shown in
fig. 3.8).

19Water cooled camera-mode is faster then air cooled mode.
20KOPPACE, 0.5x C-mount camera adapter.
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3.1 Shadowgraphy setup

Fourier transformation of a scale made with a gap width and gap distance of 1 mm.
This is shown in the appendix 6.4. Illustrated in fig. 3.7 is a certain scattering angle
θ0, resulting from the associated refractive index fluctuations δn. The blue lines
demonstrates the mentioned scattering direction θ0 without the telescope. In the
sketch the telescope is represented by the dashed violet line. The red lines behind
shows the still parallel light paths of emerging new scattering angle θ with the
telescope. The resulting two different q-values, the measured qmeas (with telescope,

Fig. 3.8: LEFT: Comparison of the static structure factors with (red) and without (blue)
the camera telescope (slightly different diode intensities). RIGHT: The q values can
subsequently be transformed back into the correct lengths using the shown linear function
eq. 3.3. Parameters: ∆T = 40 K, c = 0.01 [w/w], M = 17.9 kg/mol.

red) and the real scattering vector qreal (without telescope, blue), are shown in the
last plane of fig. 3.7. This Fourier-plane is an imagination layer, were in reality this
is included in the analysis due to numerical Fourier-transformation (FFT). The two
panels of fig. 3.8 compare these two q-values and calculate the linear transformation
function

qreal = 0.65 · qmeas − 3.89 cm−1 . (3.3)

The left side of fig. 3.8 is a comparison of the same structure functions C(q,∆tmax =
99s). In blue measured without the telescope and in red with. The black arrow
illustrated the mentioned telescopic shift of the q-value towards larger ones. With
the easy localizable minima of these functions, the demonstrated linear shift
function eq. 3.3 is calculated from the identification plot (right side). This panel
plots the measured qmeas (red, with telescope) on the x-axis and real qreal (blue,
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without telescope) on the y-axis. The red dashed line illustrates the fitted q value
transformation function of eq. 3.3.

Note

Not all measurements were taken with this last camera positioning. In the continuous
optimization process, various distances and optics were tested. For all configurations,
the q transformation of eq. 3.3 must be determined new. However, this always
follows the same shown logic.

3.2 Sample properties

This section, which focuses on the measured samples, is divided in two sub-sections.
The first section 3.2.1 introduces the parameters of the pure substances and
connects these to the important ones of the observed binary mixtures. The second
section 3.2.2 focuses mainly on the viscosity of the polymer solutions.

3.2.1 Binary sample composition

All the samples are binary mixtures of extra-pure toluene21 (tol) and dissolved
polystyrene22 (PS). The primary goal is to define the thermodynamic coefficients
and to explain the dependencies of the polymer concentrations c, as well as the molar
masses M23. In tab. 3.1 some important parameters of the two pure substances are
shown, where in case of the polymer, the repetition unit is presented. This table is
augmented by tab. 3.2, which shows the measured densities and the below calculated
expansion coefficients for different concentrations. All the density measurements
are accomplished with a commercial density-meter (Anton Paar, DMA 4500 M). A
selection of these densities is shown by the blue triangles in the right panel of fig. 3.9.
21Toluene, AnalaR NORMAPUR from VWR with a purity=99.98%.
22All polystyrene’s are from Polymer Standards Service (PSS).
23The molar mass of a certain polymer defines the chain length of the carbon backbone.
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3.2 Sample properties

component property

toluene

∑N

1molar mass: Mtol = 92.14 g/mol
density: ρtol = 0.862 g/cm3

refractive index: n0,tol = 1.497

polystyrene (ru)

∑N

1molar mass: MPS = 104.15 g/mol
density (solid): ρPS = 1.05 g/cm3

refractive index (solvent): n0,PS = 1.57

Tab. 3.1: List of the specific sizes of the two basic substances toluene and polystyrene
(repeating unit).

It illustrates the density ρ(c, T0 = 25 °C) as a function of the concentration. More
on this in a moment. Completed is fig. 3.9 with the left demonstration, where we
can see the density ρ(T ) of various samples as a function of temperature T . There

∑N

1concentration ρ0 / g
cm3 βT / 10−3K−1 βc∑N

1c=0.2% 0.863 -1.086 0.211
c=1.0% 0.864 -1.084 0.211
c=2.0% 0.866 -1.070 0.210
c=5.0% 0.871 -1.073 0.209
c=10% 0.880 -1.030 0.207
c=20% 0.897 -0.973 0.203
c=30% 0.914 -0.916 0.199
c=40% 0.931 -0.859 0.195
c=50% 0.949 -0.802 0.192

Tab. 3.2: List of the density (ρ0(T0), at T0 = 298.15 K) and the two expansion coefficients
(thermal βT of eq. 3.4 and solutal βc of eq. 3.6) of the different concentrations.

are several groups of curves, which reflect the different polymer concentrations
c = 0.2, 2, 5, 10, 20, 30, 40% (from bottom to top). The different molar masses
are all in these same bunches (superimposed), which means they have no effect
on the density, if the concentration is measured in mass fraction. The thermal
expansion coefficient βT = ρ−1

0 ∂ρ/∂T (ρ0 is the average density at T0 = 25 °C) can
be determined from the slope: ∂ρ/∂T = 0.571 and varies slightly for the different
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Fig. 3.9: LEFT: Thermal density dependency of different binary mixtures. All with
slightly different ∂ρ/∂T , which is used in the thermal expansion coefficients βT are shown
in tab. 3.2. RIGHT: Analogue representation of the solutal density dependency. Interes-
tingly, the density function of the mixed density (eq. 3.5) with increasing polystyrene
concentration (blue triangles) shows a perfect straight line from the pure toluene up to
pure polystyrene.

concentrations.

βT (c) = 1
ρ0(c) ·

∂ρ

∂T

∣∣∣∣∣
p,c

≈ (−1.087 + 0.571 · c) · 10−3 (3.4)

The empirical eq. 3.4 can be used to approximate the thermal expansion coefficient
βT for a given polystyrene concentration in a binary mixture with toluene. From
the right panel of fig. 3.9 and the linear fit of the measured densities we derive
the slope of ∂ρ/∂c = 0.182, which allows us to calculate the density ρ(c) for any
concentration. Consequently, we can also estimate the solutal expansion coefficient
with the derivation-term ∂ρ/∂c and the density of eq. 3.5.

ρ0(c) = ρtol + ∂ρ

∂c

∣∣∣∣∣
p,T

· c (3.5)

βc(c) = 1
ρ0(c) ·

∂ρ

∂c
(3.6)

As a control, the fit of eq. 3.5 is extrapolated to the pure substances, which are the
limits in the plot (shown in red). It turns out that this linear approximation fits
not only the pure toluene (the suspension point, green dot) it also nearly perfectly
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3.2 Sample properties

connects to the pure polymer density (which is a solid, green diamond). This result
is surprising, since we increase with this approximation the concentration, starting
from the dilute state (c < c∗), over the overlap concentration c∗ [57] up to the pure
polymer. A wide variety of system states are covered, from completely uncoupled
polymer chains, floating in the solvent, to chains that sense each other (around
the overlap concentrationc ≈ c∗), entangled chains with severely limited dynamics
(entangled region, more details in section 3.2.2), to the glassy state of the solution.
However, we never exhausted this approximation and never went beyond 50/50
solutions with our measurements.

Fig. 3.10: The large plot is a phase diagram of a mixture of two glass formers. The white
area is the liquid and the red the glass system state. The region between the blue and
the red lines describes the supercooled state. Vertical temperature reduction ∆T as well
as horizontal concentration increase ∆c ensures an approach to the glass temperature.
For a specific concentration the insert shows a V(T)-diagram, which compares the glass
transition with crystallization. It refers the crystallization Tk, glass Tg and the melting
temperature Tm.

These binary solutions can be understood as a mixture of two glass formers with
the individual glass temperatures: Tg,tol = 117 K and Tg,PS = 363 K. The Fox-
equation [58] can be employed to estimate the glass temperature Tg of the mixture

45



as
1
Tg

= cPS
Tg,PS

+ ctol = (1− cPS)
Tg,tol

. (3.7)

The current state of research is that additional effects are present, such as inter
molecular interactions [59,60] and that even two glass temperatures exist [61]. But for
our purpose this simpler approach is sufficient. Naively said, the glass temperature
is that temperature where the liquid starts to solidify. In contrast to liquids that
form crystal structures, where the melting Tm and the crystallising temperature Tk
can be easily defined and measured, the glass transition temperature is not sharply
defined (illustrated in the inset of fig. 3.10). If we cool a glass forming liquid, the
sample can reach the supercooled regime, an area between the melting temperature
(blue line) and the glass temperature (red line).

3.2.2 Viscosity contributions

A glass solidifies, not because it forms certain structures (as crystals), but because
its viscosity tends to infinity and therefore all the system dynamics are ’frozen’. From
this very interesting point of view, polymer solutions are suitable to investigate
the important coefficients, which describe the system dynamics, because the total
viscosity changes dramatically, depending on the concentration and the molar mass
of the polymer. For all of our measurements the viscosity is estimated with the
empirical approximation of Schwaiger [62]:

log η(c,M, T0) =

I.︷ ︸︸ ︷
(1)
1log [ηpoly(c,M, T0)] +

II.︷ ︸︸ ︷
log

[
aTg,0(c,M, T0)
aTg,tol(T0)

]
︸ ︷︷ ︸

polymer viscosities

+ log [ηsol(T0)] ,

(3.8)
where the total viscosity η(c,M, T0) is build up with three individual parts. This
section describes the easily distinguishable three viscosity contributions of eq. 3.8.
It should be noted, that in the result section 4.2, an alternative calculation of
the viscosity is described. This calculates the total contribution via the specific
and intrinsic viscosity and delivers better results, especially for small concentrations.
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3.3 Image processing

The last term the viscosity of the pure solvent ηsol is the basis of eq. 3.8 and
is in the case of toluene a constant quantity. The second polymer part (II) is
viscosity contribution due to the distance from the glass temperature. The closer
the sample is to the glass temperature, the larger this viscosity contribution will be.
The first polymer part (I) is a contribution due to entanglements of the polymer
chains ηpoly. Thereby is the rule the larger the polymer concentration, the more
frequent the occurrence of entanglements. These severely restrict the mobility and
therefore increase the viscosity.

Illustration model

A very useful approach is to imagine a polymer solution as a pot of spaghetti.
A certain spaghetti can only move along its contour length and all movements
perpendicular to it are severely limited. This consideration only describes solutions
above the overlap concentration, but for this molecular effect it is unimportant
whether the polymer is entwined by neighbored chains or by itself.

3.3 Image processing

This last section of the experimental chapter focuses on all the necessary image
processing steps. The description starts with an explanation of the image collection
in section 3.3.1. Afterwards the images are pre-processed, which is detailed in
section 3.3.2. Before the actual time dependent structure factors are calculated in
section 3.3.4, the section 3.3.3 demonstrates the mentioned Fourier-transformation
with focus on the experimental image analysis.

3.3.1 Image collection

For our target to investigate both, the solutal and the thermal effects of the polymer
mixtures, we need not only a very high sampling rate (primary for the thermal
effects), we also need low sampling rate (for the solutal effects). Therefore the
camera measures in a quasi-logarithmic way. As in fig. 3.11 demonstrated several
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different interval times: τs = 0.01, 0.1, 1 s (sometimes, additional τs = 10 s) are
chosen, all with the same sampling number, of 300 images. This ensures that images
are recorded over many decades, but that the total amount of data is manageable.
There is no need for thousands of images which are recorded in 10 ms steps, if

Fig. 3.11: The total measurement time is created from the combination of three various
interval times: τs = 0.01, 0.1, 1 s. This quasi-logarithmic procedure generates the same
number of images for all sampling times.

the solutal variation changes significantly over a time of approximately 1 s. A
simplification of the associated curves (green: 10 ms, blue: 100 ms, red: 1 s) is shown
in fig. 3.11. The two defined times t1 = 300 ms and t2 = 3 s are also demonstrated,
these are the points where the contributing interval times are normalized to each
other and thereby connected to generate the master curve. The schematic curve of
fig. 3.11 shows an ideal time dependent structure factor S(q,∆t), which is determi-
ned by only one relaxation process and demonstrated for one specific q-value. This
corresponds to fig. 3.12, where the right side shows all different q-values and the
measured structure functions S(q,∆t). For the sake of completeness, the left side
shows all associated structure functions S(q,∆t) for the different time differences
∆t and as a function of the q-value. The color scheme of fig. 3.12 is based on fig. 3.11
and illustrates the time dependent structure factors S(q,∆t) in the color of the
sampling rate.

The following sections 3.3.2-3.3.4 explain how these time depended structure
factor curves are extracted from the calculated images.
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3.3 Image processing

Fig. 3.12: LEFT: Representation of the various time dependent structure factors. The
interval times are differentiated by color, so that the green curves are recorded with
τs = 10 ms, the blue ones with τs = 100 ms and the red ones with τs = 1 s. RIGHT:
Illustration how the different interval times of the same q values are connected at points
t1 and t2. With very slow dynamics, a fourth interval time with τs = 10 s was used.

3.3.2 Image processing in real space

As fig. 3.13 explains, it is necessary to pre-process the measured images. Every
spatial pixel intensity (in the camera plane ∼ ~x) of the measured images Im(~x, t)
(m: measured) is formed due to a heterodyne overlap intensity signal, of the scatte-
ring amplitudes If(~x, t) ∝ δn (f , contains all fluctuations) and the transmitting
background intensity Ib(~x) (b: background).

Im(~x, t) = Ib(~x, t) + If (~x, t) (3.9)

To separate the different overlapping fluctuation parts (in If (~x, t)) we use a Fourier
analysis of the images, which will follow in fig. 3.15. This method enables the
individual contributing scattering signals to be isolated and plotted against the
associated scattering vectors (q-values). But before we introduce the Fourier analysis,
the images are pre-processed. As a first step, all the measured images Im(~x, t)
are normalized to their own spatial mean grey-value, in order to exclude power
fluctuations of the light source, which could result in temporal intensity changes.
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Fig. 3.13: LEFT: Actual measured image Im(~x, t), which includes the intensity beam
profile and the fluctuations. RIGHT: Spatial and temporal normalized image I(~x, t) =
〈〈Im(~x, t)〉x〉t. The remaining roughness is the dominating fluctuation intensity in the
images (easier to see on the PC ). Fig. 6.5 of the appendix represents this process stylized
from the point of view of individual pixels.

For that reason they are eliminated. The calculation of the spatial mean grey-value

gvav(t) =
∑X
x=1

∑Y
y=1 I

m(x, y, t)
X · Y

(3.10)

is done by averaging over all pixels in the image, with the total pixel number X
in x-direction and Y in y-direction. The generated intensity profiles of the spatial
averaged images

Im(~x, t)
gvav(t) =

=Ib(~x)︷ ︸︸ ︷
Ib(~x, t)
gvav(t) +I

f (~x, t)
gvav(t) (3.11)

are a sum of the static (time independent) background Ib(~x) and the time dependent
fluctuation intensities If(~x, t)/gvav(t). Afterwards all images are also averaged
temporally, which means a normalization with the static image:

Ist(~x) =
∑N
i 〈Im(~x, ti)〉~x

N
=̂Ib(~x) . (3.12)
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3.3 Image processing

As mentioned, in the introduction of the fluctuation (section 2.4.1), fluctua-
tions occur randomly, which means the temporally averaged result vanishes:∑N
i 〈If(~x, ti)〉~x/N = 0. The static information Ist(~x) contains thereby only the

Gaussian profile of the light beam.

I(~x, t) := 〈I
m(~x, t)〉~x
Ist(~x) = Ib(~x)

Ist(~x) + 〈I
f (~x, t)〉~x
Ist(~x)

= 1 + Ifn(~x, t) (3.13)

The result of the temporal averaging is shown in the small calculation of eq. 3.13.
The background signal of the spatial and temporal normalized images I(~x, t) is
a constant value of 1, on top we can find the fluctuation information Ifn(~x, t) (n:
normalized). This is demonstrated on the right side in fig. 3.13. In appendix 6.6
the two described normalization steps are shown from the perspective of the image
pixels.

Windowing

Fig. 3.14: RIGHT: Representation of Iw(~x, t), the multiplication of the normalized
image I(~x, t) with the Hann-window-function H(~x). LEFT: Comparison of the resulting
structure functions, in red without the windowing and in blue with windowing. The
inset shows the image of the structure function C(~q,∆t) of the blue curve. Parameters:
c = 0.02, M = 17.9 kg/mol, ∆T = 50 K, T0 = 25 °C.

Before the image differences and the spatial Fourier-transformation can finally be
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calculated, it is useful to multiply the normalized images with a window function [63].
We use the Hann-function H(~x) [64].

Iw(~x, t) = I(~x, t) ·H(~x) (3.14)

The favorable effect is shown in fig. 3.14. The left side illustrates how the pixel
intensity of the normalized images I(~x, t) is modified by the window-function H(~x).
By doing so, the fluctuations near the cell borders are weighted less than those in
the center, which minimizes the border-effects. This is visible when the structure
functions CDDA(q,∆t) are compared, shown on the right. It is clearly shown, that
due to the windowing of the images, the introduced structure function is now
modulated by a nearly perfect transfer function (∼ sin2). Otherwise the modulating
transfer function T (q), itself would be influenced by a Talbot-effect [65]24.

3.3.3 Image processing in Fourier space

Fig. 3.15: Decomposition of the individual refractive index fluctuations δn due to the
Fourier-transformation. Additional illustration of the scattering vector peaks in the
Fourier space of the individual fluctuations and the representation in the static structure
factor images S(~q) (cf. fig. 3.17).

The sketch of fig. 3.15 demonstrates the decomposition of the measured (heterodyne)
fluctuation wave front (left side) into the individual wave fronts (middle), which are

24A Talbot-effect is an additional exponential function, which deforms the sine-square oscillations.
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3.3 Image processing

each related to specific refractive index fluctuations δn. The right side connects the
wave fronts to the calculated scattering vectors q in the Fourier-space (fig. 3.17).
Before we calculate the q-values, we need to Fourier-transform the pre-processed
images and perform the DDA. In eq. 3.15 the Fourier-transformation (Fx{..}) of a
certain image Iw(~x, t) is shown:

i(~q, t) = Fx{Iw(~x, t)} =
=Fx{1}︷︸︸︷
δ(~q) +

=Fx{Ifn(~x,t)·H(~x)}︷ ︸︸ ︷
if (~q, t) . (3.15)

As in section 2.4.1, lower case letters are used for the Fourier-transformed images
(Iw(~x) → i(~q)). The next DDA-step is the image correlation and the calculation
of the time differences ∆t. These are evaluated as a squared absolute value (|..|2)
to generate the structure functions CDDA(~q,∆t). N = 20025 identical structure
functions of the same time differences ∆t are averaged together (temporal averaging
〈..〉t, eq. 3.16) to improve the signal to noise ratio. In this case, identical time

Fig. 3.16: Selection of the images for certain time differences ∆t. For example, if ∆t = 2
the image differences are calculated with the images I1(~x, 1)− I3(~x, 3 ·∆t), so as with
I2(~x, 2 ·∆t)− I4(~x, 4 ·∆t) and so on.

differences ∆t means that the image differences: i(~q, t)− i(~q, t+ ∆t), formed with

25With 200 identical time shifts of the 300 total images we generate 100 averaged correlation
functions.
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the same time shift of the detected images, which is demonstrated in fig. 3.16.

CDDA(~q,∆t) =
〈 ∣∣∣if (~q, t)− if (~q, t+ ∆t)

∣∣∣2 〉
t

CDDA(~q,∆t) = 2 · Cf (~q,∆t) +B0(~q,∆t) (3.16)

The in eq. 3.16 shown value (|..|2) can be calculated with the binomial formula
((a− b)2 = −2ab+ a2 + b2). The mixed term (ab) is the dynamic contribution of
the fluctuations (f : fluctuation).

Cf (~q,∆t) = 〈
∣∣∣if (~q, t)∣∣∣ · ∣∣∣if (~q, t+ ∆t)

∣∣∣〉t (3.17)

The two squared terms (a2, b2) are static contributions

B0(~q,∆t) =
〈 ∣∣∣if (~q, t)∣∣∣2 〉

t
+
〈 ∣∣∣if (~q, t+ ∆t)

∣∣∣2 〉
t
≈ B0 , (3.18)

because they don’t include different times. This static part is neither q nor time
dependent. Therefore the static part is a constant value B0. The experimental
result of the refractive index structure function, calculated by the DDA, is:

CDDA(~q,∆t) = 2 · Cf (~q,∆t) +B0 . (3.19)

The resulting structure function CDDA is twice the structure function of the
fluctuations Cf and an added constant background B0 (static). The factor two,
which comes from the binomial formula, can be explained, since two fluctuating
images contribute to this one correlation calculation due to the image difference.

3.3.4 Processing of the structure function

As on the right side in fig. 3.15 already indicated, demonstrates fig. 3.17 how a
certain refractive index fluctuation δn and the associated wave front (blue line)
lead to a certain q-value in the Fourier-transformed images. If we shift ~q = (0, 0)
into the center, these q-values are symmetrical rings. The center describes the
transmitted light and the radii the magnitude of the scattering vectors (lower
plot). For every correlation time ∆t, we get from the DDA26 a structure function
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3.3 Image processing

Fig. 3.17: Comparative illustration of the effects of refractive index fluctuations δn and
the visualization of the fluctuation variables dependent scatter intensities in the Fourier
image of the camera image.

image CDDA(~q,∆t), which is shown on the left side in fig. 3.18. The blue box
demonstrates the smaller ’region of interest’ (ROI) of 250× 250 px−1, since in the
larger q-area we detected only the background noise B0. The larger the original
image (in real space), the smaller the q-step size of the inverse pixels. This leads
to a q-step size of: qmin = 9.67 cm−1. The chosen maximum radius is thereby
qmax = 200 ·qmin ≈ 1900 cm−1. The right side of fig. 3.18 shows a quasi-anti-aliasing
method, which defines which inverse pixels contribute to a certain q-value. The red
colored squares are the contributing inverse pixels and the ratio of the covered to
the uncovered area is the statistical weight of this pixel to the selected q-value ring
(middle plot). This way of crediting the pixel values to a certain q-value corresponds
to an azimuthal averaging ((..)φq) in polar coordinates ((qx, qy) → (q, φq)) and

26The associated program, ’DDA_100820_long.py’, is saved under:
’∼ /DOC/Python/Shadowgraphie/Auswertung/DDA_SORT ’.
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Fig. 3.18: LEFT: Representation of C(~q,∆t) and the Region Of Interest (ROI). MIDDLE:
Illustration of the look up matrix which specifies which pixels belong to which q. Some
pixels that belong together are shown in the same color. RIGHT: The pixels belonging
to a certain q value are assigned to the corresponding q based on their statistical weight.
This is derived from the anti-aliasing method.

ultimately determines the experimental structure functions

CDDA(q,∆t) =
〈
CDDA(~q,∆t)

〉
φq

= 2 · Cf (q,∆t) +B0 . (3.20)

The last function we need to consider is the intensity modulation due to the
transfer function [56] T (q), which we can see in the left plot of fig. 3.18. It is an
interference effect of the two scattered beams (±δn → ±q) and the transmitted
one (n0 → q = 0):

T (q) = 4 · sin2
(
z

2kq
2
)

. (3.21)

As in section 2.6 explained, the fluctuation theory provides a structure function of
the refractive index fluctuations (eq. 2.47), which is related to the time dependent
structure factor S(q,∆t) (eq. 2.54, eq. 2.55). Finally it is necessary to connect the
theoretical and experimental functions:

CDDA(q,∆t) = 2T (q) · S(q,∆t) +B0 (3.22)

= 2T (q) ·
∑
i=T,c

Si(q)
[
1− f

(
∆t, τ i(q)

)]+
≈B0︷ ︸︸ ︷

BT +Bc +B0 .
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3.3 Image processing

In eq. 3.22 is the final result and the required connection of the theory and the
experimental images analysis shown. It is assumed that the thermal BT and solutal
background terms Bc (cf. eq. 2.54) are dominated by experimental background noise
B0. Additionally we can see, that the transfer function T (q) and the theoretical
structure factor replace the fluctuating term Cf (q,∆t) of eq. 3.20.

Fig. 3.19: Actual 3D surface presentation of a quarter of the static structure factor from
fig. 3.18, where the transfer function T (q) is still included in the form of the oscillations.
Sample: c = 50% polystyrene (M = 4.8 kg/mol) in toluene, with ∆T = 30 K around
T0 = 298.15 K.

The last, additional figure of fig. 3.19 shows a sectional view of a real structure
function. It can be clearly seen that the amplitudes increase noticeably towards
q → 0 and run into a background plateau in the opposite direction (q →∞). All
in chapter 4 following structure functions of the experimental results are produced
with the now presented, self-written, image analysis program.
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4 Results and discussions

The first section 4.1 demonstrates the critical evaluation steps of the final structure
function eq. 3.22 from the experimental section 3.3.4, at an actual measurement. It
introduces the significant fit parameters and their further implications. In addition it
relates these parameters to fig. 2.12 from section 2.6, which was the final illustration
of the theory chapter 2.
Section 4.2 introduces a complete simulation of our NEF measurements, which
provides the most important achievement of this thesis. Therefore the simulation
first establishes all the necessary thermophysical parameters. Subsequently these
are used to calculate the non linear temperature and concentration distributions
inside the cell, which finally deliver the NEF signals of the structure functions. The
simulated signals and the resulting transport coefficients are then compared with
actual experiments. The most important result of this work is the non linearity of
the diffusion equation, which has significant effects on the NEF signals and the
transport coefficients involved.
Then section 4.3 provides a systematic analysis of the experimental static structure
factor. It isolates certain external influences and describes their dependencies. We
start in the first sub-section with the thermal characterization and follow with a
simultaneously description of the concentration and the molar mass effects. In both
sub-sections we focus on the q roll-off values and the resulting NEF amplitudes, in
which we pay attention to collective movements of multiple curves in the included
c-, M -limits.
The final section 4.4 ultimately connects the most important achievements and
shows the dependencies of the fluidal transport quantities. These are the diffusion
coefficient, the Soret coefficient and the thermodiffusion coefficient. Again we
consider the external parameters and group them in the thermal and solutal sub-
sections. In addition an overview of all simulated and experimental samples is
provided.
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4.1 Evaluation system

This first section serves as a reminder of the final theoretical presentation fig. 2.12
in section 2.6. Therefore, we evaluate1 exemplarily an actual experiment, which
is generated with the image preparation routine, introduced in section 3.3. Every
highlighted evaluation step refers to one of the three subplots in fig. 2.12. For
that reason, to each of the following experimental figures a stylized version is
attached, which describes the essential parameters and helps to connect the plot
to its theoretical pendant. The presented sample is a dilute (c = 0.02 g/g) binary
mixture of polystyrene (M = 90.9 kg/mol) dissolved in toluene. The measurement
is detected with three decadal interval times τs = 10, 100, 1000 ms and for 300
images each. The applied temperature gradient ~∇T0 = 104K/m originates from the
temperature difference of 50 K between the 5 mm separated sapphire boundaries.
For the calculation of the structure functions C(q,∆t) of every q value, we averaged
200 difference images of the same time steps, as introduced in fig. 3.16.

Following our publication [47] and as explained in eq. 3.22, the first step is to consi-
der the total structure functions C(q,∆t) as a sum of two individual contributions
Ci(q,∆t), with one fast thermal (i = T ) and a slower solutal (i = c) mode.

C(q,∆t) =
∑
i=c,T

=Ci(q,∆t)︷ ︸︸ ︷
ai(q) ·

[
1− exp

(
− ∆t
τ i(q)

)]
+B0 (4.1)

Three of these total structure functions and the associated fits are shown as the dots
and the solid lines in the left plot of fig. 4.1. The right illustration demonstrates
a simplified version of the lower left plot of fig. 2.12 and links especially the
greenish q-value of 89 cm−1 to the theoretical representation. The shown functions
are conceptionally different. Starting from the top, the light green one, visualizes
the mentioned q value of 89 cm−1. It’s a signal where both thermal and solutal
contributions appear, despite their different time scales (τT ≈ 0.2 s, τ c ≈ 20 s). The
magenta curve shows a relatively small q-value of 40 cm−1, where mainly the fast

1The associated program: ’STRUCT_FIT_210621.py’, is located at

’∼ /DOC/Python/Shadowgraphie/Auswertung/STRUCTURE_FCT ’.
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4.1 Evaluation system

Fig. 4.1: Illustration of three different structure functions (dots) of a c = 0.02 [w/w],
M = 90.9 kg/mol mixture and the associated fit curves (lines). Shown is a fast purely
thermal process in magenta (q = 40 cm−1), a slow solutal one in cyan (q = 457 cm−1)
and in light green, a combination of both (q = 89 cm−1). Superimposed the associated fit
curves are shown with the red, blue and green solid lines. The right panel is a sketch
with all four fit parameters. It builds the connection to the lower left sub-plot of fig. 2.12.

thermal signal can be found (CT ). On the other hand, the large q = 457 cm−1 value
of the blue curve is a pure (slow) solutal signal (Cc). As indicated in the right
sketch, each of the contributions (i = c, T ) includes an own amplitude ai(q) and a
relaxation time τ i(q). These are the important, q value specific quantities of the
next two evaluation steps.

τ i(q) = 1
χq2 ·

[
1 + (qiro/q)

4
] , for i =

 c : χ = D

T : χ = Dth

(4.2)

ai(q) = 2 · T (q) · Si(q) (4.3)

The second step is the analysis of the thermal (i = T ) and solutal (i = c) relaxation
dynamics τ i(q). This is shown in fig. 4.2. The left side demonstrates our actual
fitted relaxation times (of eq. 4.1) as the magenta (thermal) and turquoise (solutal)
dots. Additionally, the solid red and blue lines show the bell shaped fit functions of
eq. 4.2. The right panel visualizes one of these modes and is the connection to the
upper right plot of fig. 2.12. In there, the blue area represents the gravitationally
limited q-region. The maximum of the curve, or in other words the end of this
region, defines the associated roll-off value qiro. The right flank of the bell-shaped
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Fig. 4.2: Demonstration of the thermal (shown in magenta) and solutal (turquoise)
relaxation time behaviors. Both show a maximum, which determines the individual
roll-off values qiro and a cut-off threshold qic. The right flanks demonstrate the direct
transport coefficients, the thermal diffusivity χ = Dth and the diffusion coefficient χ = D
respectively. The blue region in the right plot indicates the gravitationally limited area,
where the dynamics of the individual modes is slowed down or quenched due to buoyancy
effects.

curves is the non equilibrium region, where free diffusion (χ = D), or free heat
diffusion (χ = Dth), occurs. The dashed lines in the left plot illustrate these free
diffusion processes ∼ q−2, which would occur under micro gravity. These right
flanks end, for large q values, at the associated cut-off thresholds qic. That is the
point where the NEF amplitudes (∼ q−4) are dominated by the background B0,
which can be seen in fig. 4.3, indicated with the red arrow.

In the third step we analyse the NEF amplitudes ai(q) of the static structure factors
in combination with the total static structure factor2, which is determined in our
evaluation routine by the longest possible correlation time C(q,∆t→∞)→ S(q).
Towards the end of the evaluation work, it was shown that the total static structure
factor is better replaced with the sum of the fit amplitudes a(q) = ∑

ai(q). In
future projects this will be implemented3. The right illustration of fig. 4.3 again is a
connection to fig. 2.12 and shows one individual static structure factor contribution

2total: sum of the thermal and solutal contribution.
3This filters additional modulations of the longest correlation times. For example, long-wave
building vibrations that the tables cannot dampen.
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4.1 Evaluation system

Fig. 4.3: Representation of the thermal and solutal amplitudes ai of fig. 4.1 (colored dots)
and their fits (dashed lines). In addition, the static structure factor is shown (gray dots),
which is fitted by the sum of the two modes (black dashed line). The right panel explains
the important aspects, such as the roll-off and cut-off thresholds or the gravitationally
limited amplitude Ii0 (of one mode), in a simplified illustration.

Si(q) (i = T, c):

Si(q) =
(
∂n

∂i

)2
I i0

1 +
(
q
qiro

)4 +B0 . (4.4)

We can see the characteristic ∼ q−4 dependency of the NEF amplitudes, which
is located between the roll-off qiro and cut-off qic thresholds of q (qiro < q < qic,
highlighted by the red arrows). In the introduced blue q-region, the gravitationally
limited intensity I i0 (q → 0) can be seen, which is magnitudes smaller then in micro
gravity conditions (extension of the q−4 proportionality). The oscillations in the
amplitudes are caused by the experimental transfer function T (q) (already included
in eq. 4.3), an interference effect, which is explained in eq. 3.2. Our fit algorithm
combines in a simultaneous process both individual amplitudes ai (magenta, cyan
dots in fig. 4.3) with the total static factor (grey dots) and fits the coupled intensities
I i0 (q → 0) and the static roll-off values qiro simultaneously to all three curves. This
is explained in detail in our publication [47]. The results are the three dashed lines,
in red and blue the thermal and solutal static structure factors Si(q), respectively.
Additionally we get the total static structure factor S(q) = ∑

Si(q) (black dashed
line) by the sum of both modes. This sum fits perfectly the experimental static
structure factor S(q) (amplitudes of the longest correlation time C(q,∆t = 99 s)).
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Finally, we calculate the Soret-coefficient ST from the concentration gradient ~∇c,
which is included in the solutal q roll-off value qcro and the Soret equation 2.4 (shown
in eq. 4.6):

qcro =
g · βc · |~∇c|

ν ·D

1/4

(4.5)

ST = −~∇c
~∇T · c(1− c)

= −1
~∇T · c(1− c)

· (qcro)4 · ν ·D
g · βc

. (4.6)

The roll-off value qcro appears in the solutal relaxation time τ c(q) as well as in the
static solutal structure factor Sc(q) and is experimentally not always the same.
Therefore we follow Croccolo et al. [66] and differentiate them as the dynamic (from
τ(q)) and the static (from S(q)) q roll-off values. We will return to this in section 4.2
and provide an explanation for the differences. But the actual NEF theory states,
that these two values must be identical.
The necessary parameters for the fit functions of eq. 4.5 and eq. 4.6, are the
kinematic viscosity ν = ηρ and the solutal expansion coefficient βc, which can be
measured and estimated as shown in eq. 3.6 and eq. 3.8. Finally, the diffusion
coefficient D is obtained from the fit of the solutal relaxation time τ c(q) and explains
the free diffusion section (right flank and micro gravity behavior). The resulting

experiment literature
c = 0.2% c = 1%[67]∑N

1ST / 10−2K−1 44.36±4∗ 21.5±2
D / 10−10m2/s 0.43±0.04∗ 0.54±0.05

Tab. 4.1: Comparison of the resulting experimental transport coefficients (T0 = 298.15 K,
with ∆T = 50 K) of a c = 0.02 [w/w], M = 90.9 kg/mol polystyrene/toluene mixture and
the associated literature values of Schwaiger [67].

transport properties are listed in tab. 4.1, where we compare them with the literature
values [67] of a slightly different concentration c = 1%. In general the transport
properties of such small concentrations should not change or change only slightly
(at least for smaller molar masses). However, especially the experimental Soret
coefficient differs notably from the literature value. The demonstrated experimental
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4.1 Evaluation system

properties, which are marked with a star (∗), are affected by the same effects,
which provide the differences in the q roll-off values. Therefore theses values are
not well suited for an actual comparison and for now should be simply viewed
as preliminary experimental results. The effects meant, are on the one hand non
linearities of primary the solutal mode and on the other hand thermal dependencies
of the transport coefficients (D(∆T ), ST (∆T ), etc.). We will look into these effects
in more detail in section 4.2 and section 4.4, where we will also bring back this
table and correct the results.

Note

There is an alternative way of estimating the Soret-coefficient ST , which we have
suggested as a possibility in our publication [47]. For this, the ratios of the expansion
coefficients, the transport parameters and the roll-off wavevectors are used:

ST = −1
c(1− c)

βT
βc

D

Dth

(
qcro
qTro

)4

. (4.7)

The advantage is that no optical contrast factors are required and that the viscosity
dependence disappears. Consequently, no external measurements are required.

4.1.1 Application

The evaluation just shown, which is based on the theory already presented in
section 2.6, was proposed in our publication [47]. Therein we specified that for
polymer samples with large Lewis numbers (Le = Dth/D ≈ 100), which means
easily distinguishable thermal and solutal modes, our treatments eq. 2.54 and
eq. 2.55 of the structure function leads to notably better results. This was shown
experimentally with a c = 0.02 polystyrene (M = 4.84 kg/mol) in toluene mixture.
The shadowgraphy setup used was an earlier, monochrome (λred = 670 nm), state
of the current one with the same Soret-cell but without the additional second
telescope in front of the camera. Fig. 4.4 shows plots of the evaluated relaxation
times τ i and structure functions Ci, which are very similar to the ones in [47]. The
amplitudes of the right panel and especially the resulting relaxation times of the
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Fig. 4.4: Plot of the evaluated thermal (i = T ) and solutal (i = c) relaxation times τ i and
structure functions Ci of [47]. Parameters: c = 0.02 g/g, M = 4.84 kg/mol, ∆T = 30 K,
T0 = 298 K.

left one showed a greater scatter at that time. Comparing these results with the
two plots on the left in fig. 4.2 and fig. 4.3, it is easy to see that the setup and the
evaluation have further developed, resulting in better signal-to-noise ratios and
generally smoother curves. Tab. 4.2 shows the resulting transport coefficients and
the comparison of TABLE II. in [47].

Kan Rau Cro Maz Zapf
M kg/mol 4.84 4.75 9.1 9.1 4.84
c g/g 0.02 0.02 0.018 0.018 0.02
T K 298 295 - - 298
D 10−10m2/s 2.4±0.07 2.03±0.04 1.83±0.37 2.75±0.5
Dth 10−8m2/s 8.37±0.15 7.5±0.7
qTro cm−1 69 45.5±2.5
qcro cm−1 233 144±20
ST 10−2K−1 4.3±0.2 2.9±1.5
DT 10−12m2/(sK) 10.3±0.7 7.1±4.0

Tab. 4.2: Representation of the final results of [47], where Zapf are our ones, Kan
(Kantelhardt), Rau (Rauch [68]), Cro (Croccolo [4]), and Maz (Mazzoni [69]).
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4.2 Simulation of non linearities in NEFs

4.2 Simulation of non linearities in NEFs

The intention of this section is to introduce and confirm a completely simulated
description for the resulting structure functions C(q,∆t) of our shadowgraphy
setup. Special attention will be paid to the non linearities of the Soret-equation 2.4
(results from the diffusion equation)

~∇c = −ST ~∇T · c(1− c) , (4.8)

which are neglected in the case of many other methods, such as optical beam
deflection (OBD) [10,13,14,15] and thermal diffusion forced Rayleigh scattering (TD-
FRS) [10,11,12]. This can be explained by their very small temperature differences,
OBD approximately 1 K and TDFRS a few mK. In the case of shadowgraphy,
however, we work with differences up to 50 K over a cell height of 5 mm. As this
section will show, these are circumstances in which a linear approximation no longer
applies.
The simulation4 interprets the entire signal as a layer model of N = 100 individual
and independent (index i) structure functions Ci(q,∆t, z). Every layer (height
variable z) contributes thereby with an own non linearly related composition, which
will be explained in section 4.2.1 and 4.2.2. The plot of fig. 4.5 illustrates, for a
specific q = 115 cm−1 value, all the related structure functions Ci(q,∆t, z) as thin
cyan lines. On top, three signature layers are highlighted with thicker dark blue
lines. This way of representation is used in several of the following figures, where
the signals of the boundary layers at z = 0 and z = h are shown with thick solid
and dashed blue lines and where the central layer at z = h/2 is highlighted by the
dotted thick blue line. The graphs are completed by the thick black lines, which
represents the averaged signal of all involved layers:

C(q,∆t) = 1
h

∫ h

0
Ci(q,∆t, z)dz . (4.9)

We interpret this average quantity as the experimentally available counterparts of
our simulation model. In addition to the mentioned, highlighted signature layers,

4The simulation program, ’TOTAL_TC_SIM_NEW.py’, can be found under:
’∼ /DOC/SIMULAT_Temp_Abh/SIM_PS_TOL_TOT ’.
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Fig. 4.5: Illustration of all the individual correlation signals Ci(q,∆t, z) for a specific
q = 115 cm−1 value [70]. The three blue highlighted curves are the signature heights
z = 0, h/2, h. The black line reflects the structure function C(115 cm−1,∆t), which is
the averaged portion of all the contributing layers and which is available through the
experiment. The thermal and solutal parts of every layer are demonstrated in the inset.
Due to the gray arrows the direction of the temperature gradient ~∇T is shown. It should
help to understand which cell side provides the dominant signal.

the direction of the temperature difference is indicated by large gray arrows. This
is intended to give a sense when the hot, upper layers and when the cold, lower
ones provide the dominant signal. Especially since the hot cell side dominates in
the thermal signal part and the cold side in the solutal part. The simulated sample
of this section is a dilute solution of polystyrene (M = 17.9 kg/mol) in toluene
with a concentration of c0 = 0.01 g/g, for which a complete temperature series is
present. The temperature difference ∆T = 30 K is applied symmetrically around
the average temperature of T0 = 298.15 K and over the mentioned cell height of
h = 5 mm.

At first we present in section 4.2.1 the essential thermophysical parameters, which
form the base of the simulation. Afterwards we show in section 4.2.2 the resulting
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4.2 Simulation of non linearities in NEFs

non linear temperature and concentration distributions. Finally, section 4.2.3 de-
monstrates the calculations of the structure functions and the resulting measurable
signals (of τ i and ai). Section 4.2.4 evaluates these functions in the introduced way,
where we get the resulting transport properties. The last section 4.2.5 compares
in step one the simulated signals of section 4.2.3 and in step two the resulting
transport coefficients of section 4.2.4 with actual experiments of the temperature
series. With that we then can ultimately confirm our simulations and use the
knowledge in the following chapters.

4.2.1 Thermophysical parameters

This sub-section presents the calculation methods for the thermophysical para-
meters. Those are the diffusion (D), Soret (ST ) and thermodiffusion coefficient
(DT ), as well as the thermal diffusivity (Dth) and the kinematic viscosity (ν). To
avoid problems, we simplified our region of interest and only considered polymer
mixtures far from glass transition effects (introduced in fig. 3.10). For this purpose,
J. Kantelhardt measured with our TDFRS-setup [10,11,12] ST (T ), D(T ), DT (T ) and
Dth(T ) of a certain sample (c = 1%[w/w], M = 4.84 kg/mol) for several different
ambient temperatures: between 10 °C and 50 °C. The procedure and the evaluation

Fig. 4.6: Comparison of the measured (markers) transport properties, ST (T ),D(T ),DT (T )
and Dth(T ), with the simulation models (dashed lines). For a c = 0.01, M = 4.84 kg/mol
mixture J. Kantelhardt measured, with our TDFRS setup, the transport properties
for different temperatures (more details in section 6.8). In order to show the solutal
independence of DT , a further molar mass (M = 90 kg/mol, magenta open dots) from
Schwaiger [71] is embedded. Based on [70].

69



method is briefly explained in appendix 6.8. Both, the red circles and blue diamond
values of fig. 4.6 show his comparison quantities, they serve as control values of our
calculations or as actual fit values.

a) Soret coefficient
We start with the model for the Soret coefficient ST (M, c, T ), which is demonstrated
by the red dashed line in the left panel of fig. 4.6. It is the most important parameter
in the Soret-equation 4.8, since it directly affects the concentration distribution.
The parameterization follows Schwaiger [62]. The coefficient is thereby constructed
out of two individual parts, one temperature S̃T (T ) and the other one molar mass
and concentration ŜT (M, c) dependent.

ST (M, c, T ) = S̃T (T ) · ŜT (M, c) (4.10)

ST (M, c, T ) =
(
T0

T

)2.4
·
(
T0

T (z)

)2.4
a(M)

1 + b(M) · cβ(M) (4.11)

Included are the molar mass5 dependent parameters: a(M), b(M) and β(M). These
are empirically motivated quantities, modified for the measurements of Schwaiger
and presented in [62].

a(M) = 3.294 · 10−4 ·M0.58 (4.12)

b(M) = a(M)
0.012 − 1 (4.13)

β(M) = 35.42√
M

+ 0.82 (4.14)

As fig. 4.6 illustrates, the calculated curve of the Soret coefficient ST (T ) (dashed red
line) show slight deviations to the measured values of J. Kantelhardt. However, since
the diffusion D(T ) and the thermodiffusion coefficient DT (T ) fit almost perfectly,
measurement inaccuracies could have influenced the ST results of J. Kantelhardt.

b) Diffusion and thermodiffusion coefficient
Next we want to focus on the diffusion coefficient D(M, c, T ), which can be calcu-
lated with the definition of the Soret coefficient (established in eq. 2.10) and the

5M in g/mol.
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4.2 Simulation of non linearities in NEFs

thermodiffusion coefficient DT (T ).

D(M, c, T ) = DT (T )
ST (M, c, T ) (4.15)

If we reflect again fig. 4.6, we can see that the model of eq. 4.15 (dashed blue
line, left) matches the measured values (blue diamonds) exactly. Therefore we
needed a calculation basis for the thermodiffusion coefficient DT (T ). It is known
from Rauch [72], that DT is molar mass independent and that its concentration
dependence can be neglected for c . 0.16. That means we only need a description
of the temperature dependence, which we can fit (red dashed line, right) to the
TDFRS measurements of J. Kantelhardt:

DT (T ) = DT (T0) + 7.339 · 10−14 m2

sK2 (T − T0) (4.16)

The in eq. 4.16 used average thermodiffusion coefficient at T0 = 298.15 K is
DT (T0) = 1.201 · 10−11m2/sK. To illustrate, the mentioned, molar mass inde-
pendence of DT (T ), the right panel of fig. 4.6 shows, additional to the fitted
values (M = 4.84 kg/mol, red circles) also magenta colored open circles for a
M = 90 kg/mol, c = 0.01 g/g mixture [71]. The points of the very different molar
masses are close to each other and the temperature dependence (slope) is the same.

c) Thermal diffusivity
In a similar way we fit (dashed blue line, right in fig. 4.6) the temperature dependence
of the thermal diffusivity Dth(T ) to the TDFRS measurements of J. Kantelhardt
(blue diamonds, right). With an average value of Dth(T0) = 8.374 · 10−8m2/s.

Dth(T ) = Dth(T0)− 2.529 · 10−10 m2

sK (T − T0) (4.17)

There is no concentration dependence of the thermal diffusivity for our mixtures.

d) Expansion coefficients

6Molar mass independent for polymer chains longer than the Kuhn segment of around M≈
1 kg/mol.
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Additionally, we also need the expansion coefficients βi (i = c, T ) and a calculation
method for the kinetic viscosity ν(M, c, T ). The expansion coefficients βi of eqs.
3.4 and 3.6, illustrated on the left in fig. 4.7, show no significant temperature or
concentration dependency (βc ≈ 4%, βT ≈ 2%). That means we assume them as
constant parameters:

βT = −1.081 · 10−3K−1 (4.18)
βc = 0.211 . (4.19)

Fig. 4.7: LEFT: Illustration of the minor deviations of the thermal and solutal expansion
coefficients βT (red, eq. 3.4) and βc (blue, eq. 3.6) from the average values. These marked
values are our constant quantities. RIGHT: Representation of the kinematic viscosity
ν (blue, eq. 4.20) and density ρ (red, eq. 4.21) in the cell. The average values are
again shown with the corresponding markers and the attached guide lines. Parameters:
M = 17.9 kg/mol, ∆T = 30 K, c0 = 0.01, T0 = 298.15 K.

e) Kinematic viscosity and density
The kinematic viscosity

ν(M, c, T ) = η(M, c, T )
ρ(c, T ) (4.20)

is the quotient of dynamic viscosity η(M, c, T ) and density ρ(c, T ). As explained in
section 3.2, the density was measured by a density meter. In combination with the
temperature dependency of toluene (from [73]) the parameterization

ρ(c, T ) = ρsol(T0) + 182 · c− 0.933 kg
m3K (T − T0) (4.21)
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4.2 Simulation of non linearities in NEFs

r,esults, with an average value of ρsol(T0) = 863 kg/m3. Finally, we need a tempera-
ture and concentration dependent formulation for the dynamic viscosity η(M, c, T ).
Following our assumptions, the temperature dependency is exclusively described
by the solvent ηsol(T ). The solutal dependency follows Matsuoka and Cowman [74],
where it is calculated due to the specific ηsp(M, c) and the intrinsic viscosity [η](M).

η(M, c, T ) = ηsol(T ) · (ηsp(M, c) + 1) (4.22)

For the mentioned temperature dependencies of eq. 4.23 we use the formulation
of Santos et al. [75], where the average viscosity of toluene is given as ηsol(T0) =
0.632 mPas.

ηsol(T ) = ηsol(T0) · exp
(
−5.22 + 8.964

T/T0
− 5.834

(T/T0)2 + 2.084
(T/T0)3

)
(4.23)

The concentration dependency is represented in the specific viscosity

ηsp(M, c) = cρ(c, T ) · 10−3 [η] (M) ·
1 +

3∑
i=1

(0.4cρ(c, T ) · 10−3 [η] (M))i

i!

 , (4.24)

which follows Matsuoka and Cowman [74]. The molar mass dependency is inclu-
ded in the intrinsic viscosity [η] (M), which usually would be described by the
Mark–Houwink–Sakurada equation [η] = KMa. In [76] Wagner proposes an advan-
ced parameterization

log ([η] (M)) = −0.538 + 0.203 · log(M) + 0.0471 · log(M)2 (4.25)

for the intrinsic viscosity. Therein η is in mL/g and M in g/mol [70]. The right panel
in fig. 4.7 demonstrates, in a familiar way, the calculated kinematic viscosity ν(T )
(eq. 4.20) and the density ρ(T ) (eq. 4.21), both as function of the temperature T .
Therefore it is not surprising that both, the average density and the viscosity are
shifted in the right graph of fig. 4.7 towards the denser, cold side. These values
are shown by the associated markers, which are connected, due to the thin dashed
lines, to their respective axes.
Now we have all the necessary parameterizations for the calculation of the NEF
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signals. This enables us to simulate, in the next sub-section, the temperature T (z)
and concentration distributions c(z) in the cell.

4.2.2 Temperature and concentration cell profiles

With the now established Soret-coefficient ST (M, c, T ) we can calculate the non-
linear concentration c(z) and temperature distribution T (z) inside the cell.

a) Temperature distribution
The temperature profile

T (z) = ~∇T0 h ·
−1 +

√
1 + βκ

z
h

(2 + βκ)
βκ

+
(
T0 −

∆T
2

)
(4.26)

is calculated with β = α∆T/h and the temperature difference ∆T symmetri-
cally around the average temperature T0 of 298.15 K. Therefore we consider the
temperature dependence of the thermal conductivity

κ(T ) = κ(T0) + α (T − T0) , (4.27)

which includes the average thermal conductivity of toluene κ(T0) = 0.1307 W/Km [77]

and for the temperature dependency α = −2.88 · 10−4W/m [78]. Details are given
in our recently submitted publication [70], but conceptionally the temperature
gradient originates from the solution of the heat equation

∇ ·
(
κ(T )~∇T

)
= 0 . (4.28)

The resulting slightly non linear temperature profile T (z) is shown, as a red curve,
in the left illustration of fig. 4.8. Due to the slightly off centered location of the
average temperature T0 and due to the minor variations of the temperature gradient
~∇T (z) (red curve, right panel) around the average value of ~∇T0 = 6 · 103K/m, we
see the slightly non linear temperature distribution.

b) Concentration profile
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4.2 Simulation of non linearities in NEFs

Now we turn our attention to the concentration distribution c(z), which is shown
as the blue curve in the left panel of fig. 4.8. As introduced in equation 2.6, the
concentration c(z) is the solution of the diffusion-equation 4.29. In our case with
the additional premise of the steady state condition (dc/dt = 0):

dc

dt
= ∇ ·

{
D(M, c, T (z)) · ~∇c+DT (T (z)) · c [1− c] · ~∇T (z)

}
. (4.29)

The resulting ordinary differential equation is the in eq. 4.30, shown Soret-equation,
which can be solved, in our model, by separation of the variables [79].

~∇c = dc

dz
= −ST (M, c, T (z)) · c [1− c] · ~∇T (z) (4.30)

This leads to the integral equation 4.31, where only a numerical solution yields an
expression for concentration distribution c(z). Consequently, in combination with
eq. 4.30 also an expression for the solutal gradient ~∇c(z) can be obtained.

∫ c(z)

c(0)
dc

1
ŜT (M, c) · c [1− c]

=
∫ z

0
dz′ S̃T (T (z′)) · ~∇T (z′) (4.31)

The integration constant appearing in the solution of the integral still needs to be
calculated with the initial condition of eq. 4.32 (mass conservation):

c0 = 1
h

∫ h

0
c(z)dz . (4.32)

The two blue curves of fig. 4.8 demonstrate the strong non linearities of the
concentration distributions. This results in average values (blue markers), which
are shifted outwards from the center, towards the cold side, as well as in the strong
variation of the associated gradient ~∇c(z).
The now calculated concentration c(z) and temperature distribution T (z) are shown
in the left panel of fig. 4.8. The associated markers illustrate the average values,
T0 = 298.15 K and c0 = 0.01 and their locations along the vertical z-axis. The
common gradient estimations would be, that the temperature difference ∆T = 30 K
and cell height of h = 5 mm construct the constant temperature gradient ~∇T0 of
eq. 4.33. With that and a constant Soret coefficient, here ST (T0) = 9.21 · 10−2K−1,
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we would calculate the constant concentration gradient ~∇c0 as:

~∇T0 = 30 K
5 mm = 6 · 103K/m (4.33)

~∇c0 = −ST (T0)~∇T0 · c0(1− c0) = −5.5 m−1 . (4.34)

By comparing these common assumptions with the right plot from fig. 4.8, it is easy
to see, that these are very inadequate. It should be noted that the average values
are not that far away from the assumed values from eq. 4.33 and eq. 4.34. But this

Fig. 4.8: LEFT: Illustration of the temperature T (z) (red) and concentration profile
c(z) (blue) in the cell. Marked are the, due to the non linearities of both equations,
off-centered average values. RIGHT: Slightly non linear temperature ~∇T (z) (red) and
strongly non linear concentration gradient ~∇c(z) (blue). With an average concentration
gradient, which is shifted towards the cold side, whereas the average temperature gradient
~∇T0 close to the cell center.

is only true in average, at the borders of the cell however, which contribute the
dominant signals, the assumptions do not match the functions at all. To illustrate
this a little better, tab. 4.3 shows for T (z) and c(z), as well as for their gradients,
~∇T (z) and ~∇c(z), the values of the signature cell height (z = 0, h/2, h). The
additional last row give the locations of the average values (markers). It becomes
clear that the general assumption of describing ~∇c(z) by ~∇c0(z) does not fit more
than in exactly one point. In the left panel of fig. 4.8 as well as in the tab. 4.3, we
can clearly see, that due to the strong non linearity of the concentration distribution
c(z), the location of average concentration 〈c(z)〉z = c0 is shifted out of the center
(z ≈ 2.5 mm, dashed black line), towards the cold side (z = 0). The average
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4.2 Simulation of non linearities in NEFs

∑N

1 c(z) T (z) / K ~∇c(z) / m−1 ~∇T (z) / K/m∑N

1z = 0 0.0303 283.15 -18.26 5.80
z = h/2 0.0071 297.91 -4.01 6.00
z = h 0.0018 313.15 -0.99 6.21∑N

1〈..〉z / mm z = 1.90 z = 2.44 z = 1.85 z = 2.50

Tab. 4.3: Breakdown of critical values in fig. 4.8 of the three signature heights z = 0, h/2, h.

temperature 〈T (z)〉z = T0 on the other hand remains centrally, which means the
temperature profile is not as much affected by the included non linearity as the
concentration counterpart. In a similar way the right panel of fig. 4.8 demonstrates
the distributions of the local thermal ~∇T (z) and solutal gradients ~∇c(z), as the
red and blue functions. Also with the marked positions of the average values.
The important message here is, that the thermal gradient varies weakly (around
6%) and is largest on the hot cell side (z = h). The magnitude of the solutal
counterpart varies significantly (c(0) ≈ 18 · c(h)) and is largest on the cold cell side
(z = 0). These gradients are the determining quantities of the amplitudes in the
NEF signals

AiNE ∼
∣∣∣~∇i∣∣∣2 , (4.35)

which we have introduced in the time dependent structure factor section 4.3,
especially in eq. 4.57 and 4.60. In the next section we use the thermophysical
parameters with the now established temperature and concentration distributions
and calculate the shadowgraphy signals in our layer model. Beyond that, we compare
the simulation with actual experiments.

4.2.3 Simulated relaxation and amplitude signals

The last theoretical section 2.6 introduced the relaxation times τ j(q) and the static
structure factors Sj(q) as the two important quantities in the structure functions
Cj(q,∆t) (j = T, c)7. This section demonstrates the associated calculation steps of

7The previously used i, which differentiated between T for thermal and c for concentration,
becomes a j in this section. Because the index i is used here as the notation of the individual
layers, this follows the notation of the paper (ref).
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these three contributions and reflects the resulting average signals as our measuring
observables. We assume that, in a realistic cell the generated structure function

C(q,∆t) = 1
h

∫ h

0
Ci(q,∆t, z)dz (4.36)

is a multi-component signal of all contributing layers Ci(q,∆t, z). We construct our
model with the assumption that these layer signals do not interfere with each other.
Therefore an additional fluctuation size restriction is introduced, which limits q
to q � 2π/h, within the cell. The calculation of the structure functions of the
individual layers Ci(q,∆t, z) follows our publication [47], which was introduced
in section 2.6. There, the total signal is divided into two separated contributions
Cj
i (q,∆t, z), which have analogous expressions for the thermal (j = T ) and solutal

(j = c) component.

Ci(q,∆t, z) = 2T (q, Z) ·
∑
j=c,T

Sj(q, z) ·
[
1− exp

(
−∆t
τ j(q, z)

)]
+B0 (4.37)

For better comparison with the experimental signals, we included a constant
background B0 = 1, as well as the oscillating transfer function T (q, Z) (cf. eq. 3.2)8.
It should be mentioned that the weak concentration and temperature dependence
of the contrast factor was neglected. The previously shown black curve of fig. 4.5
demonstrates the resulting correlation function C(q = 115 cm−1,∆t) of all the 100
individual contributions of the different layers Ci(q = 115 cm−1,∆t, z) (light blue
curves). The visible overlap of the curves, at around ∆t ≈ 0.1 − 1ms, is due to
the non linear temperature profile. As mentioned, the thermal part, which is the
fast mode, is dominated by the hot cell side (z = h). For longer correlation times
∆t > 1ms, the cold side (z = 0) dominates the slower, solutal mode. These different
dominance’s, in which cell side contributes the main signal portion, are one of many
points, which were not noticed before this detailed simulation. Now we discuss the
calculation methods of the relaxation times

τ j(q, z) = 1

χq2 ·
[
1 +

(
qjro(z)/q

)4
] , for j =

 c : χ = D(T )
T : χ= Dth(T )

(4.38)

8Pay attention to the transfer function T (q, Z), with the cell-layer to camera distance Z, which
shouldn’t be mixed up with the temperature profile T (z).
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and the static structure factors

Sj(q, z) = Ij0(z)
1 +

(
q/qjro(z)

)4 (4.39)

of both modes (j = T, c). The corresponding curves are illustrated in the two
figures 4.9 and 4.10. Therein the thermal related contributions (j = T ) are shown
in reddish colors and the solutal component (j = c) in bluish ones. The entire signal
of each mode, formed out of the layer contributions, have a band like appearance,
with different widths at different q values. Following fig. 4.5, the three layers,
z = 0, h/2, h are again highlighted with thicker solid, dashed and doted blue lines,
respectively. In addition, the direction of the temperature gradient ~∇T is indicated
by the transparent gray arrows to give a quick understanding of which cell side is
providing the dominant signal. It is important to understand that the experimental
temperature gradient does not change, only the dominant signal contribution.
Finally, the thinner black vertical lines demonstrate the embedded q roll-off qjro(z)
variations.Starting with the description of relaxation time plot 4.9, where we find for both the
thermal and solutal components a similar progression. For an easier analysis, we
divide the entire relaxation dynamic τ j(q, z), into the left τ jl (q, z) and right flanks
τ jr (q, z) of the bell-shaped curves. The associated functions are shown in eq. 4.40
and 4.41.

τ jl (q, z) = ν(M, c, T )
g · βj

· q2∣∣∣~∇j(z)
∣∣∣ , for j =

 c : ~∇j(z) = ~∇c(z)
T : ~∇j(z)= ~∇T (z)

(4.40)

The more complex left side is the one, where the bands are determined by the
inverse magnitude of the associated gradients,

∣∣∣~∇T (z)
∣∣∣, respectively ∣∣∣~∇c(z)

∣∣∣. But
this is the non linear component, which explains the large variations and the width
bands, especially in the solutal case. Therefore, the hot side (z = h, solid line) is
dominant in the solutal and the cold side (z = 0, dashed line) in the thermal signal.

τ jr (q, z) = 1
χ · q2 , for j =

 c : χ = D(T )
T : χ= Dth(T )

(4.41)
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Fig. 4.9: Demonstration of all relaxation times τ j(q, z) of the individual layers, where
in reddish the thermal part and in bluish the solutal contributions are shown. For both
modes the introduced signature heights, z = 0, h/2/h, are highlighted. Additionally the
black lines demonstrate the q roll-off variances qjro(c, T ) and the thermal dependencies of
the embedded transport coefficient. Parameters:M = 17.9 kg/mol, ∆T = 30 K, c0 = 0.01,
T0 = 298.15 K. Based on [70].

The right, free diffusion, flank on the other hand is simpler. Here, only the thermal
dependencies of the diffusion coefficient D(T ) and the thermal diffusivity Dth(T )
determine the signals, also in a inverse relation. For these transport coefficients
we only have to remember back to fig. 4.6, this explains the dominance of the
cold side in the solutal signal and the hot in the thermal one. The swap in the
dominance from the left to the right flank finally explains the crossing of the layer
curves, which occurs in both components slightly after the maximum values. This
is also the reason for the mentioned dominance change in the structure function
plot 4.5 (at around ∆t = 0.3 s). The black horizontal arrows in fig. 4.9 illustrate
the variations in the q roll-off values qjro(z), which is also indicated in fig. 4.10.
For each layer the two, mainly independent, flank contributions generate in their
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4.2 Simulation of non linearities in NEFs

intersection the associated q roll-off value qjro(z):

qcro(z) =
[

g · βc
ν(M, c, T )

]1/4

·

 |~∇c(z)|
D

1/4

(4.42)

qTro(z) =
[

g · βT
ν(M, c, T )

]1/4

·

 |~∇T (z)|
Dth

1/4

. (4.43)

The solutal (bluish) band shows a strong variation, that is created due to the
included magnitude of the concentration gradient ~∇c(z). This non linearly related
modification of the resulting q roll-off value in the average solutal relaxation time
τ c(q) (solid black line) is one of the biggest problems in our experiments, because
the curve is artificially widened (stretched). This can be seen better in fig. 4.12
of section 4.2.4. The problem is that the thermal and solutal roll-off values qjro
determine, as demonstrated in eq. 4.7, the Soret-coefficient ST . This non linearity
footprint in both roll-off values, is the reason for the ’note’ at the end of the last
section, where we explained that eq. 4.7 (via qcro/qTro) is a better calculation method
than eq. 4.6 (approach via ~∇c).

For the NEF static structure factors Sj(q, z) of fig. 4.10 similar explanations
can be formulated. This time we only need to consider the intensity

Ic0(z) =

∣∣∣~∇c(z)
∣∣∣2

ν(M, c, T ) ·D(T ) (4.44)

IT0 (z) =

∣∣∣~∇T (z)
∣∣∣2

ν(M, c, T ) ·Dth(T ) (4.45)

of the gravitational plateau and the mentioned considerations of the q roll-off
values qjro(z). The shown band widths are again created due to the in eqs. 4.44
and 4.45 included magnitude of the associated gradients. This results again in
a narrow thermal and a wide solutal band. In the solutal case always the cold
(z = 0, dashed line) and in the thermal one always the hot cell side (z = h, solid
line) is the dominating one. The black line demonstrates the average solutal static
structure factor Sc(q), which together with the related average relaxation time
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Fig. 4.10: Demonstration of all static structure factors Sj(q, z) of the individual layers,
where in reddish the thermal part and in bluish the solutal contributions are shown. For
both modes the introduced signature heights, z = 0, h/2/h, are highlighted. Additionally
the construction lines demonstrate the q roll-off variances qjro(c, T ) and the thermal
dependencies of the embedded transport coefficient. Parameters: M = 17.9 kg/mol,
∆T = 30 K, c0 = 0.01, T0 = 298.15 K. Based on [70].

τ c(q) generates the simulated solutal structure signals Cc(q,∆t). Finally, as the
sum of the solutal signal Cc(q,∆t) and the thermal counterpart CT (q,∆t), the
total structure function C(q,∆t) (black line in fig. 4.5) is completed.

All the required quantities of the necessary structure functions have now be-
en introduced and the calculations in the simulation have been explained. The
next section 4.2.4 briefly discusses the evaluation of the simulated signals, which,
however, is similar to the evaluation already shown in section 4.1. That means,
we evaluate our simulated averaged structure functions C(q,∆t) as if they were
experimental ones.
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4.2 Simulation of non linearities in NEFs

4.2.4 Evaluation of the simulated data

Following the steps of the previous introduced explanations in section 4.1, we are
now evaluating the simulated structure functions. The plot of fig. 4.11 illustrates
the simulated (index: sim) structure functions Csim(q,∆t) for three q values. The
magenta colored dots (behind the red line) shows a small q value of 49 cm−1,
which contains only the fast, thermal mode. The cyan (behind the blue line)
counterpart of q = 360 cm−1 illustrates a slow, purely solutal mode. Lastly the gray
correlation function of q = 115 cm−1 combines both modes (behind the black line).
This signal is the average structure function Csim(q = 115 cm−1,∆t) already known
from fig. 4.5.

Csim(q,∆t) =
N∑
i=1

∑
j=c,T

∼exp︷ ︸︸ ︷
Cj
i,sim(q,∆t, z)
N

(4.46)

Our evaluation (index. eva) method interprets the multi-exponential total corre-

Fig. 4.11: Illustration of three simulated structure functions (dots, eq. 4.46) and the
associated fitted curves (solid lines, eq. 4.47). The four important fit parameters (ac(q),
aT (q), τ c(q), τT (q)) of eq. 4.47 are shown for the curve of q = 115 cm−1 (same as in
fig. 4.5). Based on [70].
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lation function Csim(q,∆t) of eq. 4.46 as a binodal sum of two mono-exponential
contributions Cj

eva(q,∆t) (j = T, c).

Ceva(q,∆t) =
∑
j=c,T

=Cjeva(q,∆t)︷ ︸︸ ︷
ajeva(q) ·

[
1− exp

(
−∆t
τ jeva(q)

)]
+B0 (4.47)

Each mode, which is itself a multi-exponential contribution, is thereby approximated
with a mono-exponential part. We added on top of the signals a background of
B0 = 1, which experimentally would be an additional fit parameter. The thermal
(j = T ) and solutal (j = c) contributions of the evaluated structure functions
Cj

eva(q,∆t), include again, own amplitudes ajeva(q) and relaxation times τ jeva(q).
These four associated fit parameters of the structure functions are demonstrated in
fig. 4.11 for the black fit curve of q = 115 cm−1 by the thin construction lines. As a
first glimpse they match very well, only on a closer inspection, especially in the
areas of the strongest bends (∆t ≈ 10− 30 s), minor deviations become apparent.
These result from the original strong variations in the correlation signals, which
are embedded in the multi-exponential portions of the simulated signals. The next
steps are the fits of the relaxation times τ jeva(q) (eq. 4.48) and the NEF amplitudes
ajeva(q) (eq. 4.49). This is shown in eq. 4.48 and 4.49, as well as in fig. 4.12 and
fig. 4.13.

τ jeva(q) = 1

χeva · q2 ·
[
1 +

(
qjro/q

)4
] , for j =

 c : χ = Deva

T : χ= Dth,eva

(4.48)

ajeva(q) = 2 · Teva(q) ·

=Sjeva(q)︷ ︸︸ ︷
Ij0,eva

1 +
(
q/qjro

)4 (4.49)

The evaluated amplitudes ajeva(q) include the static structure factors Sjeva(q), the
transfer function Teva(q) (optical interference effect) and the factor ’2’, which is
an attribute of the doubled fluctuation dependency (explained in eq. 3.16). The
structure factor term, under the brace, is a function of the gravitationally limited
intensities Ij0,eva (cf. fig. 4.3) and the associated static q roll-off values qjro. The
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4.2 Simulation of non linearities in NEFs

roll-off value also appears in the relaxation times, where we call it dynamic, since
they are experimentally not always the same [66].

The left panel of fig. 4.12 is a reminder and shows the solutal (cyan) and thermal
(pink) relaxation time bands of the simulation (fig. 4.9). The right side demonstrates

Fig. 4.12: The right plot is the actual plot of the relaxation times τ j(q) (dots) and
associated fit functions (4.48, solid lines) of the thermal (red) and solutal (blue) modes.
The left plot is a reminder, it shows again all the embedded relaxation times bands of the
simulation. The dashed lines in the right panel are the pure transport properties in micro
gravity (µg). Also marked are the dynamic q roll-off values qjro of both components.

for every q value the fitted average relaxation times τ jeva(q) as the turquoise (solutal)
and magenta (thermal) dots. The embedded band structures collapse due to the
averaging process. The two solid lines in the right panel are the resulting bell-shaped
fit functions of eq. 4.48, with the contained roll-off values qjro and the pure transport
quantities D and Dth, of the solutal (j = c) and thermal (j = T ) modes. As we
can see, especially on the left flank of the solutal relaxation time, minor deviations
from the bell-shaped function can be found. This is due to the non linearity of the
included concentration gradient ~∇c, which we explained in eq. 4.40. It should be
mentioned that in these areas additional finite-size effects [80], [24] can occur, which
aren’t included in our simulation model. A closer look at the solutal fit curve in
conjunction with the simulated relaxation times makes it clear that these are not
only slightly above the fit curve on left side, they are also above it on the right
side and slightly below it in the middle. This is the indicated artificial widening
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of the solutal relaxation dynamics due to the non linearity, which complicates the
positioning of the q roll-off values.

The illustrations of the static structure factors in fig. 4.13 follow the same style
as fig. 4.12. We see the two band like time dependent structure factors of all the

Fig. 4.13: The right plot is the actual plot of the static structure factor Sj(q) and
associated fit functions (4.49, dashed lines) of the thermal (red) and solutal (blue) modes.
Additionally the sum of both modes (total contribution) is shown with the gray dots and
the black dashed line. The left plot is a reminder, it shows again all the embedded static
structure factor bands of the simulation.

individual layers on the left and the evaluated NEF amplitudes ajeva(q) of eq. 4.47
on the right. As explained before, the gray dots demonstrate the sum of the two
amplitudes aT (q) + ac(q) +B0. This is the analogue to the static structure factor
Seva(q). Our fitting algorithm calculates eq. 4.49 not only for the individual struc-
ture factors Sjeva(q), it fits parallel to these two functions, the sum of both as the
total static structure factor Seva(q). The only fit parameters are the gravitational
limited intensities Ij0,eva and the static q roll-off values qjro of the thermal and solutal
contributions. The resulting functions are the associated red, blue and black dashed
lines, which are perfectly matching the simulated curves.

We have now shown how the important parameters of our evaluation interact
due to the embedded non linearities and discussed the mono-exponential analysis.
However, we don’t know yet, whether the calculated signals and the resulting
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4.2 Simulation of non linearities in NEFs

transport coefficients indeed describe real experiments. This will be addressed in
the following section 4.2.5, where we compare first the simulated signals and finally
the evaluated transport properties with literature values.

4.2.5 Comparison of simulated and experimental data

This section is divided into two parts. First we will compare the simulated relaxation
times τ j(q) and the NEF amplitudes aj(q) with experimental ones. Afterwards we
will compare the resulting transport coefficients.

Experimental signals

Starting with the relaxation times, fig. 4.14 demonstrates the already known plot of
fig. 4.12, where the small cyan and magenta colored diamonds show the simulated
relaxation times τ j(q). The blue (solutal) and red (thermal) solid lines represent
the associated fits (eq. 4.48) of these data and the dashed extrapolations the
micro-gravitational behaviors. Additionally we can see the dark blue (solutal) and
brown (thermal) x-symbols, which are the experimental analogs. We can see that
the experimental values are exactly where the simulation predicts them, this is
especially true for the right flanks of the bell-shaped curves. On the left flank, on
which the non linear effects are predominant, the experiments differ slightly from
the simulations. This behavior was to be expected, since real experiments can not
be as smooth and perfect as simulations. Additionally, the mentioned finite-size
effect [80], [24] could play a role at these small q values, which is not included in the
simulation.
Fig. 4.15 compares in a similar way as fig. 4.14, the simulated (diamonds) and
the experimental (x-symbols) static structure factors Sj(q) of the thermal (j = T ,
reddish) and solutal (j = c, bluish) contributions. As introduced in eq. 4.49, the
gray diamonds are the static structure factor a(q) = aT (q) + ac(q). The dashed
red, blue and black lines are the simultaneously fitted static structure factors 4.49
(under the brace). The additional demonstrated experimental NEF structure factor
amplitudes (x-symbols), match with each of the three simulated counterparts nearly
perfectly. Where the black symbols are the experimental static structure factor,

87



Fig. 4.14: Known plot of fig. 4.12, with the cyan and magenta dots, which are the evaluated
solutal and thermal relaxation times of the simulation. The solid red and blue lines
illustrate the associated fits (eq. 4.48) and the dashed attachments the micro gravitational
behaviors. Additionally we can see the dark blue (solutal) and brown (thermal) x-
symbols. These are the experimental counterparts of the same system. Parameters:
M = 17.9 kg/mol, c = 1%[w/w], ∆T = 30 K. Based on [70].

the brown ones, the thermal and the blue ones the solutal, contributions.

Ultimately, the comparison of the relaxation dynamics (fig. 4.14) and the structure
functions (fig. 4.15), in both modes (j = T, c), confirms the correctness of the
simulated signals. In the next and last step we also compare the actual resulting
transport properties to generate a complete picture.

Transport coefficients

After the NEF signal comparison, we now start the last confirmation step. In it
we compare the resulting experimental and simulated transport coefficients. These
are the diffusion D, Soret ST and thermodiffusion coefficient DT , as well as the
thermal diffusivity Dth. The first two plots, fig. 4.16 and fig. 4.17, consider the
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4.2 Simulation of non linearities in NEFs

Fig. 4.15: Similar illustration as fig. 4.14, here for the static structure factors. We
can see in the bluish and reddish colors the solutal and thermal simulated (diamonds)
and experimental (x-symbols) structure factor amplitudes aj(q). Additionally, the gray
diamonds show the total static structure factor. The dashed lines are the simultaneous
fits of eq. 4.49 to these three simulated curves. Parameters: PS/toluene c = 1%, M =
4.84 kg/mol, ∆T = 50 K. Based on [70].

temperature dependence. Afterwards fig. 4.18 illustrates a comparison of an entire
concentration series.

Temperature dependence
The in fig. 4.16 and fig. 4.17 demonstrated experimental measurements, were inves-
tigated with the temperature differences of ∆T = 10, 20, 30, 40, 50 K. The simulated
series is calculated in 5 K steps, within the limits of ∆T = 1− 50 K. The left and
right panel of fig. 4.16 show the diffusion D(∆T ) and Soret coefficients ST (∆T )
over the applied temperature difference ∆T . For both plots and also in fig. 4.17, the
same illustration and symbol style is used. Where the experimental values (index:
exp) are shown with the black stars and the associated simulated counterparts
(index: sim) with gray circles. Additionally we plot at ∆T = 1 K the corresponding
literature values of Rauch [68], which are marked with black diamond symbols. We
can see in both panels that the simulated and experimental series match nearly
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Fig. 4.16: Comparison of the experimental transport properties, shown as black stars with
the simulated pendants, as gray dots. The additional diamond markers are the literature
values of [68]. The left side shows the diffusion coefficients D(∆T ) and the right side the
Soret coefficients ST (∆T ). The red line is the calculated threshold were the coefficients
start to deviate. Based on [70].

perfectly. For small temperature differences ∆T they reach the plateau of the
literature value and for larger temperature differences ∆T they diverge from it. As
the boundary of this plateau we used the criterion

|ST∆T | = 1 , (4.50)

which is shown with the red line. The important message is, that for temperature
differences ∆T < S−1

T the linear approximation of the concentration profile is
sufficient and for larger ones additional effects due to the non linearity of the
concentration distribution must be taken into account. They result in smaller
diffusion and, therefore larger Soret coefficients. This is explained in more detail
and for more samples in section 4.4.1, the analysis of the experimental transport
coefficients. In principle, the larger the applied temperature difference, the more
dominant are the cold regions in the cell. For the moment we only want to compare
the simulated and experimental curves to give a final confirmation for the simu-
lations. The quintessence is that, the simulation can not only predict individual
experimental data but also the transport coefficients of entire temperature series.

For the sake of completeness, fig. 4.17 shows on the left the results of the thermo-
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4.2 Simulation of non linearities in NEFs

Fig. 4.17: Comparison of the experimental transport properties, shown as black stars with
the simulated pendants, as gray dots. The additional diamond markers are the comparison
literature values of [68]. The left side shows the thermodiffusion coefficients DT (∆T ) and
the right side the thermal diffusivity Dth(∆T ). The red line, is the calculated threshold
were the coefficients start to deviate. Based on [70].

diffusion coefficients DT (∆T ), and the thermal diffusivity Dth(∆T ) on the right. It
need to be said, that the thermal diffusivity includes mainly temperature dependent
effects, which are shown in fig. 4.6, but additionally small non linearity effects due
to the temperature dependent thermal conductivity κ(∆T ) (shown in eq. 4.27). The
thermodiffusion coefficient DT on the other hand is in both cases (experiment and
simulation) calculated as: DT = ST ·D. In both panels, we see again the literature
plateau for small values of ∆T and a diverging effect for larger ones, which we
know from fig. 4.16. In the case of the thermal diffusivity Dth, a little bit larger
differences of the experimental values to the simulated ones, can be seen. But in
general both experimental curves match their simulated pendants reasonably well.
Concentration dependence
The next logical step is to consider in fig. 4.18 a complete concentration series and to
explain due to the simulation, the differences between the literature and the experi-
mental values. Therefore we again use the known chain length of M = 17.9 kg/mol.
Additionally to the experimental (Dexp(c), ST,exp(c)) temperature series of fig. 4.16,
where we changed the temperature differences ∆T and which is shown with black
stars (located at c = 0.01 [w/w]), the black hexagons demonstrate our experimental
concentration series, performed with ∆T = 50 K. The black diamonds indicate the
literature values of Rauch [68] (Dlit(c), ST,lit(c)) and fit again perfectly the simulated
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Fig. 4.18: Comparison of own experimental (black stars and hexagons), literature (black
diamonds) and simulated values (gray dots) of the diffusion (left) and Soret coefficient
(right), as functions of the concentrations c. Experimentally we see the thermal series of
fig. 4.16 marked with stars at c = 1%. The experiments of all different M = 17.9 kg/mol
samples, all measured with ∆T = 50 K, are illustrated with the black hexagons. Our
reference literature values [68] are displayed with the black diamonds. All the connected
gray dots are the simulated series, with different ∆T . The shown scale laws are also from
Rauch [68]. Parameter: PS/toluene M = 17.9 kg/mol, T0 = 298.15 K.

(Dsim(c), ST,sim(c)) results (gray dots) for small temperature differences ∆T ≤ 10 K.
The different simulation series, with increasing temperature differences ∆T , fill
the gap between our literature and the experimental values, which is indicated
by the big transparent gray arrows. Once again we can see impressively, that the
simulations for small temperature differences ∆T ≤ 10 K reflect the literature
values and for large differences ∆T = 50 K our experiments. This means, the
calculation can fully explain the gap in between, which was the initial reason for
the non linearity consideration and this simulation campaign. A large part of this
simulation and the non linearity influence has also been published in our recent
paper [70]. This was the last check of our simulations, we can now confirm, that the
simulation fit our data perfectly and reflect both experiment and literature values.
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4.2.6 Application to the results of 4.1

With the now introduced and confirmed simulation, we can briefly return to our
final problem of section 4.1, that was left open. As a quick reminder, we evaluated
a binary mixture of c = 0.2% polystyrene (M = 90.9 kg/mol) in toluene, which
was measured with a temperature difference of ∆T = 50 K. The resulting diffusion
and Soret coefficients, shown in tab. 4.1, deviated strongly from the associated
literature values. Tab. 4.4 expands on the familiar tab. 4.1 and adds appropriate
simulations values. In the new expanded table, the old values are indicated in gray

∑N

1c = 0.2%, ~∇T0 = 104K/m c = 1%, T0 = 298.15 K
experiment simulation literature simulation∑N

1ST | 10−2K−1 44.36±4 47.89±5 21.5±2 20.4±2
D | 10−10m2/s 0.43±0.04 0.40±0.04 0.54±0.05 0.59±0.06

Tab. 4.4: Extension of the tab. 4.1 (gray marked values), with additional simulation
values for both experiment and literature. The agreement is convincing.

and in the same columns additional simulation values are shown in black. These
new quantities match the experimental as well as the literature values very well.
The initial differences of the experimental and the literature values can therefore
be explained by the non linearities in the Soret-equation and by the temperature
dependencies of the transport coefficients.

4.2.7 Simulation with temperature independent coefficients

In the final statements of tab. 4.4, where we explained the differences between the
measured and the reference values, we found two reasons for the deviations. First,
the non linearity in the concentration gradient ~∇c(z)9, which comes from the c(1−c)
term in the Soret-equation (eq. 4.8). Secondly the temperature dependencies of
the transport coefficients and other thermophysical parameters. In this sub-section
we want to decompose these two effects, focusing on the supposedly stronger non
linearity effect. For this purpose, we will assume all thermodynamically relevant

9The non linearity in ~∇T (z) is neglected.

93



parameters to be constant. The naming scheme will call the former simulation
approach ’total’ simulation, where all components were considered temperature
and concentration dependent. Contrary we call the new one ’constant’ simulation.
We use again the c0 = 0.01 [w/w], M = 17.9 kg/mol sample, where the associated
fixed parameters can be seen in tab. 4.5.

∑N

1parameter value
∑N

1parameter value∑N

1D m2/s 1.20·10−10 ρ kg/m3 864
ST 1/K 9.21·10−2 ∂n

∂T
1/K -5.64·10−4

DT m2/Ks 1.20·10−11 ∂n
∂c

9.80·10−2

Dth m2/s 7.50·10−8 βT 1/K -1.09·10−3

ν m2/s 7.42·10−7 βc 0.21
κ W/Km 0.1307

Tab. 4.5: Specification of the prime parameters and their values in the ’constant’ simulation.
The left side shown the transport coefficients and the right side additional parameters of
the sample.

Eq. 4.26 now yields a linear temperature profile T (z) symmetrical around T0 =
298.15 K, which is shown in eq. 4.51.

T (z) = ~∇T0 · z +
(
T0 −

∆T
2

)
(4.51)

~∇T0 = 30 K
5 mm = 6 · 103 K/m (4.52)

Due to the constant Soret coefficient ST , the Soret equation of eq. 4.53 is an
analytically solvable first-order, non linear differential equation. The included
|ST∆T | = 2.76 term shows that the non linearity (c(1 − c)) still can not be
neglected, since the defined threshold is |ST |−1 = ∆T .

∂c

∂z
= −ST∆T · c(1− c) (4.53)

For the solution of the concentration distribution c(z) we get eq. 4.54. Involved
is the term clin(z) of eq. 4.55, which is the solution of the linear approximation
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(c(1− c) ≈ c).

c(z) =A0
clin(z)

1 + clin(z) (4.54)

clin(z) = exp(−ST∆T · z) (4.55)

The integration constant A0 can again be solved by the condition for mass con-
servation (eq. 4.32), which was also used in the numerical approach of the ’total’
simulation.

To get a feeling for the differences of the two simulation approaches, the left

Fig. 4.19: Comparison of the temperature T (z) (red) and concentration distributions c(z)
(blue). The left side demonstrates the ’constant’ simulation, whereas the ’total’ simulation
is shown on the right. The markers and the connected dashed lines illustrate the locations
of the associated average values c0 and T0.

panel of fig. 4.19 shows the temperature T (z) (red) and concentration distribu-
tion c(z) (blue) of eq. 4.51 and eq. 4.54 and compares these with the in fig. 4.8
established distributions of the ’total’ simulation (right plot in fig. 4.19). Note,
that both plots share the same y-axes. This style we will see again in the following
comparison plots. The average values T0 and c0 are marked by the diamond sym-
bols and their location is indicated by the attached dashed lines. We can clearly
see, the two important differences. First, the ’constant’ simulation has a perfectly
linear temperature profile T (z) with the centered average value T0. Secondly, the
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concentration distribution c(z) shows a non linear progression, but especially at
the cold side (z = 0) the curve isn’t as steep as in the case of the ’total’ simulation
(right side in fig. 4.19). This means the magnitude of the concentration gradient
~∇c(z) in this area is smaller than in the other approach.

Signal comparison

Fig. 4.20: Comparison of all the layer structure functions Ci(q = 115 cm−1,∆t, z) resulting
from the ’constant’ (left) and the ’total’ simulation (right). The illustration style, with
the highlighted layers and the direction of the temperature gradient is known from fig. 4.5.
The red circle illustrating, the main difference of these approaches, where the curves
overlapping in the ’total’ simulation and are perfectly stacked in the ’constant’ simulation.
The dashed lines connect, for an easier comparison, the amplitudes from the left to the
right side.

Starting with fig. 4.20, a comparison of all the contributing structure functions
Ci(115 cm−1,∆t, z), where the right side is the already known illustration from
fig. 4.5 with the same scale as the left, ’constant’ simulation analogue. Besides
the larger amplitudes of the ’total’ simulation, which result from the mentioned
larger concentration gradients on the cold side (z = 0, dashed blue line), the first
thing to notice is that, the ’constant’ simulation does not show the overlap of the
layer curves, instead appears perfectly stacked (red circle). Due to the constant
contribution of the temperature gradient ~∇T0, all thermal modes CT (q,∆t) are
equally strong and the solutal part Cc(q,∆t) is simply added on top. Therefore
the previously described ’swap’ of the dominant layer (which was caused by the
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dominance of the hot side (z = h) in the thermal mode) does not occur here.
This is indicated by the always downward pointing temperature direction (gray
arrows).

Next, fig. 4.21 compares the resulting static structure factors Sj(q, z) of both

Fig. 4.21: Comparison of all the layer static structure factors Si(q, z) resulting from the
’constant’ simulation on the left and the ’total’ simulation on the right. The style and
the highlighted layers follow fig. 4.13. The black dashed lines are guides to the eye, for
an easier amplitude comparison. Also the blue dashed lines in the left panel, illustrates,
for a better comparison, the solutal band width of the ’total’ simulation.

components (j = T in reddish, j = c in bluish colors) and for every layer (z ∈ [0, h]).
The right panel is the illustration of fig. 4.10 (’total’ simulation) and the left one
again the ’constant’ simulation pendant. For a better understanding, the black
dashed lines connect certain amplitudes (z = 0, h) of the ’constant’ simulation to
the ’total’ one. The thick black line in both panels is the average solutal static
structure factor Sc(q). We can see in the left illustration that all the thermal
contributions are collapsed to a single line. That is due to the constant temperature
gradient ~∇T0 and the constant viscosity ν and thermal diffusivity Dth. The solutal
band width of the ’constant’ simulation is a bit smaller than in the ’total’ case,
this is additionally indicated by the thin blue dashed lines, which demonstrate
the width of the ’total’ simulation on the ’constant’ side. These differences can be
traced back to the smaller concentration gradients ~∇c(z). Otherwise, the plots do
not differ significantly.
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Fig. 4.22 shows the comparison of the individual relaxation times τ ji (q, z), again

Fig. 4.22: Comparison of all the layer relaxation functions τi(q, z) resulting from the
’constant’ simulation on the left and the ’total’ simulation on the right. The style follows
fig. 4.10. The two ellipses highlight the stack swap in both modes.

of both modes (j = T, c) and all layers (z ∈ [0, h]). Similar to the static structure
factor analysis of fig. 4.21, all the thermal relaxation time contributions τT (q, z)
(red) are falling, due to the constant parameters, onto each other. The main point
is indicated with the two ellipses, where for both modes slightly after the q roll-off
maximum, the dominance in the layers is swapping. This was shown before, in the
discussion of fig. 4.9, where we mentioned that, the direction of the temperature
gradient ~∇T is flipping from upwards to downwards and in the thermal case the
other way around. This effect can not be found in the left, ’constant’ simulation
plot, which means, it’s a thermal dependency effect of the transport properties. As
we know from eq. 4.41, the right flanks are determined by the diffusion coefficient
D, in the solutal case, and the thermal diffusivity Dth in the thermal case. On the
left flank, however, the band width of the ’total’ simulation is again slightly wider
than that of the ’constant’ one, but the curves do not really differ otherwise. In
conclusion, it should be noted that the relaxation time dynamics of the NEF is a
very complex quantity. The left flanks, in the gravitationally limited region, are
mainly determined by the non linearities. The right flanks, on the other hand, are
only affected by the temperature dependencies of the transport coefficients. These
two fundamentally different effects have so far been neglected in the literature, since

98



4.2 Simulation of non linearities in NEFs

for small molecules and weaker temperature gradients they are not as dominant as
in our case with stronger temperature and concentration gradients.

Transport coefficient comparison

Fig. 4.23: Plots of fig. 4.16 and fig. 4.17 extended by the constant values of D (left) and
Dth (right), shown by the brown x-symbols. The blue arrows show the area between the
two simulated curves, which reflects the temperature dependencies of the quantities.

We start with the comparison of the diffusion coefficient D and the thermal dif-
fusivity Dth of the two simulation approaches (index: sim) and the experimental
results (index: exp), which is shown in fig. 4.23. The black stars and the gray dots
are the experimental and ’total’ simulation coefficient results, known from fig. 4.16
and fig. 4.17. The new ones of the ’constant’ simulation are demonstrated as the
brown x-symbols and reflect, in these two cases the constancy of the associated
parameter. Since these originate from the fit of the right flanks of the relaxation
times, for which we know that they are only temperature dependent, the difference
between the two simulations must be the temperature dependence of D(∆T ) and
respectively Dth(∆T ), which is indicated by the blue arrows.
The last panel of this entire simulation section demonstrates in fig. 4.24 the compa-
rison of the resulting Soret coefficients ST . The illustration style remains the same,
where the black stars symbolize the experimental value and the two simulations
are shown with the gray dots (’total’ simulation) and brown x-symbols (’constant’
simulation). The red line visualizes our threshold ∆T = S−1

T = 11.3 K. The message
is, that for larger temperature differences the non linearity of the diffusion or Soret
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Fig. 4.24: Expanded illustration of the Soret coefficient half of fig. 4.16. The additional
brown x-symbols demonstrate the resulting Soret coefficients SconstT,sim(∆T ) of the ’constant’
simulation.

equation (c(1 − c)) is not negligible any more. The blue arrow shows again the
differences between the two simulation approaches and is, following fig. 4.23, the
temperature dependency of the Soret coefficient ST (∆T ). This means that the ther-
mal dependence is a much smaller but opposing process to the effect of non linearity.
As we will see in fig. 4.34 of section 4.4, there are also sample compositions (different
c, M), where the nonlinear effect is smaller and the temperature dependency is
the dominant effect. In contrast to the here shown increasing values, this leads to
falling Soret and thermodiffusion coefficients and to rising diffusion coefficients (cf.
pink arrow in fig. 4.38).

This concludes the simulation section. Based on the empirical discrepancies between
the measured and the literature transport properties, we searched for a reasonable
explanation and found it in the neglected nonlinearity of the diffusion equation.
For this purpose we calculated our structure function signals as a layer model
and compared the included signal contributions with experiments. We extended
the simulation and included the temperature dependencies of the thermophysical
parameters. For the confirmation, not only the signals themselves but also the
resulting transport coefficients were considered. In all points the simulation agrees
with the experiments and was thus verified. Finally, we have considered a second

100



4.3 NEF static structure factor S(q) analysis

simulation approach, which treats the nonlinearity of the equations separately from
the temperature dependencies. However, it is difficult to predict when this nonlinear
consideration will be useful, we found that in the case of polymer systems it is
always necessary, especially if the applied temperature difference is larger than the
inverse Soret coefficient (∆T > S−1

T ).

4.3 NEF static structure factor S(q) analysis

Fig. 4.25: Static structure factor sketch, which is known from the right plot of fig. 4.3,
where one of the two analog modes Si(q) (i = T, c) is shown. The blue area is the
gravitationally quenched region for q values smaller than the roll-off threshold qiro. The
interesting NEF region is located between the roll-off and cut-off values and shows the
characteristic ∼ q−4-dependency.

This section is intended to give a closer look at the experimental static structure
factors S(q), which are a key component in the characterization of the NEFs. Addi-
tionally, it serves as a conformation for the embedded theory, which is conceptually
a theory of small molecules in a fluid mixture. A priori it was not clear, to what
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extent it can be applied to highly asymmetric systems, such as entangled or glass-
forming polymer solutions. The section is designed as a semi-empirical analysis
and does not always provide complete explanations. Usually it addresses certain
circumstances and gives perspectives on how these could be further analyzed. In our
experiments we have three external parameters: the applied temperature difference
∆T as the thermal quantity and the two solutal ones, the concentration c as well
as the molar mass M of the polymers. These two groups and their associated
dependencies define the two following sub-sections, where we will characterize the
thermal and solutal conditions of the NEF static structure factor. As we have
seen already, we construct the total static structure factor S(q) as a sum of the
individual contributing thermal (i = T )10 and solutal (i = c) modes Si(q), which
are recalled by the sketch of fig. 4.25 (slightly modified version of fig. 4.3).

S(q) =

=Sc(q)︷ ︸︸ ︷
∂n

∂c

∣∣∣∣∣
2

T,p

· Ic0
1− (q/qcro)

4︸ ︷︷ ︸
=AcNE(q)

+

=ST (q)︷ ︸︸ ︷
∂n

∂T

∣∣∣∣∣
2

c,p

· IT0
1− (q/qTro)

4︸ ︷︷ ︸
=ATNE(q)

+ B0 (4.56)

Therein we find the q-dependent NEF amplitudes AiNE(q) (for i = T, c). In eq. 2.43
of the theory section 2.5 we explained, that these amplitudes themself consists
of several parts. To focus on the most important non equilibrium portions, we
analyze a certain q value11 of q1 = 367 cm−1 in the NEF region (red marked in
fig. 4.25), between roll-off and cut-off thresholds (qiro < q < qic) of both modes. If
the amplitude is evaluated for this value, it is represented by the superscript q
in Ai|q. Additionally we normalize the amplitudes for better comparison to their
individual backgrounds B0, which leads to the observables Ai|q (for i = T, c).

Ac|q = AcNE(q1)
B0

= 1
B0
·

|~∇c|2
ν·D

1− (q/qcro)
4 ∼

∣∣∣~∇c∣∣∣2
ν ·D

(4.57)

AT
∣∣∣q = ATNE(q1)

B0
= 1
B0
·

|~∇T |2
ν·Dth

1− (q/qTro)
4 ∼

∣∣∣~∇T ∣∣∣2
ν ·Dth

(4.58)

10Note that we are back in our notation of i, to differentiate the thermal and solutal contributions.
11Second oscillation maxima of the transfer function (compare fig. 4.25, fig. 4.26).
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4.3 NEF static structure factor S(q) analysis

Since we are primarily interested in the temperature12, concentration and molar
mass dependencies, it is sufficient to consider only the proportionalities shown in
eqs. 4.57 and 4.58 (last terms). Of interest is also the temperature and concentration
dependence of the two roll-off wavevectors

qTro =
g · βT ·

∣∣∣~∇T ∣∣∣
ν ·Dth

1/4

(4.59)

qcro =
 g · βc ·

∣∣∣~∇c∣∣∣
ν ·D

1/4

, (4.60)

which is neglected for a better understanding of the amplitude dependencies in
the approximations of eq. 4.57 and 4.58. More important are the in eq. 4.7 already
tapped, temperature and concentration dependencies of the roll-off wavevector
ratio qcro/qTro, which decisively determines the Soret coefficient:

ST = −1
c (1− c) ·

βT
βc
· D
Dth

·
(
qcro
qTro

)4

. (4.61)

As mentioned, the following sub-section 4.3.1 starts with the thermal analysis,
which then will be followed by a large solutal section, where the concentration and
molar mass dependencies are analysed in parallel.

4.3.1 Temperature dependence

We start with the thermal analysis of the NEF static structure factor. For this pur-
pose we studied a dilute solution (c = 0.01 [w/w]) of polystyrene (M = 17.9 kg/mol)
in toluene, where we varied for each measurement the applied temperature diffe-
rences ∆T = 10, 20, 30, 40, 50 K. This series is already known from the experimental
comparison in the simulation section 4.2. Illustration 4.26 shows in the central plot
all associated static structure factors S(q)/B0, which are normalized to their indivi-
dual backgrounds B0. The black solid line represents an equilibrium measurement
without an applied temperature field. The curves are the resulting static structure

12Temperature dependence means correctly, the dependence of the temperature difference.
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Fig. 4.26: Illustration of different total static structure factors S(q), of the same mixture
(M = 17.9 kg/mol, c = 0.01 [w/w]), with varied external temperature gradient. The
surrounding pictures are the evaluated static structure factor images S(~q) at different
temperatures ∆T and correlation times ∆t. The two marked q values are the second and
third oscillation maxima and serve as a orientation for fig. 4.27.

factors of the associated structure functions C(q,∆t = 99 s) at the maximum corre-
lation time of 99 s. As an additional information, the surrounding pictures show
the resulting images of specific structure functions C(~q,∆t), before the azimuthal
averaging of the q values (introduced in fig. 3.18). For the longest correlation time
of ∆t = 99 s the upper horizontal row demonstrates all temperature differences ∆T .
Additionally, left vertical column shows for 50 K different correlation time steps13.
We can clearly see, from right to left, how, with increasing temperature difference
the central intensity increases and the cut-off values is pushed outwards, which
exposes more and more oscillations.

13If we compare these images with fig. 6.2 from the appendix, the purity of the plots envisioned
that the setup has been adjusted as best as possible.
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4.3 NEF static structure factor S(q) analysis

The next sub-section focuses specifically on the NEF amplitudes of these tempe-
rature depended structure factors. This is followed by an analysis of the q roll-off
values.

a) NEF amplitudes

At a first glimpse we understand immediately, that all the curves of fig. 4.26 reflect
the same q−4-behavior (in the NEF region) and that the NEF amplitudes increase
according the applied temperature difference ∆T . For a detailed discussion of the
temperature dependency, two specific q values (367 and 483 cm−1) are marked in
fig. 4.26. Their amplitudes are shown as a function ∆T in the left panel of fig. 4.27
together with a quadratic fit

S(q)
B0
− 1 = a(q) ·∆T 2 . (4.62)

The previously shown eq. 4.58 already suggests this quadratic dependency, which
in turn confirms this behavior for our polymer samples. As a second step we

Fig. 4.27: LEFT: Quadratic fitted amplitudes (same color scheme as in fig. 4.26) of the
normalized total static structure factor S(q)/B0 − 1. RIGHT: Further analysis of the
amplitude factor a(q) of the different q values (more then the two marked ones). In it we
can clearly see the characteristic ∼ q−4 dependency of non equilibrium amplitudes.

analyse the q-dependent amplitude factor a(q). If we do this for the first six
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oscillation maxima (not only the first two), we get the right illustration of fig. 4.27.
This method provides a demonstration of the characteristic q−4-dependency of the
NEF amplitudes. In future projects it would be possible to take a closer look at
the amplitude factor a(q), which is an isolated description of the total amplitude
of the NEF.

a(q) = 1
νB0h2 ·

 ∂n
∂T

∣∣∣∣∣
2

c,p

1
Dth

1− (q/qTro)4 + ∂n

∂c

∣∣∣∣∣
2

T,p

S2
T

D
[c(1− c)]2

1− (q/qcro)4

 (4.63)

The equation is calculated, with eq. 4.56-4.61 used in eq. 4.62. It contains several
transport properties, as the Soret-coefficient ST , the diffusion coefficient D, the
thermal diffusivity Dth and the kinematic viscosity ν.

b) Roll-off wavevectors

Now we want to change our focus to the temperature dependency of the two roll-off
wavevectors qiro(∆T ) (i = c, T ) and the cut-off wavevector qc(∆T ). For the thermal

Fig. 4.28: LEFT: Illustration of the thermal dependencies of the two roll-off values
qiro(∆T ) and the cut-off value qc(∆T ). The progression of the thermal q roll-off value
(diamonds) can be fitted proportional to the fourth root (qTro(∆T ) ∼ ∆T 1/4) and reaches
for ∆T = 50 K the value of pure toluene (gray hexagon). The solutal q roll-off value (stars)
starts with the shown qcro(∆T ) ∼ ∆T 1/4 proportionality, however, deviates upward for
large ∆T . The cut-off threshold seems to be proportional to the root of the temperature
difference (qc(∆T ) ∼ ∆T 1/2). RIGHT: Demonstration of the in eq. 4.61 mentioned q
roll-off ratio, which determines the Soret coefficient behavior of fig. 4.24.
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4.3 NEF static structure factor S(q) analysis

roll-off values qTro(∆T ) we find a proportionality to the fourth root (∼ ∆T 1/4) of
the applied temperature difference ∆T , which is shown with the dotted black lines
in fig. 4.28. This was expected, due to the temperature gradient ~∇T = ∆T/h
dependency, mentioned in eq. 4.59. In the case of the solutal roll-off value qcro(∆T ),
the small temperature differences follow also the ∆T 1/4 proportionality (black doted
line). The values of the large temperature differences, especially the three in the
red ellipse, however, deviate increasingly. This is due to the in section 4.2 explained
non linearity effect of the Soret equation, which enters via the dependence on the
concentration gradient ~∇c, shown in eq. 4.60. Finally, for the cut-off values qc we
find a proportionality to the square of the applied temperature difference:

qc(∆T ) ∼ ∆T 1/2 . (4.64)

This is illustrated with the gray dashed line, which deviates significant from the
black dotted line (∼ ∆T 1/4). For the time being, this should be accepted as an
empirical measurement result, that cannot be explained yet. However, it should be
taken up again in future investigations.

The right panel of fig. 4.28 shows the ratio of the solutal and thermal q roll-
off values (qcro/qTro) in dependency of the applied temperature difference ∆T . As in
fig. 4.24 of section 4.2 demonstrated, this nonlinear factor is the dominant reason
for the successively from the literature value diverging Soret coefficient ST (∆T ).

ST,exp(∆T ) ∼
(
qcro(∆T )
qTro(∆T )

)4

∼

∆T ≤ S−1
T,lit : ∆T 1/4

∆T 1/4 ∼ 1
∆T ≥ S−1

T,lit : ∆T 1/2

∆T 1/4 ∼ ∆T 2 (4.65)

More information will follow in section 4.4 in fig. 4.35, where this topic is analyzed
in detail. Of course, the thermal effects of the transport coefficients should not
be completely forgotten, but it is advisable to further explore the temperature
dependent relationship of qcro/qTro, which is shown in the right plot of fig. 4.28.

This concludes the thermal analysis of the NEF structure factor and we come to
the solutal dependencies in the next sub-section.
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4.3.2 Concentration and molar dependence

In this sub-section we shift our attention to the solutal dependencies of the NEF
structure factor analysis. This means, we show the NEF amplitudes Ai|q (c,M) and
of the q roll-off values qiro(c,M), as functions of the polymer concentration c and
the molar mass M , which has never been done before systematically. For a pure
solutal comparison, all measurements are performed with the same temperature
difference of ∆T = 50 K. Due to the concentration independence of the thermal
contributions (AT , qTro) it become clear to priories the solutal effects of the solutal
components. This we will see soon in eq. 4.68 and 4.78. The two equations 4.66
and 4.67 are eq. 4.57 and 4.60, where the concentration gradient ~∇c is replaced
by the Soret coefficient ST and where additionally only the solutal dependencies
(c,M) are considered.

Ac|q (c,M) ∼ |−ST (c,M)|2

ν(c,M) ·D(c,M) · (c · (1− c))
2 (4.66)

qcro(c,M) ∼
[
|−ST (c,M)|

ν(c,M) ·D(c,M)

]1/4

· (c · (1− c))1/4 (4.67)

As a first step, the two illustrations of fig. 4.29 demonstrate several structure
functions as a concentration series (same M = 4.8 kg/mol) on the left and a molar
mass series (same c = 0.05 [w/w]) on the right. The remarkable fact of these
series is, that for a successively increasing parameter, which is on the left c and
on the right M , the amplitudes do not increase uniformly, as we have seen it for
∆T . In both cases a certain threshold appears, which leads to a decrease of the
amplitudes, after the initial increase. This is coded in the line types of fig. 4.29,
where the curves, with increasing amplitudes are shown with solid lines and the
decreasing curve amplitudes are illustrated with dashed lines. More explicitly, we
see on the left side that the NEF amplitudes increase from c = 1% (red line)
up to 10% (cyan). The c = 20% (orange) is just behind the 10% curve and for
even larger concentrations the amplitudes decrease again. On the right side the
situation is similar, for M = 2.1kg/mol (red) to M = 17.9kg/mol (green) the NEF
amplitudes increase, remains equal for M = 90kg/mol (violet) and then falls to
M = 1070kg/mol (orange). The causes of these behaviors will be examined in more
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4.3 NEF static structure factor S(q) analysis

Fig. 4.29: LEFT: Concentration series of a mixture with a molar mass ofM = 4.84 kg/mol
in toluene, which are all measured with a temperature gradient of ~∇T = 104K/m. The
curves with a solid line show an increasing amplitude as a function of the concentration
c, where the dashed curves decrease in the amplitude with further increasing c. RIGHT:
Molar mass series of mixtures with a constant concentration c = 0.05 [w/w], also with
temperature gradient of ~∇T = 104K/m. Similar to the concentration series the curves
with a solid line show a increasing amplitude with rising molar mass M and the dashed
curves a decreasing amplitude with a further rising M . The arrows (next to the legend)
point in the direction of increasing amplitude.

detail. For this purpose, we first consider the q roll-off values and then take a close
look at the NEF amplitudes.

a) Roll-off wavevector

A detailed understanding of solutal structure factor effects is given, among others,
by the roll-off wavevectors, which is the focus of this sub-section. The first point,
which we can see in fig. 4.30 is that the thermal roll-off values qTro (diamond markers)
show no solute dependency, neither in the concentration c (right), nor in molar
mass M (left).

qTro
∣∣∣
tol

= 59.6± 2 cm−1 (4.68)

They all fluctuate around the constant value of pure toluene qTro
∣∣∣
tol

14, which is shown
with the grey diamond markers and the attached dashed lines. This means that
the thermal q roll-off values qTro, despite the involved kinematic viscosity ν(c,M),
14Notation: Thermal q roll-off value qT

ro of toluene (index tol).
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do not show any significant dependencies on the concentration c or the molar mass
M .

Fig. 4.30: Illustration of the solutal dependencies of the roll-off values qiro. Left as a
function of the molar mass M , where the colors differentiate the concentration series.
On the right as a function of the concentration c, where the color show different molar
masses M . Additionally the gray diamond markers and the dashed line visualize the
thermal roll-off value of pure toluene. Note that they share the y-axis. Fig. 6.6 of the
appendix shows a normalized alternative illustration style.

The star symbols in both panels of fig. 4.30 show the solutal q roll-off values as
concentration series qcro|c (M)15 (color coded and named in the plot) on the left
and molar mass series qcro|M (c) (also differentiated by the colors) on the right.
The curve progressions are more or less similar, where the curves increase to a
maximum value of the essential variable (x-axis) and afterward decrease. But the
proportionalities (dotted lines) of the series are very different. This will now be
addressed.

Summary of the proportionalities

Brief empirical summary of the demonstrated q roll-off value curves and the
collective proportionalities. The left plot of fig. 4.30 shows, in the limit of small
molar masses (M̃ = M → 0), the same proportionality (M̃0.145) for all concentration

15Notation: Solutal q roll-off qc
ro, for a specific c and as a function of M .
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4.3 NEF static structure factor S(q) analysis

curves16, which is illustrated by the dotted black line.

qcro|c (M̃) ∼
[

ST |c (M̃)
ν|c (M̃) · D|c (M̃)

]1/4
comp.∼ M̃0.145 (4.69)

The impression is, that the (left) inclining branches are shifted with increasing
c to smaller M values. Therefore eq. 4.69 condenses eq. 4.67 and considers only
the molar mass proportionalities. Fig. 6.6 of the appendix offers an alternative,
normalized illustration style, which can be considered as well, especially if a
described proportionality seems unclear. Now we have to ask the question, can we
somehow explain the shown proportionality or can it tell us something about the
involved transport coefficients? With the in section 4.2.1 mentioned concentration
and molar mass constancy of the thermodiffusion coefficient DT (in our c,M ranges),
the Soret coefficient is determined by the inverse diffusion coefficient, ST ∼ D−1.
For more precise statements, we briefly refer to figs. 4.41, 4.42 and 4.43 in advance,
which give us molar mass proportionality for Soret and diffusion coefficients.

D|c (M̃) ∼ M̃−0.6 (4.70)
ST |c (M̃) ∼ M̃0.6 (4.71)

With these limitations, we can consider again eq. 4.69 and determine a consequence
for the kinematic viscosity ν|c (M̃).

qcro|c (M̃) ∼
[
M̃1.2

ν|c (M̃)

]1/4
comp.∼ M̃0.145 ⇒ ν|c (M̃) ∼ M̃+0.62 (4.72)

The result is a proportionality of the kinematic viscosity, for small molar masses
(M̃), to ν|c (M̃) ∼ M̃+0.62. An exponent similar to the Flory-Huggins-exponent of
0.66 [81] is a reasonableness expectation. It should be made clear that eq. 4.72 is a
purely phenomenological result and should not be overestimated, especially with
regard to small concentrations.

16The note ’comp.’ in eq. 4.69 indicates a comparison of the plotted proportionality and the
dependencies in the equation.
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For large molar masses (M̂ = M → ∞) two proportionalities are visible in
the left panel of fig. 4.30 (alternatively in fig. 6.6). One for small concentrations
c− . 5%, where the progression of the roll-off values goes like qcro|c−

(M̂) ∼ M̂−1/4

(black decreasing doted line), and one for bigger concentrations (c+ & 5%) with a
proportionality to qcro|c+

∼ M̂−0.08 (gray dotted line):

qcro|c (M̂) ∼
[

ST |c (M̂)
ν|c (M̂) · D|c (M̂)

]1/4
comp.∼

 for c− : M̂−1/4

for c+ : M̂−0.08 . (4.73)

For these two concentration and molar mass ranges, estimations in the form of
eq. 4.70 and eq. 4.71 are difficult or impossible to make. But we will need these
estimations later again and should keep them in mind.

Now we want to consider the right panel of fig. 4.30, where we can see the solutal
q roll-off values (qcro|M (c)) of several molar masses M , as a function of the concen-
tration c. For small concentrations (c̃ = c→ 0) we find a general proportionality to
qcro|M (c̃) ∼ c̃1/4.

qcro|M (c̃) ∼
[

ST |M (c̃)
ν|M (c̃) · D|M (c̃)

]1/4

· c̃1/4 comp.∼ c̃1/4 (4.74)

Once again, we take advantage of the results that will follow in fig. 4.38 and fig. 4.39,
which deliver a constant proportionality for the diffusion D and Soret coefficients
ST in the limit of small concentrations (c̃ = c→ 0).

D|M (c̃) ∼ const (4.75)
ST |M (c̃) ∼ const (4.76)

With eq. 4.74 and these two approximations, we find that the kinematic viscosity
is also a constant value, in the limit for small polymer concentrations ν|M (c̃).

qcro|M (c̃) ∼
[

1
ν|M (c̃)

]1/4

∼ const ⇒ ν|M (c̃) ∼ const (4.77)
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4.3 NEF static structure factor S(q) analysis

This was expected, since the viscosity of the mixture starts with the constant
viscosity contribution of the pure toluene solvent ν|M (c̃) = νtol. That could mean,
if we use these curves and the associated diffusion and Soret coefficients (follow in
section 4.4), we could measure in our experiments the kinematic viscosity. This
would be a comparison option to conventional measurement methods, but not a
replacement.

b) NEF amplitudes

In a similar way as in the previous sub-section, we want to formulate the solutal
dependencies of the NEF amplitudes AcNE(q). The two panels of fig. 4.31 illustrate
the same concentration and molar mass series, we know from fig. 4.30. This time
for the normalized NEF amplitudes Ai|q (eq. 4.57). First of all, we can record, that
the thermal NEF amplitudes AT

∣∣∣q (diamonds) show only tiny solutal dependencies
and vary again close to the limit of pure toluene. Especially in the right case, we
note a slight collective increase in the amplitudes with increasing concentration, but
in general the thermal NEF amplitude contribution is dominated by the toluene
value.

AT
∣∣∣q
tol

= 5.58 · 10−2 ± 0.5 · 10−2 (4.78)

To see this is remarkable but consistent with eq. 4.68, since the thermal NEF
amplitude of eq. 4.58 includes in the denominator the kinematic viscosity ν(c,M).
Therefore, we initially expected a similar progression as for the solutal curves.
However, we were not able to confirm this for our measurements.

Fig. 4.31 shows seven different concentrations c as functions of the molar mass
M on the left. In addition, the dotted lines show two proportionalities, which are
discussed in more detail below. The illustration on the right shows six molar masses
M as functions of concentration c, likewise with a proportionality. Fig. 6.7 of the
appendix shows again normalized, alternative illustrations of the curve in fig. 4.31.

113



Fig. 4.31: Illustration of the solutal dependencies of the NEF amplitudes AiNE for a
certain q = 367 cm−1 value. Left as a function of the molar mass M , where the colors
reflect concentration series. On the right as a function of the concentration c, where the
colors are the different molar masses. Additionally the gray diamond markers and the
dashed line visualize the thermal amplitude of pure toluene. Note that the panels share
the y-axes. Fig. 6.7 of the appendix shows a normalized alternative illustration style.

Summary of the proportionalities

Similar to the summary in the previous sub-section, we will characterize in the
following the in fig. 4.31 shown proportionalities of the solutal NEF amplitudes. In
the left panel most curves (up to c ' 20%) of the concentration series Ac|qc (M)17

start for small molar masses (M̃ = M → 0, left flank) with a proportionality of
∼ M̃1.2 (doted black line).

Ac|qc (M̃) ∼

(
ST |c (M̃)

)2

ν|c (M̃) · D|c (M̃)
comp.∼ M̃1.2 (4.79)

Using the already established estimates from eq. 4.70 and eq. 4.71, we find the
same proportionality of the kinematic viscosity as in the q roll-off case (eq. 4.72).

Ac|qc (M̃) ∼ M̃1.8

ν|c (M̃)
∼ M̃1.2 ⇒ ν|c (M̃) ∼ M̃0.6 (4.80)

17Notation: Normalized solutal NEF amplitude Ac for a constant q value (Ac|q), a specific
concentration (Ac|qc) and as a function of the molar mass (Ac|qc (M)).
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4.3 NEF static structure factor S(q) analysis

Since the same proportionality for the kinematic viscosity18, in the limit of small
molar masses (M̃), arises from two different quantities (qcro(M̃), Ac(M̃)), we can
combine them and get estimations for the embedded transport coefficients. More
precisely, we convert eq. 4.69 to the kinematic viscosity ν|c (M̃) and substitute
this term into eq. 4.79. Thereby we get the following two estimations, which show
a consistency to the assumptions of eq. 4.70 (D|c (M̃) ∼ M̃−0.6) and eq. 4.71
(ST |c (M̃) ∼ M̃0.6).

exp: D|c (M̃) ∼ M̃−0.58 (4.81)
exp: ST |c (M̃) ∼ M̃0.62 (4.82)

On the other side, for large molar masses (M̂ : M → ∞) we find in fig. 4.31 a
general progression of all curves, which is falling proportional to Ac|qc (M̂) ∼ M̂−0.6.

Ac|qc (M̂) ∼

(
ST |c (M̂)

)2

ν|c (M̂) · D|c (M̂)
comp.∼ M̂−0.6 (4.83)

In the first moment we have the same problem as in eq. 4.73, where general
expressions for D(M̂) and ST (M̂) can not be found. However, we can combine
these two equations, similar to eq. 4.79. Therefore we convert eq. 4.83 to the
kinematic viscosity ν|c (M̂) and replace this term in eq. 4.73. Thereby the diffusion
coefficient disappears and creates two dependencies for the Soret coefficient ST |c (M̂)
(each one for one of the two proportionalities of eq. 4.73):

exp: ST |c (M̂) ∼
 for c− : M̂0.4

for c+ : M̂−0.28 . (4.84)

As a reminder, c− defines concentrations smaller than five percent (c . 5%) and c+

describes in turn concentration bigger then five percent (c & 5%). The calculated
proportionality ∼ M̂0.4 can also be found in fig. 4.39 (upper dashed line). It seems
to be an effect of the ’temperature sensitive’, which was mentioned in the simulation
section and will be further analysed in fig. 4.35. On the other hand, the second
proportionality ∼ M̂−0.28, can not be verified experimentally.

18This can also be seen in the right panel of fig. 6.7.
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From the right panel of fig. 4.31 we get for small concentrations (c̃ = c → 0)
a quadratic proportionality for the amplitudes of the molar mass series Ac|qM (c),
which we already know from the diffusion and the Soret equation (eq. 2.4).

Ac|qM (c̃) ∼ (ST |M (c̃))2

ν|M (c̃) · D|M (c̃) · c̃
2 comp.∼ c̃2 (4.85)

If we consider again eq. 4.75 and eq. 4.76, we find also, that the kinematic viscosity
ν|M (c̃) is for small concentrations a constant term. This is the same result as in
eq. 4.77.

Ac|qM (c̃) ∼ 1
ν|M (c̃) ∼ const ⇒ ν|M (c̃) ∼ const (4.86)

In the following sub-section, we will dive a little bit deeper into the characterization
of the solutal NEF amplitudes. For this purpose, some of the described proportio-
nalities are analyzed more precisely. With that we find the exact threshold values
from which on the amplitudes in fig. 4.29 begin to decrease.

Proportionality factors

The three shown proportionalities of eq. 4.79, 4.83 and 4.85 are behaviors of the
solutal NEF amplitudes Ac|q (c,M)19 for small concentrations (c̃) as well as small
(M̃) and large molar masses (M̂). These scale laws will be fitted with the following
three equations:

eq. 4.85→ Ac|qM (c̃) = d|c̃ (M) · c̃+2 (4.87)
eq. 4.79→ Ac|qc (M̃) = a|M̃ (c) · M̃+1.2 (4.88)
eq. 4.83→ Ac|qc (M̂) = b|M̂ (c) · M̂−0.6 . (4.89)

The new coefficients (a, b, d) are shift parameters, which change the y-intercept in
the two log-log-plots of fig. 4.31. If these are now plotted against their concentrations
c and molar masses M (variable of the various curves), fig. 4.32 is obtained. The
resulting curve progressions are similar to the experimental ones, from which they
19Reminder: solutal amplitude Ac, for a specific q and as functions of c, M .
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4.3 NEF static structure factor S(q) analysis

were derived. For a better understanding and for comparison some experimental
curves (known from fig. 4.31) are added. According to our understanding, the
resulting curves of the shift parameters (a: gray triangles, b: black dots, d: black
triangles) describe the lower and upper solutal bounds of our description.

Fig. 4.32: LEFT: Plot of the parallel-shifting parameter d(M) of the scale law for c̃2 in the
right illustration of fig. 4.31. Supplementary the smallest measured concentration (cyan,
c = 0.2%) is added as a comparison curve. RIGHT: Progression of the parallel-shifting
parameters a(c) and b(c) of the two scale laws in the left illustration of fig. 4.31. Here also
the smallest (red, M = 2.1 kg/mol) and largest (orange, M = 1070 kg/mol) measured
molar mass curves are added.

In the left panel we see the curve of d|c̃ (M), which results from the quadratic
concentration dependency (diffusion equation) of the right panel in fig. 4.31. Added
is the smallest measured concentration (c = 0.2%), which is shown in turquoise.
We see the exact same curve progression and describe the new curve as the lowest
possible concentration estimation of the NEF amplitudes. Additionally we can find
the molar mass

Mc̃,max = 95 kg/mol , (4.90)

where the curves reach their maxima. This is the already in fig. 4.29 mentioned
molar mass with the largest amplitude. It is also an experimentally useful result
and indicates, that in the limit of small concentrations (c̃) the largest solutal
NEF amplitudes Ac|q (c̃,M) are achieved for a molar mass of M = 95 kg/mol. For
smaller molar masses the amplitude increases and for larger ones it decreases with
increasing M .
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A similar procedure can be used for the right panel of fig. 4.32, where we illustrated
the curve progressions of a|M̃ (c) and b|M̂ (c) as a function of concentration. These
curves construct, similar to the one on the left, the smallest (M̃) and largest (M̂)
possible estimations for the molar mass. For easier comparison we added the smal-
lest measured molar mass of 2.1 kg/mol in red and the largest one of 1070 kg/mol
in orange. Analogous to eq. 4.90 we find here a concentration

cM̂,max = 0.03 g/g . (4.91)

This means, in the limit of long polymer chains (large molar masses M̂), the largest
solutal NEF amplitudes Ac|q (c, M̂) are possible for a concentration of c = 3%. This
threshold separates both new curves in two different phases, which are summarized
in the following relations.

a|M̃ (c) ∼ (ST |M̃ (c))2

ν|M̃ (c) · D|M̃ (c) [c · (1− c)]2 comp.∼

 for c < cM̂,max : c̃2

for c > cM̂,max : c1.2 (4.92)

b|M̂ (c) ∼ (ST |M̂ (c))2

ν|M̂ (c) · D|M̂ (c) [c · (1− c)]2 comp.∼

 for c < cM̂,max : c̃2

for c > cM̂,max : c−1.2 (4.93)

If we compare the curve of eq. 4.93 (black dots in fig. 4.32) with the orange experi-
mental one we can see the similarity immediately. Both increase quadratically up to
cM̂,max and then decrease proportionally to ∼ c−1.2. In the comparison of eq. 4.92
(gray triangles in fig. 4.32) with the red experimental one we find something new
in the curve progressions. From cM̂,max onward, the slope flattens from the former
∼ c2 proportionality to one of ∼ c1.2. This was not noticeable before but is also
included in the experimental curve. It remains until the curves begin to decrease
proportional to ∼ c−1.2, at large concentrations.

The entire section 4.3 analyzed the two key components of NEF structure functions.
Therefore we used our measurements and supplied for the q roll-off values qiro and
the NEF amplitudes Ai a temperature, concentration and molar mass descriptions.
For the amplitudes we focused at characteristic ∼ q−4 region, but in subsequent
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4.4 Transport coefficient analysis

work it is also possible to investigate the gravitational intensities I i0 (i = c, T ).
Further studies on the briefly mentioned q cut-off values qic would also be advisable.

4.4 Transport coefficient analysis

This last chapter discusses the resulting transport coefficients of the first measu-
rements with our new shadowgraphy setup and shows the resulting discoveries in
two sections. Before we characterize the temperature20, concentration and molar
mass dependencies of the diffusion coefficient D(∆T, c,M), the Soret coefficient
ST (∆T, c,M) and the thermodiffusion coefficient DT (∆T )21, we start with an over-
view of all explored simulated and experimental samples. These are the collected
data, which are already known from sections 4.1, 4.2 and 4.3.

Simulation samples

The following tab. 4.6 gives an overview of all simulated sample compositions. In
section 4.2 we formulated our concentration ranges. Therein we wanted specifically
to stay far away from the glass transition temperature, in the ranges of the dilute
to semidilute solutions22. Every single one of these compositions is calculated
for several temperature differences ∆T . The chosen temperatures are varying, in
dT = 5 K steps, between ∆Tmin = 1 K and ∆Tmax = 50 K and are all listed in
the first row of tab. 4.6. As shown in the simulation section 4.2, this was done in
order to explain the differences between the experimental (measured with ∆Tmax)
and literature values (approach of ∆Tmin). The answer to the disagreement of
the experimental and the literature values was the neglected non linearity in the

20Temperature dependence means again dependence on the temperature difference.
21DT is solutal independent.
22Under certain circumstances it might be possible to go to even larger M and c, but this

would require additional effects of the increased viscosity [80] and deviating descriptions of the
transport parameters [72].
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∑N

1∆T = 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 K
M | kg/mol c | [w/w]∑N

12.10 0.001 0.01 0.02 0.05 0.10
4.84 0.001 0.01 0.02 0.05 0.10
17.9 0.001 0.01 0.02 0.05 0.10
50.0 0.001 0.01 0.02 0.05 0.10
90.9 0.001 0.01 0.02 0.05 0.10

Tab. 4.6: Overview of all simulated samples. The molar mass range is indicated in the
vertical direction, the concentration range on the horizontal. Every sample is calculated
for all above shown temperature differences ∆T .

diffusion equation. This has already been shown in section 4.2 and will now be
taken to its logical conclusion.

Experimental samples

The considered experimental samples, which we used in the structure factor analysis
of section 4.3, are shown in the two tables 4.7 and 4.8. The first one demonstrates
the concentration and molar mass variances in the way of tab. 4.6. For each
molar mass, the corresponding row lists all studied concentrations. Each series was
started in the limit of small concentrations and successively taken to higher ones.
For easy comparison, all experiments were measured with the same temperature
difference of ∆T = 50 K over the same cell height of h = 5 mm. The larger
the molar mass became, the fewer concentrations could be measured, because
the increased viscosity caused problems with cell filling (bubble formation) or
because the measured signals could no longer be evaluated (decreasing amplitudes
of section 4.3)23. The highlighted blue row (M = 4.84 kg/mol) and red column
(c = 5%) are the series of the two panels in the previously shown fig. 4.29, which
demonstrated several static structure factors at the start of associated analysis.
Table 4.8 illustrates the already known temperature series. This mixture with
a concentration of 1% and a molar mass of 17.9 kg/mol is measured for several
temperature differences ∆T = 10, 20, 30, 40, 50 K and was shown before in the
23Note: Automated vacuum filling or smaller temperature differences could provide further results,

but have not yet been tested.
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4.4 Transport coefficient analysis

∑N

1M ∆T = 50 K
kg/mol c | [w/w]∑N

12.10 0.002 0.01 0.02 0.05 0.10 0.2 0.3 0.4 r
4.84 0.002 0.01 0.02 0.05 0.10 0.2 0.3 0.4 0.5
17.9 0.002 0.01 0.02 0.05 0.10 0.2 0.3 r r
90.9 0.002 0.01 0.02 0.05 0.10 0.2 r r r
524 0.002 0.01 0.02 0.05 0.10 0.2 r r r
1070 0.002 0.01 0.02 0.05 r r r r r

Tab. 4.7: Overview of all experimental binary mixtures. All here shown samples are
measured with an applied temperature gradient of ~∇T0 = 104K/m (∆T = 50 K, h =
5 mm). The blue row (M = 4.84 kg/mol) indicates the concentration and the red column
(c = 5%g/g) the molar mass series, both of fig. 4.29 (left, right).

experimental comparison of the simulation section and in the thermal analysis of
the static structure factor.

∑N

1combination ∆T / K∑N

1M = 17.9 kg/mol 10, 20, 30, 40, 50
c = 0.01 [w/w]

Tab. 4.8: The sample, with a polymer concentration of c = 1% and a molar mass of
M = 17.9 kg/mol, is measured for several temperature differences. It is known from
fig. 4.26.

As in the structure factor analysis of section 4.3, the transport coefficients D,
ST and DT are also dependent on the three external parameters ∆T , c and M .
Therefore, we follow here the previous logic and subdivide the two sub-sections
into the thermal and solutal analysis of the transport coefficients.

4.4.1 Temperature dependence

Similar to section 4.3.1 we first focus on the temperature dependencies of the
transport coefficients. In addition to the experimental series of tab. 4.8 we discuss
the 275 independent simulations, which are shown in tab. 4.6. The color scheme
in the three following plots (of D(∆T ), ST (∆T ) and DT (∆T )) is identical, where
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the molar masses are referred to in the plots. The simulations for ∆Tmin = 1 K
represent the calculated reference values (index: sim, T0) and are shown with
diamonds. They perfectly match with the available literature values at the ambient
temperature of T0 = 298.15 K. This different illustration is to set them apart from
all other simulations, which are demonstrated with small colored dot symbols. The
experimental transport coefficients (tab. 4.8) are demonstrated with dark blue
star-symbols and a dashed line. These are already known from the experimental
comparisons in the simulation section (fig. 4.17, 4.16). Both the figures of the
diffusion coefficient and the Soret coefficient are illustrations with two adjacent
plots. The left one focuses only on the M = 17.9 kg/mol results and compares the
different concentration curves. Next to all these curves the experimental comparison
can be seen again. The right panel shows all molar masses, with the associated
concentrations, and allows a comparison of the general behaviors of these entire
molar mass groups.

Diffusion coefficient
Fig. 4.33 starts with the diffusion coefficient D(∆T ) and shows these values as a
function of the applied temperature difference ∆T . As mentioned, the right side
compares all the concentration series (dotted lines) of all the different molar masses
(referenced colors), to each other. The largest concentration, in each molar mass, is
the highest curve, with the largest diffusion coefficient. The smaller concentrations
follow in order underneath. We can see, that the different concentration series of
the small molar masses are stacked very narrowly, whereas the curves of the larger
molar masses are further apart from each other. That is, as we will see in fig. 4.38,
due to the much smaller overlap concentrations c∗ of the larger molar masses. In
addition, we can state that all curves show for large temperature differences a
similar deviation towards smaller values. For a closer look on this thermal effect,
the left illustration is an isolated zoom on the M = 17.9 kg/mol curve progressions.
First of all, the large gray arrow demonstrates the mentioned concentration stacking.
Additionally, we can see again the comparison of the simulated and experimental
c = 1% curves, which we know from the left panel of fig. 4.16. As it applied for all
molar masses, the smallest concentrations are deviating with increasing temperature
difference ∆T the strongest from the calculated reference value Dsim(T0). This
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4.4 Transport coefficient analysis

Fig. 4.33: Both illustrations show the simulated diffusion coefficient D(∆T ) (small dot
symbols) as a function of the temperature difference ∆T . The different molar masses
M are color coded and labeled in the right panel. The concentration c increases from
bottom to top, for each molar mass. Additionally the known experimental thermal series
(M = 17.9 kg/mol, c = 0.01 [w/w]) is demonstrated with the stars (dark blue). The
diamonds reflect the simulated (literature) values for T0, of each series. The left side is
specifically focusing on the molar mass of M = 17.9 kg/mol and shows how the different
concentrations progress with the temperature differences. The red dashed line is the
|ST∆T | = 1 limit of fig. 4.35.

effects reduces with increasing concentration and is illustrated especially for the
10% curve with the pink arrow. The deviation starts at the threshold ∆T =

∣∣∣S−1
T

∣∣∣
(red dashed line, guide to the eye), which will be discussed in more detail in the
discussion of the Soret coefficient. The bottom line, which we know from the simu-
lation section is, that for large applied temperature differences the cold cell side
grows in dominance, which leads to slower processes. This consequentially means,
smaller diffusion coefficients D and larger Soret coefficients ST (due to ST ∼ D−1).

Soret coefficient
Next we want to focus on fig. 4.34, where all the associated Soret coefficients ST
are shown as a function of ∆T . Similar to the diffusion plot, the right plot demons-
trates all concentration series of all the different molar masses (same color scheme)
and the left side again focuses on the molar mass of 17.9 kg/mol. The different
concentrations are stacked this time from top (smallest) to bottom (largest) and we
see similar to fig. 4.33, that the smaller the molar mass, the narrower the different
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Fig. 4.34: Both illustrations show the simulated Soret coefficient ST (∆T ) (small dot
symbols) as a function of the temperature difference ∆T . The different molar masses M
are color coded in the same way as in fig. 4.33. The concentration c in every molar mass
collection increase from top to bottom. Additionally the known experimental thermal
series (M = 17.9 kg/mol, c = 0.01 [w/w]) is demonstrated by the stars (dark blue). The
diamonds reflect the simulated (literature) values for T0. The left side is specific focusing
on the molar mass of M = 17.9 kg/mol and shows how the different concentrations
progress with the temperature difference. For the largest c we see for the first time a
progression of ST , which decreases with increasing temperature ∆T . Further the red
dashed line is the |ST∆T | = 1 limit of fig. 4.35, where the fanning out starts.

concentration series are. However, it is noticeable that some curves deviate from the
general increasing direction and deflect downwards. More on that will follow shortly.
The left plot demonstrates the known affect, that the smallest concentrations are
affected the most by the rising temperature difference, which results in the strong
deviations towards increasing Soret coefficients. These deviations start again at
the red dashed line, which represents the threshold of ∆T =

∣∣∣S−1
T

∣∣∣. This time, we
can quantify this effect better. To do this, we analyze the plot of fig. 4.35, which
shows for all the curves of fig. 4.34, the |ST∆T | (∆T ) pendants. The plot is divided
into two areas, with the common boundary line of the threshold |ST∆T | = 1. The
area above, for |ST∆T | > 1, we called ’temperature sensitive region’ and the area
below (for |ST∆T | < 1), ’temperature insensitive region’. The simple answer is,
that below this dimensionless threshold the linear approximation of the diffusion
equation is usable and above the non linearity must be taken into account. In the
’temperature insensitive region’ all the curves show a linear dependence on ∆T . This
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Fig. 4.35: Illustration of |ST∆T | (∆T ) as a function of ∆T . Shown are all the Soret
coefficients of fig. 4.34. The plot is divided into two areas, with the common boundary
|ST∆T | = 1. For |ST∆T | < 1 is the ’temperature insensitive region’, where a linear
relationship of |ST∆T | (∆T ) is found. Above, for |ST∆T | > 1, on the other hand, is the
’temperature sensitive region’, where a non linear relationship occurs.

linear relationship of |ST∆T | reflects the constancy of ST , in the left illustration of
fig. 4.34, before the red dashed line. In the ’temperature sensitive region’ we can
see a non linear relationship of |ST∆T | (∆T ), which corresponds to the fanning
out of the curves in fig. 4.34. It is the now known nonlinearity effect, which we
have explained in the simulation section. Here, however, broken down for several
molar masses and concentrations. The other, before mentioned, noteworthy effect is
indicated with pink arrows in the left panel of fig. 4.34. The 10% curve of the blue
17.9 kg/mol collection is the first curve with a downward directed deviation (to
smaller ST values). It is also noticeable that the higher the molar mass, the more
frequently this type of deviation occurs. These decreasing curves are also visible in
fig. 4.35. They deviate from the linear progression of the curves (in the ’temperature
sensitive region’), but not towards increasing values, rather the curves flatten. Fig.
4.36 shows an overview of all the discussed curves and demonstrates the direction
of the curvature with the arrows. Upward pointing arrows (↗) demonstrate an
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Fig. 4.36: Illustration of the increasing (↗) or decreasing (↘) progression of the Soret
coefficient curves (ST (∆T )) as a phase diagram. In the red area the non linearity of the
diffusion equation is the dominating effect, which leads to increasing Soret coefficients.
Contrary, in the blue area there is a dominance of temperature dependency, which leads
to decreasing Soret coefficients.

increasing progression of the associated Soret coefficient curve ST (∆T ) and vice
versa a downward directed arrow (↘) the opposite. Thereby a kind of phase dia-
gram is created that gives the impression that the upper right corner, with high
molar masses and concentrations, is very susceptible to this additional effect. We
attribute this to the blue marked temperature dependency of the Soret coefficients,
which was before demonstrated in fig. 4.24 and should be kept in mind. It is an
opposing effect to the nonlinearity of the diffusion equation, that becomes dominant
for large solutal parameters (c, M). The red area demonstrates Soret coefficients
which deviate towards increasing values driven by the nonlinearity effect and the
blue area decreasing ones due to the temperature dependence. If we look at the
phase diagram and compare it with fig. 4.34, we can see that the further away the
solutal compositions are from the thick black dashed phase boundary, the stronger
the curvatures and the deviations from the literature value are. For example, in
the case of the M = 17.9 kg/mol collection, the boundary is between c = 5% and
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10%, resulting in slight upward and downward bending curves in fig. 4.34. It must
be noted that this result has not yet been confirmed experimentally and is only
determined from the simulations.

Thermodiffusion coefficient
Finally, fig. 4.37 shows the thermodiffusion coefficient DT (∆T ) = ST (∆T ) ·D(∆T )

Fig. 4.37: The illustration shows the simulated thermodiffusion coefficient DT (∆T ) (small
dot symbols) as a function of the temperature differences ∆T . The different molar masses
M are color coded in the same way as in fig. 4.33 and fig. 4.34. The concentration c
in every molar mass collection increases from top to bottom. Additionally the known
experimental thermal series (M = 17.9 kg/mol, c = 0.01 [w/w]) is demonstrated with
the stars (dark blue). The diamonds reflect the simulated (literature) values for T0.
Specifically the high molar masses are critical to thermal deviations from the literature
values. We also see the decreasing progression of ST , especially for the highest c values in
the large M curves (pinkish highlighted) and the ’temperature sensitive area’ for small c
(black highlighted).

as a function of ∆T . It should be a constant value, which is, depending on the
accepted error tolerance, true for most simulated curves. The two highlighted circles
show the two effects, which were introduced before. They are the reasons for the
additional temperature dependencies in the otherwise constant parameter. We can
see the strong temperature sensitivity of the small concentrations (black dashed
ellipse), caused by the large values of |ST∆T | > 1. Indicated by the pink dashed
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ellipse are falling thermodiffusion coefficient due to the decreasing Soret coefficients
curvature. If we ignore these two extremal effects and consider, for example, small
temperature differences ∆T or samples with small Soret coefficients, the expected
constancy fits very well. Conversely, this also means that research of the glass
transition in particular is afflicted with the additional problems. This needs to
be investigated further. With that, we end the thermal analysis of the transport
coefficients and come to the solutal dependencies in the following sub-section.

4.4.2 Concentration and molar mass dependence
The concentration and molar mass dependence of the transport coefficients is the
focus of this second section. The considered quantities are again the diffusion
D(c,M), Soret ST (c,M) and thermodiffusion coefficients DT (c,M). The associated
numerical values of the measured quantities are listed in the appendix 6.2-6.7. For
the sake of completeness and a better understanding, we refer sometimes to the
simulated quantities of tab. 4.6 and include them in the considerations. Section 4.4.2
starts with the molar mass series, afterwards section 4.4.2 shows the concentration
series.

a) Concentration dependence

In a molar mass series the transport properties (D(c), ST (c), DT (c)) for the different
molar masses M are shown as functions of the concentration c. The color scheme
of this sub-section is the same for all included plots and separates M in color. The
molar mass range varies from 2.1 kg/mol to 1070 kg/mol. The associated simulati-
ons (index: sim) are shown in the same colors but with small dots and thin doted
lines, instead of the stars and dashed lines of experimental measurements (index:
exp). The simulated reference values (as in Dsim, T0) result from the simulations for
∆T = 1 K24 and are separately shown with diamonds and solid lines. As literature
references (index: lit) we used values from Zhang [82], marked with a Z and shown
with upwards pointing triangles. As well as values from Rauch [68] (R), illustrated
with downwards pointing triangles.

24S−1
T < 1K applies to all samples.
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Diffusion coefficient
Fig. 4.38 starts the solutal analysis and illustrates the resulting diffusion coeffi-

Fig. 4.38: Demonstration of the resulting experimental diffusion coefficients D(c) (star
symbols) as a function of the concentration c. The different molar masses M are color
coded and named in the plot. The diamonds reflect the simulated literature values for
T0. The small dots represent the different thermal series, which connect the literature
values with the measured ones. The upwards pointing triangles are literature values of
Zhang [82] (red: 2.6 kg/mol, turquoise: 96 kg/mol) and the downwards pointing triangles
from Rauch [68] (green: 4.7 kg/mol, orange: 532 kg/mol). The dashed black line is the
scale law of the entangled polymer state, which follows [68]. Listed in tab. 6.2-6.7.

cients of all experiments Dexp(c), simulations Dsim(c) and includes additionally the
literature references Dlit(c). This type of plot can be found in the literature very
often [68,72,82,83]. It demonstrates the dilute and semidilute polymer state (dashed
black line) of different molar masses and as a function of c. The left panel of fig. 4.18,
which was shown in the simulation section, was an isolated illustration of the here
demonstrated blue group of M = 17.9 kg/mol. We see that all molar masses show
a similar concentration dependence. They start with a constant plateau and con-
verge with increasing concentration towards the entangled polymer state (∼ c0.66),
where they become molar mass independent. Except for the smallest molar mass
of 2.1 kg/mol, the simulated values Dsim(T0) (diamonds) and the literature ones
Dlit(T0) (triangles) match nearly perfectly. The important point is the already
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known difference between these reference values and our experimental quantities
Dexp(c) (stars, measured with ~∇T0 = 104K/m), which, however, is bridged by the
various temperature simulations and is therefore understood (highlighted by the
rad arrow). As explained in the simulation section, the differences in the resulting
experimental diffusion coefficient are caused by the nonlinear diffusion equation,
which causes itself strong nonlinear concentration profiles inside the cells. These
concentration distributions prioritize the cold cell sides and deliver thereby diffusion
and especially Soret-coefficients of denser system states than the original sample
composition. With the pink arrow, in fig. 4.38 a second already mentioned effect is
visible, where for high concentrations the experimental results are for the first time
larger then the literature counterparts. This can be traced back to the in fig. 4.36
mentioned effect. For these system compositions the Soret coefficient is dominated
by the temperature dependent effect, which leads to decreasing Soret values. Since
we are still in the entangled system state, the thermodiffusion coefficient DT is
constant and the diffusion coefficient D ∼ S−1

T can be described as the inverse of
the Soret coefficients ST . Therefore, the now decreasing Soret coefficient values
lead to increasing diffusion coefficient values.

Soret coefficient
Similar to fig. 4.38, fig. 4.39 illustrates the associated Soret coefficients of our
experiments ST,exp(c), simulations ST,sim(c) and the literature ST,lit(c) as a function
of c. The color and symbol code remains the same. The various thermal simulations
are again presented for the three smallest molar masses, but avoided for larger ones,
since the curves overlap and can not be identified easily. The full thermal set of the
blue 17.9 kg/mol collection was already shown in fig. 4.18. Just as in the case of
the diffusion coefficient, this type of representation is well established, therefore we
will only present the essential points. All curves start again in the diluted plateau
(c→ 0) and fall collectively to the entangled polymer state, which is represented
by the dashed black line (∼ c−0.77). Once there, the Soret coefficients become
molar masses independent (analogous to the D(c)). A noteworthy and unique effect
is, that, the larger the molar mass, the more the experimental values ST,exp(c)
(stars) deviate from the literature ones ST,sim(T0) (diamonds). This is highlighted
by the red ellipse and the included arrows. This is especially true for the smallest
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4.4 Transport coefficient analysis

Fig. 4.39: Demonstration of the resulting experimental Soret coefficients ST (c) (star
symbols) as a function of the concentration c. The different molar masses M are color
coded and named in the plot. The diamonds reflect the simulated (literature) values
for T0. For the smallest two molar masses, the small dots show the different thermal
series, which connect the literature values to the measured ones. The upwards directing
triangles are literature values of Zhang [82] (red: 2.6 kg/mol, turquoise: 96 kg/mol) and
the downwards triangles from Rauch [68] (green: 4.7 kg/mol, orange: 532 kg/mol). The
dashed black line is the scale law of the entangled polymer state, which follows [68].
Listed in tab. 6.2-6.7.

concentrations. Only shown for the smallest molar masses (M = 2.1, 4.84 kg/mol),
but there very clearly visible is, that the thermal simulations can explain the gap
between the literature and experimental values perfectly. It is important to know
that all samples shown (even cmin = 0.2%) have in our strong temperature field
of ~∇T0 = 104K/m an |ST∆T | value greater than one. This means they all contain
the nonlinearity effect of the diffusion equation. If we remember fig. 4.34 and the
deviations-size of the smallest concentrations, which decreased with increasing
concentration, we can understand the curves shown here (fig. 4.39). If we primarily
want to use the NEF shadowgraphy experiments to measure transport coefficients,
we see, that smaller temperature differences ∆T generate more accurate results.
Furthermore, it should be noted that the greater the molar mass, the greater the
differences are to be expected, especially in the case of small concentrations. If we
follow the curves and extrapolate them to large concentrations, we can see that
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the differences are becoming smaller and smaller, which means that the entangled
polymer state up to the glass temperature could deliver better results with small
differences to the literature values. However, we have already discussed in the
structure factor section that the NEF amplitudes decrease with increasing molar
masses and concentrations, which in turn could lead to measurement difficulties.
In addition the pinkish arrow at the highest concentrations of M = 4840 kg/mol
references the mentioned effect of dominance change, from nonlinear effected, to
temperature dependent thermally decreasing Soret coefficients ST . This can be
explained again due to the decreasing Soret values of theses measurements, which
was shown in the phase diagram fig. 4.36.

Thermodiffusion coefficient
The missing quantity, the thermodiffusion coefficient DT , can be seen in fig. 4.40.
The experimental measurements DT,exp(c) (stars), the literature values DT,lit(c)

Fig. 4.40: Demonstration of the resulting experimental thermodiffusion coefficients DT (c)
(star symbols) as a function of the concentration c. The different molar masses M are
color coded. The diamonds reflect the simulated (literature) values for T0. For the smallest
two molar masses, the small dots show the different thermal series, which connect the
literature values to the measured ones. The upwards directing triangles are literature
values of Zhang [82] (red: 2.6 kg/mol, turquoise: 96 kg/mol) and the downwards triangle
from Rauch [68] (green: 4.7 kg/mol, orange: 532 kg/mol).
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4.4 Transport coefficient analysis

(triangles) from Zhang (Z) and Rauch (R) and the simulated values DT,sim(T0) (dia-
monds) are shown again in the established color and symbol scheme of figs. 4.38 and
4.39. In the dilute and entangled polymer regime the thermodiffusion coefficient is
molar mass M and concentration c independent. Only for very large concentrations
(> 0.8 [72]) the curves drop dramatically through the glass transition. However, the
first curvature effects can already be seen for concentrations around c ≈ 40%, which
explains the slight collective decrease in the curves at large concentrations. The
largest deviations (factor ∼ 2, highlighted by the red ellipse) from the literature
value (diamonds) of DT = 1.10 · 10−11m2/sK can be seen again at the smallest
concentrations and can be traced back to the deviations of the Soret coefficient ST
there. However, it should be noted that this plot covers a much smaller value range
and thus represents a stronger zoom. This explains the apparently large variations
in the curves. If we consider this and include the mentioned nonlinearity effects,
we can verify the general molar mass and concentration independence.

Sub-section (a) has shown the concentration dependence of the transport co-
efficients in the three associated plots, each for one specific quantity (D, ST , DT ).
In particular, the non linearity in the diffusion equation is included in the resulting
coefficients and was mentioned again and again as the reason for the differences of
our experimental values and the literature benchmarks. In the following sub-section,
a similar explanation style is chosen, but this time for the dependencies on the
molar mass.

b) Molar mass dependence

For the concentration series of this sub-section, we show, the diffusion D(M), the
Soret ST (M) and the thermodiffusion coefficient DT (M) as functions of the molar
mass M . Therefore we must change the established color scheme and reference
the different concentrations c by color. The actual values are listed again in the
tabs. 6.2-6.7. As the table of 4.7 demonstrates, the concentration varies from 0.2%
to 30%. The two points of 40% and the single measurement of c = 50% are not
shown in the following plots. The symbol code stays the same. With the same
upwards and downwards pointing triangles the literature values (index: lit) of
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Zhang [82] (Z) and Rauch [68] (R) are shown respectively. These quantities are values
for the infinite-diluted compositions (c → 0) of a polystyrene/toluene mixture.
Additionally included are the simulated values (index: sim) for ∆T = 1 K, they
are demonstrated in the same concentration colors and with diamond symbols. We
need these values for better comparisons, since the literature ones only describe
the infinitely diluted solutions.

Diffusion coefficient
As for every analysis, we start in fig. 4.41 with the diffusion coefficients D(M).
For small molar masses M → 0 (left side) all concentrations are very close to the

Fig. 4.41: Demonstration of the resulting experimental diffusion coefficients Dexp(M)
(star symbols) as a function of the molar mass M . The different concentrations c are color
coded and named in the plot. The diamonds reflect the simulated (literature) values for
T0. The literature values of Zhang [82] (Z, upwards triangles) and Rauch and Köhler [68]

(R, downwards triangles) show the infinite-diluted values.

literature values and they follow the implemented scale law ∼ M−0.6, which we
used in eq. 4.70 of the structure factor analysis. This scale law originates from
Rauch [68] and is shown by the dashed black line. It represents the diffusivity of
diluted polymer coils as a function of polymer molar mass (M), which influences
(RH ∼ M0.6) the effective hydrodynamic radius [57] (Einstein-Stokes-equation [84]:
D(c→ 0) ∼ R−1

H ). As the molar mass increases, the largest concentrations initially
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4.4 Transport coefficient analysis

deviate from this behavior. The smallest concentrations, on the other hand, follow
the scale law up to much large molar masses. It is only very late that they deviate
from the infinitely diluted values. This can also be seen in the simulated curves.
The moment the curves leave the scale law is M∗(c), the so called overlap molar
mass, where for a fixed concentration the volumes of the individual polymer coils
touch each other and the entangled state begins25. The gap between the simulated
values Dlit|c (M) and the associated experimental ones Dexp|c (M) increases with
increasing molar mass and can once more be traced back to the nonlinearity effect.
Since the smallest concentrations have the smallest |ST∆T | values, the gap is also
the smallest. In addition to the scaling law (∼M−0.6) mentioned and confirmed by
the literature, there is a tendency in the entangled polymer state, that all curves
propagate proportional to ∼ M−0.3. It is shown due to the second black dashed
line. This proportionality may provide further results on the diffusion coefficient in
the limited entangled polymer state in future investigations.

Soret coefficient
In fig. 4.42 the Soret coefficient ST (M) is shown for the same molar mass range and
in the same color scheme as fig. 4.41. Again we see the infinitely diluted literature
values ST,lit(M), represented by the black triangles, following a increasing scale
law of ∼M0.6 (left black dashed line). This was the before used proportionality of
eq. 4.71 and is the inverse of the diffusion scale law of ∼ M−0.6. This was to be
expected, since in the diluted regime, the Soret coefficient is determined as the
inverse of the diffusion coefficient. The different concentrations behave principally
in the same way as seen before, the largest concentrations leave the scale law at
the smallest molar masses and vice versa, the smallest concentrations follow the
scale law for a long time. This is again due to the different overlap molar masses
M∗(c). This effect is superimposed by a second mechanism, which leads to the red
highlighted deviations. Since it is especially visible for the smallest concentrations,
it can be traced back to the included nonlinearity effect of these curves. As seen
before, the smallest concentrations are the most susceptible to the nonlinearity
distortion of the concentration profile in the cell due to their large |ST∆T | values.

25To be understood similarly to the overlap concentration c∗ at fixed molar masses.
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Fig. 4.42: Demonstration of the resulting experimental Soret coefficients ST (M) (star
symbols) as a function of the molar mass M . The different concentrations c are color
coded. The diamonds reflect the simulated (literature) values for T0, of each series.
The literature values of Zhang [82] (Z, upwards triangles) and Rauch [68] (R, downwards
triangles) show the infinite-diluted values.

For very large molar masses it seems that all concentrations run into a constant
plateau. Finally, we see a behavior of the Soret coefficient proportional to ∼M0.4

(right black dashed line), which we were able to calculate in eq. 4.84, as already
mentioned in the structure factor section 4.3. It applies to small concentrations
c− = c < 5% in the limit of large molar masses (M̂).

Thermodiffusion coefficient
Finally fig. 4.43 shows the calculated thermodiffusion coefficients DT (M) =
ST (M) ·D(M) as functions of the molar mass M . The experimental DT,exp(M),
simulated DT,sim(T0) (for ∆T = 1 K) and reference values DT,lit(M) (of Zhang [82]

(Z) and Rauch [68] (R)) are demonstrated in the same color and symbol code as
seen before in fig. 4.41 and 4.42. Again, this should provide a constant value of
DT = 1.10 · 10−11m2/Ks, which is independent of molar masses. For the most
part we can confirm this. As has often been seen, the smallest concentrations,
c = 0.2% in turquoise, 1% in red and 2% in blue, show the greatest deviations from
the literature values (black triangles, calculated ones: diamonds). This can again
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4.4 Transport coefficient analysis

Fig. 4.43: Demonstration of the resulting experimental diffusion coefficients DT (M)
(star symbols) as a function of the molar mass M . The different concentrations c are
color coded. The diamonds reflect the simulated (literature) values for T0, of each series.
The literature values of Zhang [82] (Z, upwards triangles) and Rauch [68] (R, downwards
triangles) show the infinite-diluted values.

be attributed to the included nonlinearity effects of these large Soret coefficients
combined with the strong temperature gradient.

This section presented the resulting diffusion D(∆T, c,M), Soret ST (∆T, c,M)
and thermodiffusion coefficients DT (∆T, c,M) as isolated functions of applied
temperature difference ∆T , concentration c and molar mass M . These are the first
results with our new shadowgraphy setup, using large temperature gradients to
achieve strong amplitude signals. The focus was not on providing as many new
values as possible, but on the explanation of our experimental results, which showed
differences to the literature ones. The cause was found in the included nonlinearity
shift of the resulting transport quantities, which itself was explained in the previous
section 4.2.
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5 Summary and outlook

Non equilibrium fluctuations (NEFs) in liquid mixtures are fundamentally different
from their equilibrium counterparts (EFs, Brownian motion of the molecules) and
represent a completely new class of fluctuations. In liquids exposed to external
temperature and concentration gradients they are caused by randomly occurring
velocity fluctuations, where the associated displacements of the local temperature
and concentration conditions are called NEFs. Not only are the amplitudes many
magnitudes stronger than the equilibrium pendants, they are also long-ranged
with a characteristic q−4 dependence of the associated wavevectors. The strongest
amplitudes of the largest NEFs are, however, on earth quenched by gravity. The
current state of research provides a linearized hydrodynamic description of benign,
simple systems. The goal is to investigate complex systems such as naturally more
relevant ternary mixtures [6,85] and strongly asymmetric polymer solutions close to
the glass transition [68,72]. This work is part of the BT-Giant project of the German
Aerospace Center (DLR), which in turn is part of the GIANT-FLUCTUATIONS
project, formerly called ’Non-EquilibriUm Fluctuations during DIffusion in com-
pleX liquids’ (NEUF-DIX), of the European Space Agency (ESA). The laboratory
measurements serve as ground base reference measurements for future experiments
in microgravity conditions.
Our first task was to design, build and put into operation our own measurement
setup, which is inspired by existing instruments of our partner groups in Milan and
Anglet. The heterodyne, small-angle, near-field light scattering in the longitudinal
direction, called shadowgraphy, is the experiment of choice for studying of NEFs.
Therefore the experimental section provides a description of our shadowgraphy
setup with a special focus on the Soret-cell. This cell type is a liquid container,
which allows the application of strong, uniform temperature and concentration
gradients. It is own built in the machine shop of the University of Bayreuth.
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5 Summary and outlook

In addition to the setup, the analysis program/script for the structure functions of
the NEFs was also completely revised and own written. It is based on a ’differential
dynamic analysis’ (DDA) method.
After the calibration, the first measurements were on already known binary poly-
styrene in toluene mixtures, of various concentrations and molar masses. During
this process, we were already able to improve existing descriptions with a new,
alternative and considerably better description of the structure function for our
samples. This description, unlike the existing ones, is not based on empirical ap-
proximations, but rather directly on the fundamental correlation function of the
visible refractive index fluctuations. Through the consideration of the thermal mode
in the entire structure function and with an analogous, equal description of the
thermal and solutal mode, both solutal and thermal transport processes could
be explained. Furthermore, the diffusion, Soret and thermodiffusion coefficient as
well as the thermal diffusivity could be determined from the experiment. Beyond
that, a further publication was recently submitted that addresses the relevance
of a nonlinear description of the concentration distribution inside the cell, which
is usually neglected or linearized. Using own written simulations that include
both the nonlinearity of the concentration distribution and temperature as well as
concentration dependencies of the involved thermophysical parameters, we were
able to replicate our experimental measurements almost exactly and showed that
measurements with strong temperature differences can by no means neglect the
involved nonlinearity. The simulations also showed the interaction of the opposing
mechanisms of nonlinearity effect and temperature dependence in the Soret coeffi-
cient. Sample compositions were calculated in which, with increasing temperature
difference, the apparent Soret coefficient increases, which can be attributed to the
nonlinearity, and on the other hand there are also decreasing values due to the
dominance of the temperature dependency.
Various unknown dependencies of NEFs as a function of applied temperature diffe-
rence, polymer concentration, and molar mass were demonstrated. These include
the behaviors of the two wavevector thresholds. These are the limits for small q
values, where gravitational quenching begins and the threshold for large wavevec-
tors, where NEFs are no longer distinguishable from EFs. Depending on the sample
composition and the applied temperature difference, effects such as the shifts of the

140



4.4 Transport coefficient analysis

quenching to significantly smaller wavevectors can be observed. The same applies
to the NEF amplitudes, compositions were shown which had significantly stronger
amplitudes than others at the same temperature difference. Finally, a similar tempe-
rature, concentration and molar mass analysis of the involved transport coefficients
was performed. These are the diffusion, Soret and thermodiffusion coefficients. In
particular, for small concentrations and large molar masses, our measurements with
strong temperature differences showed deviations from the literature values. In a
first analysis, these could be attributed to the mentioned nonlinearity effects. In
addition, a large number of dependencies could be identified for which there are
still no conclusive explanations.

A variety of unknown effects and dependencies on certain parameters, which
are not considered in the existing theory, were already found in these first mea-
surements and the corresponding simulations. Therefore, further investigations
and comparison with microgravity experiments are essential to recover the full
amplitude divergence at small q-values. It is advisable to either investigate first
dilute systems in ternary mixtures or to stay with the binary systems and work
towards the glass transition temperature.
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6 Appendix

6.1 Structure function comparison with literature

In all the previous literature [43,66,86] the total time depended structure factor is
calculated as:

S(q,∆t) = S0(q) [1− f(q,∆t)] +B . (6.1)

That representation deviates a little bit, from that one which we derived in eq. 2.54
and 2.55:

S(q,∆t) =
∑
i=T,c

Si(q)
[
1− f

(
∆t, τ i(q)

)]
+Bi (6.2)

but can be transformed into it1. In this appendix we will briefly build the bridge
between eq. 6.1 and our strucutre function of eq. 6.2. For this, the following
connections must be introduced:

S0(q) =
∑
i=T,c

Si(q) (6.3)

B =
∑
i=T,c

Bi (6.4)

f(q,∆t) =
∑
i=T,c

Si(q)
S0(q)f

(
∆t, τ i(q)

)
. (6.5)

As we can see, the necessary equations are sums of our thermal and solutal parts
(i = T, c). The main difference is that the intermediate scattering function f(q,∆t)
of eq. 6.1 is not a mono-exponential function with only one relaxation time. It is a
sum of these exponential’s with included normalized amplitudes.

1Without the indices NE.
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6.2 Sealing of the inner cell

Fig. 6.1: To seal the fluid volume several mechanisms are implemented, which are shown
in red. First of all, the sealing up to the sapphire glasses is guaranteed by a little fin at
the rim, which is squeezed together (left part). The syringe adapters (right part) is sealed
by an soft Teflon O-ring between the adapter and the frame and a Teflon wrapping tape
around the threads.

The illustration of fig. 6.1 shows the two import sealing mechanisms of our sample
volume (Teflon-frame). The left one is a sketch of the little fin, which is manufactured
on top of the Teflon-frame. This fin will be squeezed together by the sapphire
windows and guaranteed the sealing2. The second and third sealing mechanisms
are at the Teflon-adapters for the syringes. The thread of the adapter (yellowish
component), which is screwed into the Teflon-frame is wrapped with Teflon-tape3

and seals the cavities in the thread. Finally a soft Teflon O-ring sits between the two
parts and is also squeezed together to guarantee an additional sealing. It should also
be mentioned that all syringe connections are additionally wrapped with Parafilm4

(fig. 3.5) on the outside.

2All of the four screws of the inner cell are tighten with exact M = 60 · 10−2Nm.
3Teflon-tape is known from water installations.
4Parafilm® M All-Purpose Laboratory Film
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6.3 Alignment of the Soret-cell

Fig. 6.2: Alignment of the condensation window and the cell due to the glass reflection of
the individual elements. The cell sits on a horizontal arranged mirror mount with two
micrometer screws. The three glasses are perfectly perpendicular aligned in the beam
path, if the reflexes are congruent with the incoming beam.

A very important part of the alignments is the perfect horizontal orientation of the
cell, to measure the fluctuations parallel to the direction of gravity. The first step
is achieved by a bubble leveling glass. But therefore it is very important that the
inner cell windows are parallel aligned, this is guaranteed by step wise tightening
of the mentioned cell screws and controlling of the cell height at several points.
The second step is to check the reflections of the two sapphire windows and a
third window, which sits right below of Soret-cell and connects a tempered air
volume to the cold cell side. This is to prevent the setup for water condensation
drops. As in fig. 6.2 illustrated, it is important to align the windows perfectly
perpendicular in the light path, otherwise an undesired (additional) refraction angle
will be detected. As a result we find the indicated lines (highlighted by red ellipse)
in our Fourier images of the correlation functions5. In our alignments we search
the window reflections in backwards direction and orientate the cell in such a way
that these reflexes are congruent to the incoming beam. As a second step we look
at the center position of the incoming light beam, if it is not at the marked camera
point (detected without the windows) we have an angle in the cell orientation. The
last step is to measure a couple of images and calculate the Fourier transformation.
If the orientation is not perfect we find the shown lines in the images.

5These lines are known from image editing in Fourier space.
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6.4 Alignment of the camera mirror

Fig. 6.3: To align the cam mirror, two irises are used. The first iris I1 constructs a circle
interference pattern, which is shown in the right image. The second iris I2 is in the front
of the cam and we only see the corresponding ring (red ring). The cam mirror is perfectly
aligned if the interference pattern is centered in the camera and also the ring pattern is
congruent with the ring of the second iris.

If the alignment of the cam-mirror (the last mirror before the camera) isn’t perfect,
then the light reaches the sensor in a slide angle and that causes additional
interference patterns in the Fourier-images. These patterns look like a four leaf
clover, which is located in the middle of the image.
For the alignment we use two irises, one before and one after the mirror. If we
reduces the diameters, these irises generate a interference ring pattern on the
camera. Our mirror orientation is in a ideal θ = 90° configuration, if the inner
diameter of the second iris fits congruent to the ring pattern of the first and if the
center of the light beam is in the center of the camera. This is shown in the right
illustration of fig. 6.3.
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6.5 Camera telescope control

6.5 Camera telescope control

Fig. 6.4: The right illustration is the Fourier transformation of the left image of a scale
with a gap width and a gap distance of 1 mm. In addition, the resulting q values were
transformed using eq. 3.3. The resulting spatial frequency corresponds to the spatial
distance in real space.

The camera telescope6, explained in section 3.1.3, and the defined transformation
of eq. 3.3, should be controlled in this section. When using, the correct sensor
distance is decisive, this is guaranteed by the C-mount adapter. For the control
purpose, an image of a scale was taken. The scale has a slit pattern with a 1 mm
gap width and also a 1 mm gap spacing. This is shown on the right in fig. 6.4. The
connected sketch is an idealized representation of the measured image, without
the diffraction effects occurring at the slit edges, which are visible on the right.
We us two control mechanisms, first an real space image, where the pixel number
from slit-center to slit-center is read out. This must number calculated with the
transformed pixel size must match 1 mm. Second, we Fourier transform this image.
The associated intensities of the central column is shown on the left in fig. 6.4.
The resulting spatial frequency suits also the inverse of the 1 mm−1 gap. Both
control procedures turned out to be correct, which confirms our assumption that
the developed q value transformation provides the correct outcomes.

6KOPPACE, 0.5x C-mount camera adapter.
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6.6 Pixel illustration of the normalization steps

Fig. 6.5: Summary representation, in which two different pixels (~x / ~x′) of an image
and their temporally shifted pairs ((~x, t′) / (~x′, t′)) demonstrate the normalization steps.
The spatial normalization compensates power fluctuations of the light source, which is
shown in the equal background intensities (grey portion). The temporal normalization
compensates intensity differences due to the Gaussian beam profile of the detection light.

The illustration of fig. 6.5 shows how the calculations of section 3.3 effects the
pixel intensities. For this purpose, two pixels (~x, ~x′) and the same pixels at different
times (t, t′) are displayed in each step. We can see the total intensity as a sum of
the background part (grey) and the fluctuation part (red). Additionally, we can see
the shape of the intensities above.
In the first step, the spatial averaging (elimination on temporal power fluctuations
of the light source), normalizes the average intensity value to one. We can see
that the ratio between the fluctuating and the background part does not change.
What changes, however, is that the temporally shifted pixels have now the same
background value. In the second step, the temporal averaging (elimination of the
Gaussian beam profile), we normalize all pixels with the average Gaussian beam
profile. By doing so, all background contributions are regulated to a constant value
of one. On top only the fluctuation intensity remains, which can then be extracted.
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6.7 Normalized Ac, qcro illustrations

Fig. 6.6 is an alternative, normed illustration of fig. 4.30, where all known values
of the concentration series (left) and the molar mass series (right) are normalized
with their first values. These are on the left the associated roll-off values qcro of
the M = 2.1 kg/mol series and on the right of c = 0.002 g/g. Especially on the

Fig. 6.6: Normed solutal roll-off values qcro of fig. 4.30. On the left as a function of the
molar mass M , on the right as a function of the concentration c. The values of both plots
are normalized with their smallest variable value, which on the left qcro(2.1 kg/mol) and
on the right qcro(0.002 g/g). The known proportionality of fig. 4.30 are shown with the
dotted lines. In the right plot the additional dark red line is a fit of the in plot mentioned
function and fits to the smallest molar mass a pure viscosity dependency.

left side, this type of presentation gives a sense of how the slope of the curves
changes with increasing concentration. The right side shows that all curves follow
a common ∼ c2 proportionality, but it is molar mass dependent when they deviate
from the increasing process and start falling. In addition, in the right panel the
solid dark red line shows a fit of the M = 2.1 kg/mol curve, which only includes
the viscosity. For larger molar masses this very simple approximation becomes
progressively inefficient, indicating that additional concentration and molar mass
dependencies play a further role.
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Similar to fig. 6.6 demonstrates fig. 6.7 a normed illustration of fig. 4.31, where again
all known values of the concentration series (left) and the molar mass series (right)
are normalized with their smallest values. The left figure is again a demonstration

Fig. 6.7: Normed solutal NEF amplitudes AcNE of a certain q = 367 cm−1 value, known
from fig. 4.31. On the left as a function of the molar mass M , on the right as a function of
the concentration c. The values of both plots are normalized with their smallest variable
value, which on the left Ac|q (2.1 kg/mol) and on the right Ac|q (0.002 g/g). The known
proportionality of fig. 4.31 are shown with the dotted lines. In the right plot the additional
dark red line is a fit of the in plot mentioned function and fits to the smallest molar mass
a pure viscosity dependency.

of how the slope of the curves changes with increasing concentration. It is also
interesting that the plots of this illustration are so similar to those of fig. 6.6,
which shows the similarity of the underlying functions. These are the two equations
4.66 and 4.67, in which, except for the exponents, the quantities contained are
the same. The right figure again contains a fit of the viscosity dependence for the
M = 2.1 kg/mol curve, which fits the experimental progression nicely.
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6.8 TDFRS measured simulation data

6.8 TDFRS measured simulation data

For the simulations we need a full set of thermal depended transport coefficients.
Therefore J. Kantelhardt used our ’Thermal diffusion forced Rayleigh scattering’
(TDFRS) setup, a multi-wavelength refractometer and an interferometer to measure
these values. TDFRS is a heterodyne measurement technique, which allows to

D(T ) ST (T ) Dth(T ) ∂n
∂c

∣∣∣
p,T

(T ) ∂n
∂T

∣∣∣
p,c

(T )
T / K / 10−10m2/s / 10−2K−1 / 10−8m2/s / 10−1 / 10−4K−1

283.15 2.0494 5.3126 8.75 0.9564 -5.6232
288.15 2.2463 5.0492 8.11 0.9673 -5.6287
293.15 2.4380 4.8045 7.43 0.9457 -5.6364
298.15 2.6063 4.5278 6.85 0.9936 -5.6461
303.15 2.8376 4.3876 6.53 0.9631 -5.6579
308.15 3.0026 4.3862 6.41 1.0291 -5.6719
313.15 3.2638 4.1437 6.16 0.9958 -5.6878
318.15 3.3834 4.0848 5.96 1.0214 -5.7060
323.15 3.7140 3.7270 5.78 1.0408 -5.7262

Tab. 6.1: Measured values of the important experimental quantities. Therefore D(T ),
ST (T ) and Dth(T ) is measured with TDFRS by J. Kantelhardt. The solutal contrast factor
∂n/∂c is measured with refractometer by J. Kantelhardt and the thermal contrast factor
∂n/∂T is measured with a temperature-ramp controlled interferometer by J. Kantelhardt.
The used sample is c0 = 1% polystyrene (M = 4.84 kg/mol) in toluene.

measure Fickian and heat diffusion (D and Dth). In principle the technique works
with two different laser beams, one which creates a holographic grating in the
sample and a second which extracts the information under the Bragg-angle. The
technique is explained in detail in [51]. For binary mixtures, the fit function

ζ(t) = Ath

{
1− e−

t
τth − Asol(τsol − τth)−1

[
τsol

(
1− e−

t
τsol

)
− τth

(
1− e−

t
τth

)]}
(6.6)

yields two amplitudes (Asol, Ath) and two relaxation times (τsol, τth) of the thermal
(i = th) and solutal sample component (i = sol). From the relaxation times τi the
associated diffusion coefficients D and Dth can be calculated as:

Di = d2

4π2τi
. (6.7)
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Here d is the grating constant, which is measured and included directly in the
experiment. Another important variable is the Soret-coefficient

ST ≡
DT

D
=

A
[
∂n
∂T

]
p,c

c0(1− c0)
[
∂n
∂c

]
p,T

, (6.8)

the quotient of the thermodiffusion DT and the diffusion coefficient D. Here the
equilibrium concentration c0 of the polymer component and the two contrast factors
∂n/∂c and ∂n/∂T are used. By measuring the refractive index n(c) with a refrac-
tometer (multi-wavelengths, Anton Paar, Abbemat), for different concentrations
and the derivation of the fitted linear function we can calculate ∂n/∂c. Separate-
ly, a standard interferometer setup calculates from the increasing to decreasing
temperature phase shift, the values of ∂n/∂T .

6.9 List of transport coefficients

List of all measured transport coefficients. The first six tables 6.2-6.7 show for
a specific molar mass M (given in the caption), dependent on the polymer con-
centration c (rows), the related the diffusion (D), Soret (ST ) and thermodiffusion
coefficients (DT ). Additionally, the last column demonstrates the |ST∆T | values. All
shown experimental values are measured with the same temperature difference of
∆T = 50 K between the upper and lower plate. The cell height remains therefore at
a constant value of h = 5 mm. The last tab. 6.8 demonstrates for each temperature
difference ∆T the resulting transport coefficients of the thermal series. No error
tolerance is given in the tables because it is difficult to determine and the dominant
contribution is a systematic error. In generally, as an educated guess, 10% can be
assumed.
The associated raw data for all of the measurements shown here, are available at:
’NAS/btpw33/Bayreuth/Setup24’ and ’NAS/btpw33/Messdaten’. Furthermore,
the evaluation files of the fitted parameters can be found in my home-directory
(’btpw33’), under:’∼/DOC/Messungen/Bayreuth/Combi_Results’.
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6.9 List of transport coefficients

Tab. 6.2: Measured with ~∇T0 = 104K/m. All value have an error of approximately 10%.∑N

1M = 2.1 kg/mol∑N

1c | [w/w] D | 10−10m2/s ST | 10−2K−1 DT | 10−11m2/Ks |ST∆T |∑N

10.002 3.96 3.92 1.55 1.96
0.01 3.96 3.46 1.37 1.73
0.02 3.80 3.36 1.28 1.68
0.05 4.16 2.96 1.23 1.48
0.10 3.78 2.67 1.01 1.34
0.20 3.99 2.61 1.04 1.31
0.30 4.14 2.76 1.14 1.38
0.40 4.32 2.54 1.09 1.27

Tab. 6.3: Measured with ~∇T0 = 104K/m. All value have an error of approximately 10%.∑N

1M = 4.84 kg/mol∑N

1c | [w/w] D | 10−10m2/s ST | 10−2K−1 DT | 10−11m2/Ks |ST∆T |∑N

10.002 2.09 6.01 1.45 3.07
0.01 2.13 5.82 1.45 3.07
0.02 2.32 5.22 1.54 2.93
0.05 2.24 4.57 1.15 2.28
0.10 2.28 3.99 0.98 1.91
0.20 2.63 3.73 1.08 1.85
0.30 2.77 3.34 1.05 1.68
0.40 2.92 2.92 0.98 1.46
0.50 3.11 2.49 0.89 1.25

Tab. 6.4: Measured with ~∇T0 = 104K/m. All value have an error of approximately 10%.∑N

1M = 17.9 kg/mol∑N

1c | [w/w] D | 10−10m2/s ST | 10−2K−1 DT | 10−11m2/Ks |ST∆T |∑N

10.002 0.82 20.4 1.92 10.15
0.01 0.87 17.9 1.78 8.85
0.02 0.94 12.8 1.43 6.45
0.05 1.28 8.74 1.28 4.32
0.10 1.55 6.69 1.18 3.26
0.20 2.06 5.84 1.32 2.79
0.30 2.45 3.91 1.09 1.91
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Tab. 6.5: Measured with ~∇T0 = 104K/m. All value have an error of approximately 10%.∑N

1M = 90.9 kg/mol∑N

1c | [w/w] D | 10−10m2/s ST | 10−2K−1 DT | 10−11m2/Ks |ST∆T |∑N

10.002 0.43 44.4 1.93 22.2
0.01 0.50 32.5 1.64 16.25
0.02 0.55 24.0 1.33 12.00
0.05 0.85 12.8 1.09 6.40
0.10 1.27 8.02 1.01 4.01
0.20 1.88 5.59 1.05 2.80

Tab. 6.6: Measured with ~∇T0 = 104K/m. All value have an error of approximately 10%.∑N

1M = 524 kg/mol∑N

1c | [w/w] D | 10−10m2/s ST | 10−2K−1 DT | 10−11m2/Ks |ST∆T |∑N

10.002 0.23 73.3 1.71 36.65
0.01 0.25 55.7 1.39 27.85
0.02 0.31 37.4 1.16 18.70
0.05 0.56 19.0 1.06 9.50
0.10 0.80 9.21 0.73 4.61
0.20 1.34 6.06 0.81 3.03

Tab. 6.7: Measured with ~∇T0 = 104K/m. All value have an error of approximately 10%.∑N

1M = 1070 kg/mol∑N

1c | [w/w] D | 10−10m2/s ST | 10−2K−1 DT | 10−11m2/Ks |ST∆T |∑N

10.002 0.20 81.5 1.60 40.75
0.01 0.23 62.4 1.44 31.20
0.02 0.27 41.7 1.14 20.85
0.05 0.45 21.4 0.97 10.70

154



6.9 List of transport coefficients

Tab. 6.8: Thermal measurements of the mixture: M = 17.9 kg/mol, c = 0.01 [w/w]. All
value have an error of approximately 10%.∑N

1∆T ~∇T0 D ST DT |ST∆T |∑N

1in K in K/m in 10−10m2/s in 10−2K−1 in 10−11m2/Ks∑N

15 1 · 103 1.33 9.90 1.31 0.50
10 2 · 103 1.30 9.85 1.29 0.99
20 4 · 103 1.20 11.5 1.38 2.30
30 6 · 103 1.11 14.9 1.65 4.47
40 8 · 103 0.99 21.1 2.08 8.44
50 10 · 103 0.87 27.2 2.38 13.6
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