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ABSTRACT

A new method is developed to measure precisely and reliably the electrical

conductivity of a block-shaped semiconductor specimen using four-wire tech-

nique with electrodes in arbitrary shape and position. No effort for accurate

electrode preparation is necessary anymore. This method may be especially

applied to measure the conductivity of ceramics at high temperatures, when

typical spring-contacts or clamp-contacts are not possible and instead wound

wires are used for electrically contacting the specimen. The method comprises

the following: An image of the specimen is processed to a 3D model. By

applying a finite element simulation on this 3D model, a form factor (also called

geometry factor) that considers the effect of the non-infinitesimally small elec-

trodes is calculated. Together with the measured resistance (preferably in four-

wire technique), the actual conductivity of the sample is derived. Experimental

results confirmed the validity of the proposed method. As a limitation of the

method, the conductivity of the specimen should be within the range of 0.01

Sm-1 and 106 Sm-1.

Introduction

Depending on the sample geometry, various methods

[1, 2] are developed to measure the conductivity of

semiconductors. Basically, the four-point probe

technique is often applied to exclude contact resis-

tances. [3, 4]. As for disk-like samples of arbitrary

shape, Van der Pauw method [5] is applicable, if the

sample is homogeneous and has no holes. Electrodes

have to be infinitesimally small and have to be placed

at the edge of the sample. In order to further reduce

the measurement error, ASTM F76-08 suggests, for

instance, specimens should have the shape of a clo-

ver-leaf [6]. One drawback of the Van der Pauw

method is that cutting brittle semiconductors, e.g.,

oxide ceramics, into the required clover-leaf shape is

difficult and time-consuming. Especially for ceramics
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to be characterized at high temperatures (i.e., when

determining the conductivity vs. oxygen partial

pressure, as it is typical for defect chemical consid-

erations [7, 8]), spring-contacts or clamp-contacts are

hardly possible. In that case, it is common practice to

use block-shaped or plate-like specimens that are

sometimes referred to as ‘‘bar geometry.’’ Four wires

(for four-wire technique) are wound around the

specimens and the wires are connected to the speci-

mens with a noble metal paste. For both the Van der

Pauw method and the bar geometry, four-wire tech-

nique is appropriate, to exclude contact resistances. A

scheme is given in Fig. 1a. Very often the blocks are

thin in one dimension to form rectangular-shaped

small plates, see, e.g., [9–11]. Under the assumption

that the electrodes are parallel and infinitely small,

the equipotential surfaces can be considered as flat

and equidistant. Thus, the electrical field is homo-

geneous everywhere in the specimen. The conduc-

tivity r can be directly derived from the current

I passing through electrode E1 and E4, and the

potential difference U23 between electrode E2 and

electrode E3, the distance L between electrode E2 and

E3, and the area of the cross section A, using

r ¼ I

U23
� L
A
¼ I

U23
� K ð1Þ

In this simple geometry, the form factor (or

geometry factor) K can be written as K = L/A.

In order to prepare specimens that meet the

assumptions above, sometimes even laser engraving

is used to make narrow slits where the electrode

should be fitted into [11]. Since the specimens usually

have dimensions in the mm range, e.g., 10 mm 9 3

mm 9 3 mm [8], or 15 mm 9 5 mm 9 0.3.. 1 mm

[10], fitting the thin wires into the slits is conducted

under a microscope and their thorough preparation is

labor-intensive. Some typical setups from sample as

shown in literature are given in Fig. 2. Figure 2c is a

typical example for a very precisely prepared speci-

men, although only in two-wire technique.

In most cases, the slits are not engraved and a

conductive paste is used to guarantee a good elec-

trical contact of the electrodes with the specimen.

Because the conductive paste is usually applied

manually with a small brush, the electrodes are

broadened and they have irregular shapes, see, e.g.,

the deliberately sloppily prepared specimen in

Fig. 1b. There, the homogeneous electric field near

the electrodes is distorted. Since the electrodes are

neither infinitely thin nor parallel to each other, the

distance L is no longer trivial to define, and hence, the

form factor K cannot be simply set to K = L/A as in

Eq. 1. Using FE (finite element) simulation on a

simplified example, it is shown that the relative error

in the measurement of the conductivity can be at least

20%, if L is taken as the distance between the cen-

terline of the two inner electrodes (see Part I of the

Supplementary Information).

Therefore, in order to eliminate the error due to the

false determination of L and in order to allow using

more or less arbitrarily shaped, especially wide and

not well-defined electrode geometries so that the time

for precise electrode preparation can be reduced, a

new method combining 3D imaging or photography

combined with finite element (FE) simulation is

developed in this work. It also considers the effect of

non-infinitesimally small electrodes.

The basic idea comprises

a

b

E1 E2 E3 E4

I IU23

L

A

Figure 1 a Idealized block-shaped specimen (the specimen has

the geometry of a cuboid with the cross-sectional area A). Four

electrodes E1, E2, E3 and E4 are contacted to the surface of the

sample. These electrodes are infinitely thin and parallel to each

other. A current I is introduced into E1 and E4. The potential

difference between E2 and E3 is measured as U23. b A typical

specimen with sloppily prepared, wild-looking electrodes as they

would be typically not suitable to determine precisely the

conductivity due to the undefined L, here even with electrodes

only on the top of the specimen).
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1. to apply electrodes onto the specimen without

any special and/or well-defined geometry,

2. to determine the geometry of specimen and

electrodes by appropriate means. This may be

any type of 3D scanning or tomography; for flat

samples with a known thickness as demonstrated

here as a first validation, simple photography can

be used to determine the electrode areas,

3. to establish a 3D model of the specimen including

the electrodes, with the electrodes being defined

as equipotential regions,

4. to calculate a form factor K from the derived 3D

model with the help of a Finite element (FE)

software tool

5. to measure the resistance or conductance (e.g., by

applying I and measuring U), preferably in four-

wire technique to avoid contact resistance issues

and

6. to calculate the conductivity r out of the resis-

tance and the derived form factor K.

Theoretical background of the new method

Some assumptions to correctly calculate the form

factor apply. First of all, the specimens must be

homogeneous and compact. Furthermore, the con-

ductivity of the electrodes must be at least three

magnitudes higher than the conductivity of the

specimen. This is a precondition, so that the electrode

area can be considered as an equipotential area. For

the simulation, let us assume the distance of the two

inner electrodes if they were infinitely thin and par-

allel to each other is L, the cross-sectional area where

the current flows be A and the conductivity of the

specimen in simulation be rs, with index ‘‘s’’ denoting

simulation. The resistance of the specimen Rs is

expressed using a correction factor d due to effect of

non-infinitesimally thin electrodes

Rs ¼
1

rs
� d � L

A
¼ Us

I
ð2Þ

Meanwhile, the simulated potential difference of

the inner electrodes is Us and the applied current in

simulation is I. Since d, L and A only involve the

geometry of the specimen, Eq. (2) can be written

using a form factor Ks as (Ohm’s law):

Rs ¼ Ks �
1

rs
¼ Us

I
ð3Þ

with Ks ¼ d � LA
On the other hand, the measured specimen has an

unknown conductivity rm, with index ‘‘m’’ indicating

measurement. So, its resistance is

Rm ¼ Km � 1

rm
¼ Um

I
ð4Þ

The measured potential difference between the

inner electrodes is Um. Because the currents for sim-

ulation and measurement were set to have the same

values, one can derive out of Eqs. (3) and (4)

rsUs

Ks

¼ rmUm

Km

ð5Þ

Since the specimen in simulation has the same

geometry as the specimen in the actual measurement,

Eq. (6) follows

ba

c

Figure 2 Typical samples to

measure the conductivity of

oxide ceramics at high

temperatures. a from literature

for NiO [9], b a scheme as

used very often with wires and

conductor paste, c for

BICUTIVOX with a very

accurately prepared geometry

[11].
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Ks ¼ Km ¼ K ð6Þ

From Eqs. (5) and (6), one obtains

rsUs ¼ rmUm ¼ const: ð7Þ

rm ¼ rsUs

Um

¼ rsUs

IRm

ð8Þ

Equations (3) and (6) lead to the form factor Km

Km ¼ rsUs

I
ð9Þ

The described procedure to calculate the conduc-

tivity r and the form factor Km and its validation are

summarized in Fig. 3.

For the simulation, the current I and the conduc-

tivity rs are input parameters for the 3D model in the

FE software to simulate the potential difference of the

inner electrodes Us. I is set to have the same value as

the current that will be used later in the four-wire

technique. rs can be set as any positive value, as long

as the conductivity of the electrodes in the simulation

(here 109 S/cm) is set to be at least three magnitudes

higher than rs. Numeric errors may occur if rs is too
small. This problem will be addressed in the discus-

sion part. On the other hand, the resistance of the

specimen is measured by four-wire technique. Since

the used current I is known, the actual potential

difference is calculated by multiplying I with the

measured resistance Rm, which leads to Um.

According to the above said, rsUs ¼ rmUm. There-

fore, for the unknown conductivity of the specimen

rm ¼ rsUs

Um
and for the form factor of the specimen

Km ¼ rsUs

I hold. To validate the calculation, the cal-

culated rm is put again into the simulation with the

current I to simulate a new potential difference Usim.

This potential difference is then compared with the

measured potential difference Um to see to which

extend they agree with each other.

Method

This section explains the procedure how the geome-

try was obtained. It can also be considered as a kind

of recipe. The following steps from taking the camera

image to building up the CAD (computer-aided

design) model that is imported into the FE software

should be considered as an example. Therefore, only

a few words are spent in the main article, but the

steps are comprehensively described in Part II of the

Supplementary Information.

Inside a photo light box, a scale was placed next to

the specimen. The camera (here a camera of a mobile

phone) was arranged above the specimens, and the

camera lens was kept parallel to the surface of the

specimens. The images were taken using the auto-

matic mode. Typical images for two specimens are

given in Fig. 4.

The camera images were denoised using a so-

called technique ‘‘morphological anisotropic diffu-

sion’’ [12, 13] followed by edge detection using a

canny edge detector. The resulted edge maps were

processed to vector graphics using centerline tracing

technique [14]. After postprocessing such as

Figure 3 Procedure to calculate the conductivity, to derive the form factor Km, and to validate it. The form factor Km outlined with a

pentagon is the output, whereas the current I outlined with a triangle is the input.
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eliminating artifacts, 3D extrusion in the CAD pro-

gram and rescaling, the CAD models were imported

into COMSOL Multiphysics. After assigning the

boundary conditions, the conductivity and the form

factor were calculated following the procedures

illustrated in Fig. 3.

Experiments

To verify the described method above, a ceramic

spinel-type NiMn2O4-based block (50 mm 9 5

mm 9 0.6 mm) provided by Vishay Electronic

GmbH, Selb, Germany, was used, with a composition

similar to the one described in [15]. Two specimens

(sample A, sample B, with a thickness of 0.60 mm

each) were cut from the block, and each specimen

was contacted with four electrodes using silver wires

and silver paint (Ferro, #530042). A typical specimen

image is shown in Fig. 4. The resistance of each

specimen was measured in a silicon oil bath where

the temperature was controlled very precisely at

25 �C (for details of the setup see [16]). Then, the

electrodes were removed and newly contacted with

other electrode geometries. The experiments were

conducted three times. In each experiment, the form

of the electrodes was modified. The specimens are

denoted as A1, A2, A3 and B1, B2, B3, respectively.

They are shown in Fig. 5a. Their respective CAD

plots are shown in Fig. 5b.

Results and discussion

In Table 1, the calculated form factors Km of each

specimen are shown. Between A3 and A2, the form

factor differs by a ratio of 2.48. In other words, the

voltage drop U23 would differ by a factor of almost

2.5, when applying the same current I.

Although the form factor of the specimens differs

significantly within sample A and sample B, the

average derived conductivity of the sample A and B

is 3.613 ± 0.249 S/cm and 4.07 ± 0.184 S/cm,

respectively. The standard deviation of the conduc-

tivity for sample A and sample B is 6.89% and 4.52%

respectively, indicating that specimens A1, A2, A3

and specimens B1, B2, B3 should be the same mate-

rial. The difference in the average conductivity of

sample A and sample B might be due to the fact that

sample A and sample B were cut from different parts

of the bulk material and inhomogeneity in the bulk

material. Another explanation for the difference

might be the precision of the thickness measurement.

The thickness was measured by a caliper at three

different positions of the specimen (near the left end,

in the middle and near the right end) and an average

thickness was taken as the overall thickness of the

sample; however, the thickness of the specimens

might not be constant and the thickness measure-

ment has a precision of 0.05 mm; this is already

approximately 8% of the total sample thickness of

0.60 mm. The measurement uncertainty of the thick-

ness can be reduced by using a micrometer screw

gauge rather than a caliper. Other errors might come

from distortion of the image due to distortion caused

by camera lens and denoising of the image. Never-

theless, the good agreement between measured U23

Figure 4 Image of two typical

specimens A1 (top) and B1

(bottom) taken by mobile

phone camera (here Samsung

Galaxy S8 in automatic mode).

For the meaning of the sample

denotation, see text below.
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and Um from the simulation using rm supports the

validity of the proposed method.

As a side remark, one may consider the effect of

temperature on the form factor. For simplicity, let us

assume the thermal expansion is isotropic and the

thermal expansion coefficient is a, and then, the form

factor at elevated temperatures with temperature

difference of DT = T – 25 �C is:

KmðTÞ ¼ d
Lð1þ aDTÞ
Að1þ aDTÞ2

¼ Kmð25�CÞ
ð1þ aDTÞ ð10Þ

Assuming a typical value for a thermal expansion

coefficient of ceramic material of a & 10�10–6 K-1,

and T = 1025 �C, i.e., DT = 1000 �C, a deviation from

the room temperature value for Km of 1
ð1þaDTÞ � 0:99

follows. Therefore, the form factors at 1000 �C differ

only by ca. 1% from the form factors at 25 �C. In other

words, the form factors obtained for a specimen at

room temperature can be used for the same specimen

at high temperatures. Further experiments at high

temperatures are necessary to validate this theory.

The question may arise, whether this method has

limitations. Two limitations are obvious:

1. numerical errors arise if rs for simulation is set

below 0.01 Sm-1

2. the procedure is not applicable for sample with a

conductivity above 106 Sm-1

The first limitation is based on two facts derived

from the simulation of the model in Fig. S1. The first

fact is that the ratio Usrs
Us0

rs0
deviates significantly from 1,

when rs is below 0.01 Sm-1 (see Fig. 6). Here, Us0 and

rs0 are values from the case where the conductivity of

the specimen in the simulation is 1 Sm-1. Since

Usrs ¼ const: (see Eq. (7)), it is to expected that this

ratio should be 1. The second fact is that the potential

difference is not on the extrapolated line, when rs is
below 0.01 Sm-1 (see Fig. 6). However, the potential

difference should vary linearly if potential and con-

ductivity are plotted logarithmically (see Equa-

tions (11)–(13)).

From Eq. (7), we have:

b

A1

B1

A2

B2

C1

C2 C2

A1

B1

C1

A2

B2

aFigure 5 a Images of the

samples A1 and B1, A2 and

B2, and A3 and B3 (from top

to bottom) b: Their respective

CAD plots as derived

according to the described

procedure. Please note that the

form factors differ widely for

each specimen, since the width

of the electrodes was varied.

Table 1 Form factors of the

specimens A1, A2, A3 and B1,

B2, B3 as shown in Fig. 5,

measured resistances in four-

wire technique Rm = U23/

I according to Eq. (4) and

derived conductivities rm

Specimen Km/m
-1 at 25 �C Rm/X at 25 �C rm/10

–4 Scm-1 at 25 �C

A1 1882 53,704 3.505

A2 2125 56,086 3.789

A3 857 24,931 3.437

B1 1265 32,563 3.885

B2 1861 43,757 4.253

B3 1243 30,499 4.076

10454 J Mater Sci (2021) 56:10449–10457



Usrs ¼ const: ð11Þ

Then, we have:

logðUsrsÞ ¼ logðconst:Þ ð12Þ

From here, let us assume logðconst:Þ ¼ c, as c is a

constant

logðUsÞ þ logðrsÞ ¼ c ð13Þ

This limitation can be circumvented by setting rs to
be 105 times higher (for example, 1000 Sm-1). The

simulated potential difference should then be divi-

ded by 105 for further calculations. However, rs
should be set at least three orders smaller than the

conductivity of the electrodes in the simulation,

otherwise the region of the electrode would not be an

equipotential area and the assumptions for the cal-

culation are not valid anymore. This is also the reason

for the second limitation.

It should also be pointed out that in the shown

example, a 2D method is used, since only the surface

with the electrodes is photographed and the thick-

ness of the specimen is assumed as constant along the

length and width direction. For specimens with non-

uniform thickness, the thickness profile should be

taken into consideration during the extrusion of the

2D CAD sketch. Moreover, the postprocessing of the

edge image into a CAD file is not yet fully automated.

Conclusion and outlook

A novel method is presented in this study that

enables a precise and reliable measurement of the

conductivity of a block-shaped or plate-shaped

semiconductor using four-wire-technique whose

electrodes have arbitrary form. It can be especially

applied for high temperature conductivity measure-

ments of ceramics. This initial work used a 2D model

for planar samples. The basic idea is to reconstruct

the arbitrary-shaped electrodes and the block-shaped

specimen (here obtained by a camera image of the

sample) into a CAD file. After that, a form factor

(geometry factor) is calculated with the help of FE

software. The conductivity can then be derived from

the resistance measurement, preferably in four-wire

technique. This method can save experimentalist

time, as most of the steps in the method is automated

and one does not have to spent much time ensuring

that the electrodes are thin enough and/or parallel to

each other in order to obtain precise results. For

further development of this method, the postpro-

cessing of the edge image into a CAD file, the import

of the model and the assignment of the boundary

conditions in the FE software should be fully auto-

mated. One idea for a fully automated postprocessing

of the edge image is to use machine learning to detect

the desirable features. An application interface can

Figure 6 Numeric errors

happen for conductivities

below 0.01 Sm-1.
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also be written to import the CAD file into the FE

software and to assign the boundary conditions

automatically. Moreover, by combining this method

with computer topography (CT), it can also be

applied for macroporous semiconductor specimens,

e.g., conductive oxides. The ultimate goal is to

develop a compact application so that conductivity

measurement of semiconductors can be reduced to

just a four-wire measurement of the resistance and

taking an image of the specimens.

Supplementary Information: The online version

contains supplementary material available at (http

s://doi.org/10.1007/s10853-021-05949-4).
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