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1. Introduction

The directed subdifferential is first introduced in [4] for a DC (difference
of convex) function f = g − h with g, h convex, as the difference of the con-
vex subdifferentials of g and h, embedded in the Banach space of directed
sets [2]. The construction of the directed sets enables not only to compute
differences (and other operations) of embedded convex sets, but also to vi-
sualize them [3]. The difference of convex compact sets embedded in this
space provides an interesting alternative to the non-constructive representa-
tion of differences of convex compacts by pairs of sets (see e.g. [22, 7, 20]).
The Rubinov subdifferential, defined here as the visualization of the directed
subdifferential, is a compact, generally non-convex set in Rn.

In [4] the question whether the directed subdifferential may be extended
beyond the class of DC functions, was posed. Here we propose such an
extension to the class of quasidifferentiable (QD) functions. The reader may
find examples with the visualization of the directed subdifferential for the
special case of DC functions in [4, 6]. Here, we focus our attention mainly
on theoretical investigation of this extension to QD functions. The second
part of this work [5] deals with calculus rules of the directed subdifferential,
connections to other subdifferentials and with optimality conditions.

The class of QD functions (see e.g. [7, 17, 20]) attracted our attention for
several reasons.

First, being essentially wider than the class of DC functions, it preserves
the property of the latter that the directional derivative of a function in this
class is the difference of two sublinear functions, that is, the difference of
the support functions of two convex compacts. Thus, it is natural to define
the directed subdifferential of a QD function as the difference of these two
compacts embedded in the space of directed sets. These two compacts (up
to a negation) compose also the quasidifferential of the function [7], which is
an equivalence class of pairs of convex sets (see [22, 20]).

Second, as we show here, the class of QD functions is so rich that besides
the DC functions (see [7, Subsec. III.2.1, 2. and Theorem 2.1]), it also con-
tains the C1 functions, the amenable functions and lower/upper-Ck functions
(k ≥ 1) which are introduced and discussed in [23], [24, Definitions 10.23
and 10.29] and [17, Sec. 3.2, remarks before Corollary 3.76]. Since this large
class of QD functions is closed under linear combinations and finite minimum
and maximum [7, Chap. III, Theorem 2.1], all functions obtained by these
operations between functions of all mentioned types remain in the class of QD
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functions. Therefore, the space of QD functions is not only a vector space,
but also a vector lattice (Riesz space), if the supremum of two functions is
defined as their usual maximum.

Third, besides being wider than the class of DC functions, QD functions
allow a relatively easy construction of the quasidifferential, mostly thanks
to the fact that it is easier to see the DC structure of a positively homoge-
neous mapping (i.e. the directional derivative) than of a general DC function.
Recall that constructing a DC representation of even a C2 function is not a
trivial problem. We often come across optimization problems which deal with
simple quasidifferentiable functions which involve compositions of a rather
limited set of functions — pointwise minima and maxima of smooth func-
tions, norms, etc. The calculus of quasidifferentials for such QD functions is
well developed, and offers clear and exact rules for computing quasidifferen-
tials. Our construction allows to benefit of these calculus rules, and to avoid
disadvantages of the quasidifferential, as the non-uniqueness in the represen-
tation by pairs of sets and the “inflation in size” for the representing sets.
For example, if calculus rules are used to compute one representation of the
quasidifferential of the function f(x) = r‖x‖ − r‖x‖ at zero, we would get a
pair of balls of radius r, not two zero singletons, as one would expect that
from f(x) ≡ 0 (for details, see Example 3.3 in the second part of this pa-
per [5]). At the same time, the directed subdifferential of this function is
zero no matter how it was computed. The non-uniqueness and “inflation in
size” stimulated the investigation of minimal pairs, see [20].

Calculus rules and other properties of the directed subdifferential are
postponed to the second part of this work [5].

The paper is organized as follows. In Section 2 we introduce some notation
and remind a few basic definitions related to convex analysis and differences
of convex compacts. In Section 3 we introduce the notion of quasidiffer-
entiable functions and remind some examples of such functions. We then
explain the idea behind directed sets, define the directed subdifferential of
a QD function and show the correctness of such definition in Section 4. Fi-
nally, in Section 5 the important subclasses of QD functions are discussed:
the amenable and lower-Ck functions.

2. Preliminaries

Throughout the paper we try to adhere to the standard notation: we use
the Euclidean norm ‖ · ‖, and denote by Sn−1 the unit sphere in Rn.
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For any sets A, B ⊂ Rn the relevant linear operations are defined as
follows

A + B := {a + b | a ∈ A, b ∈ B} (Minkowski addition) ,
λ · A := {λ · a | a ∈ A} (scalar multiplication for λ ∈ R) ,
	A := {−a | a ∈ A} (pointwise negation of A) ,

A	B := A + (	B) = {a− b | a ∈ A, b ∈ B} (algebraic difference) .

The cone C(Rn) of nonempty convex and compact subsets of Rn is of a
special importance in our framework. The support function δ∗(·, A) : Rn → R
for a set A ∈ C(Rn) is defined as δ∗(l, A) := max

a∈A
〈l, a〉 for each direction

l ∈ Rn. It is Lipschitz-continuous and fulfills

δ∗(l, λA + µB) = λδ∗(l, A) + µδ∗(l, B), (λ, µ ≥ 0). (1)

The Hausdorff distance between two sets in C(Rn) is expressed via the
support function

dH(A, B) = max
l∈Sn−1

|δ∗(l, A)− δ∗(l, B)| .

The support face (set of supporting points) for the direction l ∈ Sn−1 is

Y (l, A) := {y(l, A) ∈ A | 〈l, y(l, A)〉 = δ∗(l, A)} .

There are several ways to define differences of convex sets. Apart from
the Hadwiger-Pontryagin or star-shaped difference [9, 21]

A−* B := {x ∈ Rn |x + B ⊂ A}

(which has got the desirable property A−* A = {0}, but is empty in many
important cases) we also use Demyanov difference [7, 25]

A−· B := co{Y (l, A)− Y (l, B) | l ∈ Sn−1,

Y (l, A) and Y (l, B) are singletons}.

The norm of this difference, i.e. the maximal norm of one of its elements,
yields the Demyanov metric

∂D(A, B) = ‖A−· B‖ (2)

(see [8, Sec. 4]) which is stronger than the Hausdorff metric.
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3. Quasidifferentiable functions

In a nutshell, quasidifferentiable functions [7] develop the idea of DC func-
tions further, allowing to deal with a local convex-concave structure of the
directional derivative instead of worrying about the DC representation of the
whole function. Apart for relative ease in construction of a quasidifferential
(compared to establish a rather nontrivial DC representation), QD functions
allow for simple calculus rules in the form of equalities.

3.1. Definition and some basic properties

Recall that a function f : Rn → R is (Dini) directionally differentiable at
a point x ∈ Rn if the limit

f ′(x; l) := lim
t↓0

f(x + tl)− f(x)

t
(3)

exists and is finite for all l ∈ Rn. Quasidifferentiable functions are the ones
for which the directional derivative is a specific DC function as a function of
the direction. We give a formal definition now.

Definition 3.1. The function f : Rn → R is quasidifferentiable (QD) at the
point x ∈ Rn, if it is directionally differentiable at x in any direction and
there exist two convex compacts ∂f(x), ∂f(x) ∈ C(Rn) with

f ′(x; l) = max
u∈∂f(x)

〈l, u〉+ min
v∈∂f(x)

〈l, v〉 = δ∗(l, ∂f(x))−δ∗(l,	∂f(x)) . (4)

We call the set ∂f(x) a quasisubdifferential and ∂f(x) a quasisuperdifferential
of f at x.

A peculiar feature of a quasidifferential is its non-uniqueness, that is, the
same function can have an infinite number of different representations (4).

Remark 3.2. The pair of compact sets [∂f(x), ∂f(x)] is not unique, since
every pair equivalent to it in the sense of [20, 22], i.e. every pair [A, B]
satisfying ∂f(x)+B = ∂f(x)+A, may replace the pair [∂f(x), ∂f(x)] in the
above definition. Thus, the quasidifferential Df(x) is the equivalence class
generated by [∂f(x), ∂f(x)], see for details [7, Sec. III.2]. We denote this
shortly as Df(x) = [∂f(x), ∂f(x)].

This seemingly unpleasant property has, however, motivated interesting
results on equivalence, minimality and reduction of pairs of convex sets mostly
due to D. Pallaschke and R. Urbański (e.g. see [19, 20]).
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As every linear mapping is clearly DC, this yields quasidifferentiability of
differentiable functions straight away.

Remark 3.3. Every Fréchet (and even Gâteaux) differentiable function is
QD, see [7, Subsec. III.2.1, 1.], since its directional derivative may be ex-
pressed by f ′(x; l) = ∇f(x) · l which is the support function of the singleton
set ∂f(x) = {∇f(x)>}, and ∂f(x) = {0}.

Also, every DC function f(x) = g(x) − h(x) is QD with ∂f(x) = ∂g(x)
and ∂f(x) = 	∂h(x) (see [7, Subsec. III.2.1, 2. and Chap. III, Theorem 2.1]
and [20, Sec. 10.2.1]).

Recall that the directional derivative of a QD function is itself QD.

Lemma 3.4. Let f : Rn → R be QD. Then its directional derivative is QD
with

[f ′(x; ·)]′(l; η) = δ∗(η, Y (l, ∂f(x)))− δ∗(η,	Y (−l, ∂f(x))) ,

D[f ′(x; ·)](l) = [Y (l, ∂f(x)), Y (−l, ∂f(x))] .

Proof. By [12, Chap. VI, Example 3.1, (3.1)] the directional derivative of
the support function of a set C ∈ C(Rn) exists and satisfies

[δ∗(·, C)]′(l; η) = δ∗(η, Y (l, C)) .

Hence,

[f ′(x; ·)]′(l; η) = [δ∗(·, ∂f(x))]′(l; η)− [δ∗(·,	∂f(x))]′(l; η)

= δ∗(η, Y (l, ∂f(x)))− δ∗(η,	Y (−l, ∂f(x)))

and the formula for the quasidifferential for the directional derivative follows.
�

3.2. Examples

To give a better idea of what QD functions are (and what they are not)
we provide a few illustrative examples, which are already well-known from
the literature. Instructive examples for quasidifferentiable functions may be
found in [26, 27] and [7, Sec. III.2 and III.4]. More illustrative examples with
functions having bounded/unbounded variation (which happens to be an
important property for establishing quasidifferentiability) are also available
in [10, Chap. Five, Sec. 17–18].
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The following example of a QD function which is not DC, appears in [18,
p. 13 and Fig. 2] and [11, Example 1], citing A. Shapiro [26]. It also shows
that a uniform limit of DC functions need not be DC. In this example, the
limit function is QD.

Example 3.5. The function f : [−1, 2] → R defined by

f(x) = inf
k∈N

∣∣∣∣x− 1

k

∣∣∣∣ = lim
M→∞

fM(x) with fM(x) = min
1≤k≤M

∣∣∣∣x− 1

k

∣∣∣∣
is QD, but not DC. It is plotted in Fig. 1.
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−0.1
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0
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0.15

0.2

Figure 1: QD function fM with M = 100 of Example 3.5 (right: zoom)

It is not difficult to observe that the function f is differentiable every-
where except for the points {tk}∞1 , {mk}∞1 and 0, where tk = 1

k
and mk =

1
2

(
1
k

+ 1
k+1

)
for all k = 1, . . . ,∞.

To see that the function f is QD, compute the quasidifferential in these
cases:

(i) x > 1 or x ∈ (tk+1, mk): f ′(x; `) = `, ∂f(x) = {1}, ∂f(x) = {0}

(ii) x < 0 or x ∈ (mk, tk): f ′(x; `) = −`, ∂f(x) = {−1}, ∂f(x) = {0}

(iii) x = mk: f ′(x; `) = −|`|, ∂f(x) = {0}, ∂f(x) = [−1, 1]

(iv) x = tk: f ′(x; `) = |`|, ∂f(x) = [−1, 1], ∂f(x) = {0}
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(v) x = 0: f ′(x; `) = max{0,−`}, ∂f(x) = [−1, 0], ∂f(x) = {0}

Thus, for any x one may determine ∂f(x) and ∂f(x).
To show that the Lipschitz function f is not DC it is sufficient to show

that its derivative f ′ is not of bounded variation, since otherwise f ′ would be
the difference of two monotone functions, which is a contradiction. As one
can see in the plots in Fig. 2–3, the values of the derivative f ′ switch infinitely
many times from −1 to 1 at the points 1

k
, 1

2
( 1

k
+ 1

k+1
), k ∈ N. The variation

of f ′ is not bounded, as the (bounded) variations of f ′M tend to infinity, if
M →∞. Hence, f is not DC.
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Figure 2: Derivative of QD function of Example 3.5 (right: zoom)
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Figure 3: Discontinuity jumps of the derivative of f , Example 3.5 (right: zoom)

We conclude from the above example that the set of DC functions is not
closed. Indeed, the sequence {fM}M of DC functions considered above (see [7,
Sec. III.1, Lemma 1.1]) tends w.r.t. supremum norm to f which is not DC.
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A small variant of the previous example shows that a uniform limit of
DC/QD functions need not be QD either. In this example, the limit function
is only continuous, but is not quasidifferentiable at x = 0.

Example 3.6. Consider the functions

fM(x) =

{
min

k=1,...,M
|kx− 1| if x ≥ 1

M
,

0 else
(M ∈ N)

and the limit function f : [−1, 2] → R with

f(x) =

{
inf
k∈N

|kx− 1| if x ≥ 0 ,

0 , else .

The function and its derivative are plotted in Fig. 4 and 5.

Figure 4: QD function fM with M = 100 of Example 3.6 (right: zoom)

It is clear that f(x) = fM(x) for x ≥ 1
M

.
Set tk := 1

k
and mk := 2

2k+1
for k ∈ N. Then tk are the zeros (local minima)

and mk are the local maxima, with f(mk) = 1
2k+1

. It follows that f and f ′

have unbounded variation.

To see that f is not QD at x = 0, we show that f is not quasidifferentiable
for x = 0, namely we show that f is not directionally differentiable in x = 0
for direction +1.
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Figure 5: The derivative of fM with M = 100 of Example 3.6 (right: zoom)

Indeed, for the sequence {tk}k:

lim
k→∞

f(tk)− f(0)

tk
= lim

k→∞

0− 0

tk
= 0

and for the sequence {mk}k:

lim
k→∞

f(mk)− f(0)

mk
= lim

k→∞

1
2k+1

− 0
2

2k+1

=
1

2
.

It is well-known that every C2 function is DC (see e.g. [11], [14, Proposi-
tion 2.3], [13, Corollary 4.1]).

As we saw, every C1 function is QD, but it may not be DC as the following
example shows.

Example 3.7. Consider the function from Example 3.6, i.e.

g(x) =

{
infk∈N |kx− 1| , if x ≥ 0 ,

0 , else ,

and its integral

f(x) =

∫ x

0

g(t)dt .

The function, its first and second derivative are plotted in Fig. 6–8.
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Figure 6: QD function fM with M = 100 of Example 3.7 (right: zoom)

Figure 7: Derivative of QD function fM with M = 100 of Example 3.7 (right: zoom)

Figure 8: Second derivative of function fM with M = 100 of Example 3.7 (right: zoom)
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Note that f is C1([−1, 2]), but not C2([−1, 2]), since otherwise f ′ = g should
be Lipschitz. This contradicts to the unbounded variation of g in Example 3.6,
hence, f cannot be DC. It is, however, QD, since f is differentiable in [−1, 2].

4. Directed sets and the directed subdifferential

4.1. Directed sets

Since the directed subdifferential belongs to the space of directed sets in
Rn, we first recall some definitions and facts related to this space [2, 3].

A directed set is a kind of “oriented”, non-necessarily convex subset of
Rn. We define directed sets recursively with respect to the dimension n
and parametrized by the normal vectors of their lower-dimensional bound-
ary. Thus we are able to construct a Banach space in which subtraction of
embedded convex compact sets is well-defined. Using the parametrization of
convex compacts via their support functions, we define a directed set as a pair
of two mappings that associates to each unit direction a lower-dimensional
directed set (corresponding to a supporting face) and a scalar (corresponding
to the value of the support function in this direction). This is the base of the
recursive constructions.

The definition of directed sets is inductive in the dimension n ≥ 1. For
n = 1 they are called directed intervals. Our definition of directed intervals
is equivalent to the generalized and directed intervals ([15, 16]).

Definition 4.1. A directed interval
−→
A is a point in R2 or, equivalently, a

function a1 := {−1, 1} → R, i.e.

−→
A = (a1(l))l=±1 = (a1(−1), a1(1)) ∈ R2.

D(R) denotes the set of all directed intervals.

Denote
−−−→
[α, β] := (−α, β), where α = −a1(−1), β = a1(1).

Linear combinations of directed intervals are calculated as linear combina-
tions of vectors:

λ
−−−−→
[α1, β1] + µ

−−−−→
[α2, β2] =

−−−−−−−−−−−−−−−−→
[λα1 + µα2, λβ1 + µβ2], λ, µ ∈ R.

We visualize a directed interval
−−−→
[α, β] attaching to each of its end points

the corresponding unit normal vector, l1 = −1 to the point α and l2 = 1 to
β. The directed interval is proper, if α ≤ β (then the normals are pointing
outwards) and improper otherwise (with normals pointing inwards). Some
proper and improper intervals are visualized in Example 4.2.
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Example 4.2. One proper and one improper interval, obtained by subtrac-
tion of directed intervals are shown here:

−−−−→
[−3, 5]−

−−−−→
[−1, 2] =

−−−−→
[−2, 3] and

−−−−→
[−1, 2]−

−−−−→
[−3, 5] =

−−−−→
[2,−3]

−2 −1 0 1 2 3 −3 −2 −1 0 1 2

proper interval
−−−−→
[−2, 3] ∈ D(R) the inverse

−−−−→
[2,−3] of

−−−−→
[−2, 3]

Another improper interval as well as the embedded convex set {1} are visu-
alized below:

−4 −3 −2 −1 0 1 0.0 0.5 1.0 1.5 2.0

improper interval
−−−−→
[1,−4] ∈ D(R) degenerate interval

−−→
[1, 1]

The linear normed space D(Rn) of the directed sets in Rn is constructed
inductively motivated by representing nonempty convex compact set A by
its (n−1)-dimensional supporting face and the value of the support function
for each direction l ∈ Sn−1.

Definition 4.3.
−→
A is called a directed set

(i) in R, if it is a directed interval. Its norm is ‖
−→
A‖1 = max

l=±1
|a1(l)|.

(ii) in Rn, n ≥ 2, if there exist a continuous function an : Sn−1 → R
and a uniformly bounded map having lower-dimensional directed sets

as images
−−→
An−1 : Sn−1 → D(Rn−1) with respect to ‖ · ‖n−1.

Then, we denote
−→
A = (

−−−−→
An−1(l), an(l))l∈Sn−1 and define its norm as

‖
−→
A‖ := ‖

−→
A‖n := max{ sup

l∈Sn−1

‖
−−−−→
An−1(l)‖n−1, max

l∈Sn−1

|an(l)|}.

The set of all directed sets in Rn is denoted by D(Rn).

The linear operations are defined recursively on the two components of the

directed sets
−→
A = (

−−−−→
An−1(l), an(l))l∈Sn−1 ,

−→
B = (

−−−−→
Bn−1(l), bn(l))l∈Sn−1 :

−→
A +

−→
B := (

−−−−→
An−1(l) +

−−−−→
Bn−1(l), an(l) + bn(l))l∈Sn−1 ,

λ ·
−→
A := (λ ·

−−−−→
An−1(l), λ · an(l))l∈Sn−1 (λ ∈ R),

−→
A −

−→
B :=

−→
A + (−

−→
B ) = (

−−−−→
An−1(l)−

−−−−→
Bn−1(l), an(l)− bn(l))l∈Sn−1 .

(5)
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It is proved in [2] that (D(Rn), +, ·) is a Banach space, a vector lattice
(Riesz space), and for n = 1 it is a Banach lattice.

The embedding Jn : C(Rn) → D(Rn) which determines for every set A ∈
C(Rn) its embedded image

−→
A ∈ D(Rn) is defined as:

(i) For n = 1,
−−→
[a, b] = J1([a, b]) := (−a, b).

(ii) For n ≥ 2,
−→
A = Jn(A) :=

(
Jn−1(Pn−1,l(Y (l, A))), δ∗(l, A)

)
l∈Sn−1

, where

Pn−1,l(x) := πn−1,nRn,l(x) and πn−1,n ∈ R(n−1)×n is the natural projec-
tion, Rn,l is a fixed rotation for every l ∈ Sn−1 satisfying

Rn,l(l) = en, Rn,l(span{l}⊥) = span{e1, e2, . . . , en−1}. (6)

The linear image of a directed set
−→
U ∈ D(Rm), being a limit of the sequence

(Jm(Ak)−Jm(Bk))k with Ak, Bk ∈ C(Rm), under a linear mapping M ∈ Rn×m

is defined as in [1, Sec. 3]:

MC := {Mc : c ∈ C} (C ∈ C(Rm)) ,

M
−→
U := lim

k→∞
(Jn(MAk)− Jn(MBk)) (7)

The well-definedness and the linearity property is shown in [1, Lemmas 3.1
and 3.2].

The visualization for a directed set in D(Rn), which is a compact, gen-
erally non-convex set in Rn, consists of three parts: the convex, the concave
and the mixed-type parts. We recall their definitions.

Definition 4.4. Let
−→
A ∈ D(Rn). The convex (positive) part Pn(

−→
A ) and

the concave (negative) part Nn(
−→
A ) of

−→
A are defined by:

Pn(
−→
A ) := {x ∈ Rn | for every l ∈ Sn−1 : 〈l, x〉 ≤ an(l)},

Nn(
−→
A ) := {x ∈ Rn | for every l ∈ Sn−1 : 〈l, x〉 ≥ an(l)}.

The mixed-type part Mn(
−→
A ) is defined recursively and collects all points

(being reprojected in Rn) from the visualization of the component with the
lower-dimensional directed sets which are not elements of the convex or con-
cave part.

M1(
−→
A ) := ∅, V1(

−→
A ) := P1(

−→
A ) ∪N1(

−→
A ) (n = 1),

Mn(
−→
A ) :=

⋃
l∈Sn−1

{x ∈ Qn,l(Vn−1(
−−−−→
An−1(l))) |x /∈ Pn(

−→
A ) ∪Nn(

−→
A )} (n ≥ 2).
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The visualization Vn : D(Rn) ⇒ Rn is the union of the three parts

Vn(
−→
A ) := Pn(

−→
A ) ∪Nn(

−→
A ) ∪Mn(

−→
A ) (n ≥ 2) (8)

with the reprojection Qn,l(y) := R−1
n,lπ

>
n−1,ny + an(l)l, y ∈ Rn−1.

The boundary mapping Bn : D(Rn) ⇒ Rn is defined as

Bn(
−→
A ) := ∂Pn(

−→
A ) ∪ ∂Nn(

−→
A ) ∪Mn(

−→
A ).

Let us note that the visualization of an embedded convex compact set Jn(A)
consists only of a positive part which is the set A itself, and the visualization
of the negation −Jn(A) has only a negative part which is the set 	A, see [3,
Proposition 3.8].

Proposition 4.5. Consider C ∈ C(Rn), the embedded directed set
−→
A =

Jn (C) and its inverse
−→
B = −Jn (C).

Then,

Vn(
−→
A ) = Pn(

−→
A ) = C ,

Vn(
−→
B ) = Nn(

−→
B ) = 	C .

Except the degenerate case when Vn(
−→
A ) consists of a single point, at least

one of the convex and the concave parts of A is empty. It may happen that
both of them are empty and the visualization consists only of the mixed-type
part. In the one-dimensional case the mixed-type part is empty, and in the

non-degenerate case exactly one of P1(
−−→
[a, b]) and N1(

−−→
[a, b]) is empty.

The visualization of the difference of directed sets is strongly related to

other differences. The following equalities are known for
−→
A ∈ D(Rn), cf. [3]:

Pn(−
−→
A ) = 	Nn(

−→
A ), Nn(−

−→
A ) = 	Pn(

−→
A ), Vn(−

−→
A ) = 	Vn(

−→
A ). (9)

Example 4.6. Let A = {(x, y) ∈ R2 | y ≥ 0, x2 + y2 ≤ 1}. The visualiza-

tions of ~A = J2(A) and − ~A are shown in Fig. 9. The visualization of the
inverse comprises the pointwise negations of the boundary points, keeping the
corresponding normal directions l.

Note that if the set A is symmetric with respect the origin, then the visu-

alizations of
−→
A and −

−→
A coincide, and the only way to distinguish between

them is to add the normal vectors to the visualization.
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Figure 9:
−→
A resp. −

−→
A for

−→
A = J2(A), A = {(x, y) ∈ R2 | y ≥ 0, x2 + y2 ≤ 1}

Furthermore, if A, B ∈ C(Rn) and
−→
A = Jn(A),

−→
B = Jn(B), then

Pn(
−→
A −

−→
B ) = A−* B, Nn(

−→
A −

−→
B ) = 	(B−* A), (10)

co Bn(
−→
A −

−→
B ) = A−· B,⋃

l∈Sn−1

{
y(l, A)− y(l, B) |Y (l, A), Y (l, B) are singletons

}
⊂ Bn(

−→
A −

−→
B ).

The following example is a rather curious demonstration of visualizations
of a difference of two embedded convex sets. Just changing sizes of these sets
makes visualizations completely different. More details can be found in [4,
Example 5.7].

Example 4.7. Let A = [−1, 1] × [−1, 1], Br = {x ∈ R2 | ‖x‖ ≤ r}. The
corresponding visualization of the difference of embeddings

V2(J2(A)− J2(Br))

with different values of r are plotted in Fig. 10 (see [4, Example 5.7] for
detailed explanation).

The arrows in Fig. 10 indicate outer normals to the directed “supporting
faces”. The positive part in the left picture of Fig. 10 is a convex set. It is
colored in light green and only outer normals are attached to its boundary.
The non-convex part belongs to the mixed-type part. Similarly for the right
picture in Fig. 10. The light red convex subset is the negative part and only
has inner normals attached to its boundary. The positive and negative part
in the middle picture are empty and the Rubinov subdifferential consists only
of the mixed-type part.
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Figure 10: Visualization of directed set for Example 4.7 for (a) r = 0.5,
(b) r = 1.25, (c) r = 2.0

The operations of addition and scalar multiplication commute with the
embedding and the visualization, cf. [3]. Namely, for A, B ∈ C(Rn) and
λ ≥ 0:

Jn(A) + Jn(B) = Jn(A + B), Vn(
−→
A +

−→
B ) = A + B,

λ · Jn(A) = Jn(λ · A), Vn(λ ·
−→
A ) = λ · A.

(11)

A simple example shows that the visualization of the sum may be different
from the sum of the visualizations:

0D(R) =
−−−−→
[−2, 3] +

−−−−→
[2,−3]

V1(
−−−−→
[−2, 3]) = [−2, 3], V1(

−−−−→
[2,−3]) = 	V1(

−−−−→
[−2, 3]) = [−3, 2]

{0} = V1(0D(R)) 6= [−5, 5] = [−2, 3] + [−3, 2] (12)

4.2. The directed and Rubinov subdifferentials

We are now ready to define the directed subdifferential for QD functions.
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Definition 4.8. Let f : Rn → R be quasidifferentiable. The directed sub-
differential of f at x is defined by

−→
∂ f(x) = Jn (∂f(x))− Jn

(
	∂f(x)

)
. (13)

We call its visualization the Rubinov subdifferential:

∂Rf(x) = Vn

(−→
∂ f(x)

)
. (14)

The vector s ∈ ∂Rf(x) is called Rubinov subgradient of f at x.

Thus, every pair of sets [∂f(x),	∂f(x)] determines a directed subdifferential
which is an element of the Banach space of directed sets, and its visualization,
a possibly non-convex set in Rn.

Also, the corresponding Rubinov subdifferential is always a nonempty
compact, not necessarily convex set in Rn [3].

Note that the pair of convex compacts [∂f(x),	∂f(x)] corresponding to
the quasidifferentiable function f is not unique. Actually, every equivalent to
it pair in the sense of [22, 20] may replace it in the directional derivative. That
is why, the quasidifferential of Demyanov and Rubinov [7] is not just one pair,
but the whole equivalence class of pairs of convex compacts determined by
this pair (see [22, 20]). It is hence reasonable to check that the directed and
Rubinov subdifferentials are well-defined, i.e. do not depend on the chosen
pair representing the equivalence class.

Lemma 4.9. The directed and Rubinov subdifferentials are well-defined for
QD functions.

Proof. We have to show that ∂Rf(x) does not depend on the specific (equiv-
alent) pair of sets [U, V ] = [∂f(x), ∂f(x)].
Indeed, assume that the two equivalent pairs [U, V ] and [Ũ , Ṽ ] satisfy

f ′(x; `) = max
u∈U

〈`, u〉−max
v∈	V

〈`, v〉

= max
ũ∈eU 〈`, ũ〉−max

ṽ∈	eV 〈`, ṽ〉.
Hence,

δ∗(`, U) + δ∗(`,	Ṽ ) = δ∗(`, Ũ) + δ∗(`,	V ) .

18



By the property (1) of the support function and the property (11) of the
embedding Jn

U+	 Ṽ = Ũ+	 V,

Jn (U) +Jn

(
	Ṽ

)
= Jn

(
Ũ

)
+Jn (	V ) ,

Jn (U)−Jn (	V ) = Jn

(
Ũ

)
−Jn (	V ) .

Thus, the directed subdifferential, and hence the Rubinov one, do not depend
on the representing pair. �

We also note that the above definition of directed and Rubinov subdiffer-
entials extends the corresponding definition from the class of DC functions
[4, 6] to the class of QD functions. For DC functions these definitions coin-
cide.

Lemma 4.10. If f : Rn → R is DC with f = g − h, g,h are convex, then f
is QD and

f ′(x; l) = g′(x; l)− h′(x; l) ,

Df(x) = [∂g(x),	∂h(x)] ,
−→
∂ f(x) = Jn (∂g(x))− Jn (∂h(x)) .

Proof. A DC function is directionally differentiable, since the directional
derivatives of g and h exist in x from l, i.e.

f ′(x; l) = g′(x; l)− h′(x; l) .

The directional derivative of a convex function is the support function of the
Moreau-Rockafellar subdifferential, i.e.

f ′(x; l) = δ∗(l, ∂g(x))− δ∗(l, ∂h(x)) = max
u∈∂g(x)

〈l, u〉+ min
v∈	∂h(x)

〈l, v〉

and Df(x) = [∂g(x),	∂h(x)].
The definition of the directed subdifferential yields

−→
∂ f(x) = Jn (∂g(x))− Jn (	(	∂h(x))) = Jn (∂g(x))− Jn (∂h(x)) . �
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5. Directed subdifferential for lower-Ck and amenable functions

In [23, (1.6)] and [24, Definition 10.29] (as one example of “subsmooth”
functions), the class of lower-Ck functions is introduced. Upper-Ck functions
can be defined in a symmetric way. As it is shown in this section, these
classes constitute important subclasses of the class of QD functions.

Definition 5.1. The function f : Rn → R is called lower-Ck with k ∈
N ∪ {∞}, if it has the form

f(x) = sup
p∈P

F (x, p) (x ∈ Rn) ,

where P is a compact topological space and F : Rn×P → R is a function that
has partial derivatives w.r.t. x up to order k with both F and these derivatives
(jointly) continuous w.r.t. (x, p).
Hence, we may replace the supremum by a maximum.
f : Rn → R is called upper-Ck, if it has the form

f(x) = inf
p∈P

F (x, p) (x ∈ Rn) .

Obviously, f is upper-Ck if and only if −f is lower-Ck, k ∈ N ∪ {∞}. A
characterization of lower-C2 functions is stated in [23, Theorem 6].

Proposition 5.2. Let f : Rn → R be locally Lipschitz.
Then, f is lower-C2 if and only if there exists a convex neighborhood of each
point x ∈ Rn such that f = g−h is DC with g, h convex and h is additionally
a quadratic function.

The following proposition calculates the directed subdifferential for a
wider class of functions than the one of lower-C2 functions.

Proposition 5.3. Let f : Rn → R be in the form

f(x) = g(x)− h(x)

with g quasidifferentiable and h ∈ C1(Rn).
Then

(i) f is quasidifferentiable with f ′(x; `) = g′(x; `)−∇h(x)`;
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(ii)
−→
∂ f(x) =

−→
∂ g(x)− Jn

(
{∇h(x)>}

)
.

Proof. The function h is obviously directionally differentiable with h′(x; `)
= ∇h(x)`. Hence, the quasidifferentiability of g yields

f ′(x; `) = g′(x; `)−∇h(x)`

= δ∗(`, ∂g(x) + {−∇h(x)>})− δ∗(`,	∂g(x)).

Hence, f is quasidifferentiable with

−→
∂ f(x) = Jn

(
∂g(x) + {−∇h(x)>}

)
− Jn

(
	∂g(x)

)
=
−→
∂ g(x)− Jn

(
{∇h(x)>}

)
. �

Clearly, the previous proposition can also be applied for lower-C2 func-
tions.

Corollary 5.4. Let f : Rn → R be lower-Ck with k ∈ N ∪ {∞}, k ≥ 2 and
f = g − h, h ∈ Ck.
Then f is quasidifferentiable and

−→
∂ f(x) = Jn (∂g(x))− Jn

(
{∇h(x)>}

)
.

If f̃ is upper-Ck and −f̃ = g − h, then f̃ is also quasidifferentiable with

−→
∂ f̃(x) = −Jn (∂g(x)) + Jn

(
{∇h(x)>}

)
.

Proof. The proof follows easily from Proposition 5.3, since each convex
function g is DC and hence QD.
The formula for upper-Ck functions follows immediately from

−→
∂ f̃(x) = −

−→
∂ (−f̃)(x) = −

−→
∂ (g − h)(x) . �

Let us now consider the wider class of lower-C1 functions. Since a DC
representation for lower-C1 functions might not exist similarly to Proposi-
tion 5.2, we state a possibility to calculate the directed subdifferential for
this specific class of quasidifferentiable functions.

Proposition 5.5. Let f : Rn → R be lower-C1, i.e.

f(x) = max
p∈P

F (x, p) (x ∈ Rn)

with ∇xF being (jointly) continuous w.r.t. (x, p). Then,
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(i) the function f is quasidifferentiable with f ′(x; `) = supp∈IP (x) F ′(x; p; `),
where IP (x) = {p ∈ P |F (x, p) = f(x)} is the set of active indices, and
F ′(x; p; `) is the directional derivative of F w.r.t. x at (x, p) in the
direction l.

(ii)
−→
∂ f(x) = Jn

(
co

(⋃
p∈IP (x){∇xF (x, p)}

))
.

Proof. The formula for the directional derivative can be found in [23, (2.1)–
(2.2)]. Since F is continuously differentiable w.r.t. x, we have F ′

x(x; p; `) =
∇xF (x, p)l. The supremum in the expression (4) for directional derivative is
thus equivalent to the support function of the convex hull of the active gradi-
ents (observe that the convex hull is closed, as the set IP (x) is compact and
the gradients depend continuously on the parameter p). As a consequence,
f is QD and the formula for the directed subdifferential follows from the
definition. �

The following definition of amenable functions is taken from [24, Defi-
nition 10.23] and [17, Sec. 3.2, remarks before Corollary 3.76]. Amenable
functions are another important subclass of QD functions.

Definition 5.6. The function f : Rn → R ∪ {±∞} is called amenable, if
it has the form f = g ◦ ϕ with g : Rm → R ∪ {±∞} proper, l.s.c., convex
and ϕ ∈ C1(Rn; Rm) such that the following constraint qualification holds.
Whenever we have the equation

Jϕ(x)>y = 0 for some y ∈ ND(ϕ(x)) ,

in a neighborhood of x, then this vector y must be zero.
Here, Jϕ(x) denotes the Jacobian of ϕ at x and ND(z) is the normal cone
(see [24, Definition 6.3]) to the closure of the effective domain of g: D =
cl(dom(g)) at z = ϕ(x).
An amenable function f : Rn → R is called strongly amenable, if ϕ ∈ C2.

As we do not consider functions with dom(f) 6= Rn, the normal cone to
the effective domain is a singleton ND(z) = {0}, and hence the qualification
condition is always satisfied.

Let us first calculate the directed subdifferential for a subclass of QD
functions larger than the class of amenable functions.
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Proposition 5.7. Let f : Rn → R be in the form

f(x) = (g ◦ ϕ)(x)

with g quasidifferentiable and locally Lipschitz, ϕ ∈ C1.
Then,

(i) the function f is quasidifferentiable with directional derivative f ′(x; `)
= g′(ϕ(x); Jϕ(x)`);

(ii)
−→
∂ f(x) = Jϕ(x)>

−→
∂ g(ϕ(x)).

Proof. The function f is directionally differentiable under the assumptions,
since the C1-property of ϕ and the locally Lipschitz continuity of g yields

g(ϕ(x + h`)) = g(ϕ(x) + hJϕ(x)` + O(h))

= g(ϕ(x) + hJϕ(x)`) + O(h).

Let us express the directional derivative of f by that of g:

f ′(x; `) = lim
h↓0

g(ϕ(x + h`))− g(ϕ(x))

h

= lim
h↓0

g(ϕ(x) + hJϕ(x)`) + O(h)− g(ϕ(x))

h

= lim
h↓0

g(ϕ(x) + hJϕ(x)`)− g(ϕ(x))

h
= g′(ϕ(x); Jϕ(x)`).

Now, the quasidifferentiability of g yields

f ′(x; `) = g′(ϕ(x); Jϕ(x)`)

= δ∗(Jϕ(x)`, ∂g(ϕ(x)))− δ∗(Jϕ(x)`,	∂g(ϕ(x)))

= δ∗(`, Jϕ(x)>∂g(ϕ(x)))− δ∗(`,	Jϕ(x)>∂g(ϕ(x))).

We found a representation for calculating the directed subdifferential and use
the definition (7) of the linear image of a directed set, i.e. a matrix applied
to a directed set:

−→
∂ f(x) = Jn

(
Jϕ(x)>∂g(ϕ(x))

)
− Jn

(
	Jϕ(x)>∂g(ϕ(x))

)
= Jϕ(x)>

(
Jn (∂g(ϕ(x)))− Jn

(
	∂g(ϕ(x))

) )
= Jϕ(x)>

−→
∂ g(ϕ(x)) �
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Trivially, we can apply the previous proposition for amenable functions.

Corollary 5.8. Let f : Rn → R be amenable in the form f(x) = (g ◦ ϕ)(x).
Then f is quasidifferentiable and

−→
∂ f(x) = Jn

(
Jϕ(x)>∂g(ϕ(x))

)
.

Proof. Observe that Dg(y) = [∂g(y), {0}], hence, the statement follows
immediately from g′(x; `) = δ∗(`, ∂g(x)) and the previous proposition:

−→
∂ f(x) = Jϕ(x)>

−→
∂ g(ϕ(x)) = Jϕ(x)>Jn (∂g(ϕ(x)))

= Jn

(
Jϕ(x)>∂g(ϕ(x))

)
,

where we used the definition of a linear image of a directed set. �

6. Conclusions

In this first part we extended the notion of the directed subdifferential
to the class of QD functions more general than the smaller class of DC
functions. For the specific class of QD functions, the amenable and lower-
Ck functions we obtained exact formulas for the directed subdifferential. In
the second part we will list the calculus rules which are inherited from the
quasidifferential calculus. A second focus will be laid on optimality conditions
and the connections to some known convex and non-convex subdifferentials.
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