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Summary. In this paper we consider unconstrained model predictive control
(MPC) schemes and investigate known stability and performance estimates with
respect to their applicability in the context of sampled–data systems. To this end,
we show that these estimates become rather conservative for sampling periods tend-
ing to zero which is, however, typically required for sampled–data systems in order
to inherit the stability behavior of their continuous–time counterparts. We introduce
a growth condition which allows for incorporating continuity properties in the MPC
performance analysis and illustrate its impact – especially for fast sampling.

1 Introduction

In order to deal with optimal control problems on an infinite horizon we use
model predictive control (MPC). This method relies on an iterative online so-
lution of finite horizon optimal control problems. To this end, a performance
criterion is optimized over the predicted trajectories of the system. The sta-
bility and performance analysis of linear and nonlinear MPC schemes has
attracted considerable attention during the last years, cf. [2, 9].

Here we consider unconstrained nonlinear MPC (NMPC) schemes which
are frequently used in industrial applications, cf. [8]. These incorporate neither
additional terminal constraints nor terminal costs in the finite horizon prob-
lems in order to enforce stability properties. Nevertheless, a stability analysis
– based on a controllability assumption – is possible and given in [3, 5].

In the present paper we focus on sampled–data continuous systems. Typi-
cally, these require sufficiently fast sampling in order to preserve their stability
properties, cf. [7]. However, the direct application of [3, 5] leads to very pes-
simistic performance bounds, cf. Section 4. In order to compensate for this
drawback we incorporate a growth condition which reflects properties of the
considered sampled–data systems in the ensuing section. Finally, we investi-
gate qualitative and quantitative effects related to the proposed condition.
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2 Setup and Preliminaries

We consider a nonlinear discrete time control system given by

x(n+ 1) = f(x(n), u(n)), x(0) = x0 (1)

with x(n) ∈ X and u(n) ∈ U for n ∈ N0. Here the state space X and
the control value space U are arbitrary metric spaces. We denote the space
of control sequences u : N0 → U by U and the solution trajectory for given
u ∈ U by xu(·). A typical class of such discrete time systems are sampled–data
systems induced by a controlled — finite or infinite dimensional — differential
equation with sampling period T > 0, see Section 4 for details.

Our goal consists of minimizing the infinite horizon cost J∞(x0, u) =∑∞
n=0 l(xu(n), u(n)) with running cost l : X ×U → R+

0 by a static state feed-
back control law µ : X → U which is applied according to the rule xµ(0) = x0,

xµ(n+ 1) = f(xµ(n), µ(xµ(n))). (2)

We denote the optimal value function for this problem by V∞(x0) := infu∈U
J∞(x0, u). Since infinite horizon optimal control problems are in general com-
putationally intractable, we use a receding horizon approach in order to com-
pute an approximately optimal controller. To this end, we consider the finite
horizon functional

JN (x0, u) =

N−1∑
n=0

l(xu(n), u(n)) (3)

with optimization horizon N ∈ N≥2 inducing the optimal value function

VN (x0) = inf
u∈U

JN (x0, u). (4)

By solving this finite horizon optimal control problem we obtain N control
values u∗(0), u∗(1), . . . , u∗(N−1) which depend on the state x0. Implementing
the first element of this sequence, i.e., u∗(0), yields a new state x(1). Iterative
application of this construction provides a control sequence on the infinite
time interval. We obtain a closed loop representation by applying the map
µN : X → U which is given in Definition 1 as a static state feedback law.

Definition 1. For N ∈ N≥2 we define the MPC feedback law µN (x0) :=
u?(0), where u? is a minimizing control for (4) with initial value x0.

Remark 1. For simplicity of exposition we assume that the infimum in (4) is
a minimum, i.e., that a minimizing control sequence u∗ exists.

In this paper we consider the conceptually simplest MPC approach imposing
neither terminal costs nor terminal constraints. In order to measure the sub-
optimality degree of the MPC feedback for the infinite horizon problem we
define

V µ∞(x0) :=

∞∑
n=0

l(xµ(n), µ(xµ(n))).
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3 Controllability and performance bounds

In this section we introduce an exponential controllability assumption and
deduce several consequences for our optimal control problem. In order to fa-
cilitate this relation we will formulate our basic controllability assumption not
in terms of the trajectory but in terms of the running cost l along a trajectory.
To this end, we define l?(x) := minu∈U l(x, u).

Property 1. Assume exponential controllability with overshoot bound C ≥ 1
and decay rate σ ∈ (0, 1), i.e., for each x0 ∈ X there exists a control function
ux0
∈ U satisfying the estimate

l(xux0
(n), ux0

(n)) ≤ Cσnl?(x0) for all n ∈ N0. (5)

Based on Property 1 and Bellman’s optimality principle an optimization
problem is derived in [3] whose solution, which depends on the optimization
horizon N , coincides with the parameter αN in the relaxed Lyapunov inequal-
ity VN (f(x, µN (x))) ≤ VN (x)−αN l(x, µN (x)). As a consequence the estimate

αNV∞(x) ≤ αNV µN
∞ (x) ≤ VN (x) (6)

holds for all x ∈ X. Hence, αN specifies a suboptimality degree. For details
we refer to [1]. Since we focus on the stability behavior of systems satisfying
(5), i.e. exponential controllability, it is possible to calculate this performance
index αN explicitly, cf. [5, section 5].

Theorem 1. Assume Property 1 and let the optimization horizon N be given.
Then we obtain for the suboptimality degree αN from (6) the formula

αN = 1−
(γN − 1)

N∏
i=2

(γi − 1)

N∏
i=2

γi −
N∏
i=2

(γi − 1)

with γi := C

i−1∑
n=0

σn = C
1− σi

1− σ
. (7)

Remark 2. Theorem 1 is generalizable to functionals including an additional
weight on the final term. This may enhance the stability behavior of the
underlying system significantly. Moreover, it remains valid for more general
controllability assumptions, for instance, finite time controllability with linear
overshoot, cf. [5, Sections 5 and 8] for details.

Remark 3. Theorem 1 is also applicable in the context of networked control
systems which require the implementation of more than only the first element
of the obtained sequence of control values, cf. [6] for details.
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4 Sampled–data systems and arbitrary fast sampling

Given a continuous time control system governed by the differential equation
ϕ̇ = g(ϕ(t), ũ(t)), we assume exponential controllabilty, i.e., that for each
x0 ∈ X there exists a control function ũx0(·) such that

l(ϕ(t;x0, ũx0
), ũx0

(t)) ≤ Ce−λtl∗(x0) (8)

holds almost everywhere for given overshoot C ≥ 1 and decay rate λ > 0.
Here ϕ(t;x0, ũ) denotes the solution of the respective control system. In order
to analyze the stability behavior, we define the discrete time system (1) by
f(x, u) := ϕ(T ;x, ũ) with discretization parameter T > 0. Consequently, the
assumed exponential controllability of the continuous time system implies (5)
in the discrete time setting, i.e., Property 1 with σ = e−λT for an appropriately
chosen control value space. Moreover, we fix the continuous time optimization
interval [0, tF ) which corresponds to an optimization horizon of length N =
tF /T in the discrete time setting.

A typical representative of this class are sampled–data systems with sam-
pling period T0 := T and piecewise constant control, i.e., ũ(t) = u for all
t ∈ [0, T0). However, sampled–data systems require sufficiently fast sampling
in order to inherit the stability behavior from (8), cf. [7]. Consequently, it
may be necessary to increase the sampling rate, i.e., using smaller sampling
periods. In this section we focus on effects caused by this adjustment. Thus,
we reduce the discretization parameter of the discrete time model along with
the sampling rate of the sampled–data system in consideration.

In order to investigate this issue systematically, we consider the sequence
of sampling periods T0, T0/2, T0/4, . . ., i.e., Tk = 2−kT0. This determines the
optimization horizons N0, 2N0, 4N0, . . ., i.e. Nk = 2kN0, for the discrete time
system because we have fixed the optimization interval [0, tF ) and coupled the
discretization parameter with the sampling period. The corresponding decay
rate from (8) is σk = e−λTk , cf. Figure 1 on the left. Hence, we consider the
sequence

(Tk, Nk, σk)k∈N0
= (2−kT0, 2kN0, e

−λTk)k∈N0
(9)

of parameter combinations consisting of sampling period, optimization hori-
zon, and decay rate. Note that the interval [0, Tk) on which the first element
of the calculated control value sequence is applied scales down as well.

We require the following definition.

Definition 2. Let C ≥ 1, λ > 0, and T0 > 0 be given. In addition, we set

σk := e−λ(2
−kT0). Then we define

γki :=

i−1∑
n=0

Ce−λ(2
−kT0)n = C

i−1∑
n=0

σnk =
C(1− σik)

1− σk
. (10)

Remark 4. Note that we use an additional index in order to indicate the de-
pendence of γki on σk. For k = 0 we obtain exactly γi from (7). Moreover, the

relation σk =
√
σk−1 = σ2−k

0 holds.



NMPC suboptimality estimates for sampled–data continuous systems 5

Theorem 2 shows that the suboptimality estimates from Theorem 1 become
arbitrarily bad for sampling periods tending to zero, cf. Figure 1. In order to
compensate this drawback for sampled-data continuous systems we introduce
an appropriate condition in the ensuing section.

Fig. 1. Visualization of the bounds induced by our controllability assumption for

(2−kT0, 2kN0, e
−λ(2−kT0))k∈N0 with T0 = 1, N0 = 8, λ = − ln(1/2), and C = 2 for

k = 0, 1, 2 (2, ∗, ·) on the left. On the right we depict the suboptimality estimates
αkNk

, k = 0, 1, 2, . . . , 8, from Theorem 2 for this sequence.

Theorem 2. Assume (8) and let N0 := N ∈ N≥2, T0 > 0 be given. Then
the suboptimality bounds corresponding to the sequence (Tk, Nk, σk)k∈N0

=

(2−kT0, 2kN0, e
−λ(2−kT0))k∈N0

diverge to −∞, i.e.,

αkNk
= 1−

(γkNk
− 1)

∏Nk

i=2(γki − 1)∏Nk

i=2 γ
k
i −

∏Nk

i=2(γki − 1)
−→ −∞ for k →∞ (11)

with γki from Definition 2.

Proof. Since
∏2kN
i=2 γ

k
i ≥

∏2kN
i=2 (γki − 1) ≥ 0 proving the assertion follows from

0 ≤ 1

γk
2kN
− 1
·
2kN∏
i=2

γki
γki − 1

k→∞−→ 0. (12)

In order to estimate (12) we establish the inequalities

1

γk
2kN
− 1
≤ 1− σk

C1
and

2kN∏
i=2

γki
γki − 1

≤ C0(21/C)k (13)

with C0 := σ
−N/C
0

∏N
i=2

iC
iC−1 and C1 := C(1−σN0 )−1+σ0. Note that C0 and

C1 do not depend on k. The first inequality is directly implied by Definition
2. In order to show the second we prove the inequality
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γki
γki − 1

=
C

C − 1 + σk

(1− σik)(C − 1 + σk)

C − 1 + σk − Cσik
≤ C

C − 1 + σk
· iC

iC − 1

which is equivalent to iσikC(1 − σk) ≤ (C − 1 + σk)(1 − σik), k ∈ N0 and

i ∈ N≥1. Since Cσk/(C − 1 + σk) ≤ 1 this is shown by iσi−1k ≤
∑i−1
n=0 σ

n
k =

(1− σik)/(1− σk). Moreover, we require the inequality(
C

C − 1 + σk

)2kN

≤ σ−N/C0 (14)

which is – in consideration of Definition 2 – equivalent to f(σk) := C−Cσ1/C
k −

1 + σk ≥ 0. However, since f(0) = C − 1 ≥ 0 and f(1) = 0 the inequality

f ′(σk) = 1− σ−(C−1)/Ck ≤ 0 implies (14).
Hence, taking into account that the factor C/(C − 1 + σk) is independent

of the control variable i and applying the two deduced estimates leads to

2kN∏
i=2

γki
γki − 1

< σ
−N/C
0 ·

2kN∏
i=2

iC

iC − 1
= C0

k−1∏
j=0

 2j+1N∏
i=2jN+1

iC

iC − 1

 (15)

for k ∈ N0. Thus, it suffices to estimate the expression in brackets uniformly
from above by 21/C for j ∈ N≥0 in order to show (13).

In the following, we use the functional equation, i.e., Γ (x + 1) = xΓ (x)
and Γ (1) = 1, for the gamma function Γ (·) which is connected to the beta
function B(·, ·) via the formula

B(x, y) =
Γ (x)Γ (y)

Γ (x+ y)
, (16)

cf. [11, p.442]. Moreover, we require the equation

B(p, p+ s) =
B(p, p)

2s

(
1 +

s(s− 1)

2(2p+ 1)
+

s(s− 1)(s− 2)(s− 3)

2 · 4 · (2p+ 1) · (2p+ 3)
+ . . .

)
(17)

which holds for p > 0, p+ s > 0 according to [10, p.262] in order to estimate
the term in brackets from (15) as follows

2k+1N∏
i=2kN+1

iC

iC − 1
=

2k+1N∏
i=2kN+1

i

i− 1
C

=
(2k+1N)!

(2kN)!

 2k+1N∏
i=2kN+1

i− 1

C

−1

=
Γ (2k+1N + 1)

Γ (2kN + 1)
·
Γ (2kN + 1− 1

C )

Γ (2k+1N + 1− 1
C )

(16)
=

B(2kN, 2kN + C−1
C )

B(2kN, 2kN + 1)

(17)
= 21/C

(
1 +

s(s− 1)

2(2p+ 1)
+

s(s− 1)(s− 2)(s− 3)

2 · 4 · (2p+ 1) · (2p+ 3)
+ . . .

)
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with s = (C−1)/C ∈ [0, 1) and p = 2kN . Since s ∈ [0, 1) the term in brackets
is less or equal to one. Hence, we obtain the desired estimate (13).

Thus, it suffices to show (21/C)k(1 − σk) → 0 as k approaches infinity in
order to complete the proof. To this aim, we define ak := (21/C)k(1−σk) and
show that the quotient ak+1/ak converges to 21/C/2 for k →∞:

ak+1

ak
=

1− σk+1

1− σk
21/C =

(1− σk+1)21/C

(1− σk+1)(1 + σk+1)
=

21/C

1 + σ2−(k+1)

0

k→∞−→ 21/C/2.

Thus, there exists k∗ such that the considered quotient ak+1/ak is less or
equal θ := (2 + 21/C)/4 < 1 for all k ≥ k∗. This implies the convergence of
ak = 21/C(1− σk) to zero for k approaching infinity.

5 Growth condition and analytic formula

Although the estimate stated in Theorem 1 is strict for the whole class of
systems satisfying the assumed controllability condition, cf. [3, Theorem 5.3],
it may be conservative for subsets of this class. For instance, for sampled–
data continuous time systems the difference between x(n + 1) and x(n) is
usually of order O(T ), a property which is not reflected in the optimization
problem on which Theorem 1 is based on. Neglecting this leads to very pes-
simistic estimates if the sampling period T tends to 0 and the continuous time
optimization horizon H = [0, tF ) is fixed, cf. Section 4.

In order to compensate for this drawback, we incorporate a growth condi-
tion in our suboptimality estimate.

Property 2. For each x0 ∈ X there exists a control function ũx0
(·) ∈ U such

that
l(ϕ(t;x0, ũx0), ũx0(t)) ≤ eLctl∗(x0) for all t ≥ 0 (18)

with constant Lc > 0 which is independent of the chosen state x0. Let a
discretization parameter T > 0 be given and define the discrete time system
by f(x, ũ) = ϕ(T ;x, ũ) with an appropriately chosen control value space U .
Then – as a consequence from (18) – the inequality

JN−k(xũx0
(k), ũx0

(k + ·)) ≤ l∗(xũx0
(k))

N−k−1∑
n=0

Ln

holds with L = eLcT > 1 for k = 0, . . . , N − 1.

In combination with our controllability property (8) this leads to the def-
inition

γi := min

{
C

i−1∑
n=0

σn,

i−1∑
n=0

Ln

}
(19)
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Fig. 2. Visualization of the bounds induced by our controllability assumption
(dashed-dotted line) and our growth condition (solid line) for C = 3, σ = 3/5,
and L = 5/4. Each time the minimum is marked with solid circles. The solid circles
on the right coincide with γi from (19)

with σ := e−λT and L from Property 2. Thus, we obtain tighter bounds with
respect to the stage costs where the introduced growth condition is applicable
in contrast to γi from (7), cp. Figure 2.

Theorem 1 remains valid if we substitute the definition of γi in (7) by (19).

Theorem 3. Assume exponential controllability and our growth condition,
i.e., Properties 1 and 2, with parameters σ ∈ (0, 1), C ≥ 1, and L ≥ 1
then we obtain for given optimization horizon N Formula (7) with γi from
(19).

Proof. Sifting through the proof of Theorem 1 one notices that changing the
definition of γi to (19) does not affect the part of the proof in which (7) is
established as the solution of the relaxed optimization problem, cf. [5, Problem
5.3]. However, we have to show the inequality

(γ2 − 1)

N−j+1∏
i=3

(γi − 1) ≥ (γN−j+1 − γN−j)
N−j∏
i=2

γi, j = 1, . . . , N − 2,

which implies [5, Inequality (5.8)] for m = 1, ω = 1 and – as a consequence –
ensures that Formula (7) provides the solution of the respective optimization
problem.

Moreover, note that there exists exactly one index i? ∈ N≥1 such that

γi? =
∑i?−1
n=0 L

n and γi?+1 <
∑i?

n=0 L
n. n? ≥ N − j + 1 corresponds to C :=

L ≥ 1 and σ := 1. However, since [5] shows the desired inequality for arbitrary
σ ∈ (0, 1) this situation is covered. n? = N − j is also trivial, since we may

estimate γN−j+1 ≤
∑N−j
n=0 L

n. Thus, γN−j+1 = γN−j +CσN−j = C
∑N−j
n=0 σ

n

holds. We rewrite the above inequality as

(C − 1)

N−j∏
i=2

(γi − 1) + C

N−j∏
i=2

(γi − 1)

N−j∑
n=1

σn ≥ CσN−j
N−j∏
i=2

γi.
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Consequently, it suffices to show
∏N−j
i=2 (γi − 1)

∑N−j
n=1 σ

n ≥ σN−j
∏N−j
i=2 γi

which can be done by induction. The induction start j = N − 2 is (γ2 −
1)(σ + σ2) ≥ σ2γ2 or equivalently σ(γ2 − (1 + σ)) ≥ 0 which holds due to the
definition of γ2. The induction step from j + 1  j holds since the desired
inequality may be written as

N−j̄∏
i=2

(γi − 1)

[
σγN−j −

N−j∑
n=1

σn
]

+ σγN−j

N−j̄∏
i=2

(γi − 1)

N−j̄∑
n=1

σn − σN−j̄
N−j̄∏
i=2

γi

 ≥ 0.

with j̄ := j + 1.

Remark 5. Conditions which guarantee Property 2 can be found in [4].

6 Numerical Examples

We have observed that sampling periods tending to zero cause serious prob-
lems in applying our estimates from Theorem 1, cf. Figure 1. In order to
compensate for this drawback we introduced Property 2 for sampled–data
continuous time systems and generalized our results to this setting, cf. The-
orem 3. This justifies the application of Formula (7) in consideration of the
imposed growth condition and enables us to analyze its impact.

Again, we fix the continuous time optimization interval [0, tF ) and consider
sequence (9). However, we assume – in addition to (8) – Property 2. As a
consequence, we obtain the suboptimality bounds from Formula (7) with

γki := min

{
C

i−1∑
n=0

σnk ,

i−1∑
n=0

Lnk

}
(20)

with σk := e−λTk = e−λ(2
−kT0) and Lk := eLcTk = eLc(2

−kT0). As shown by
Figure 3, our continuity condition counteracts occurring problems in connec-
tion with arbitrary fast sampling.

Next, we consider quantitative effects related to Property 2. Since the
overshoot C has been proven to be the decisive parameter in order to estab-
lish stability, cf. [3, section 6], [5, section 6], we investigate its sensitivity to
changes in the growth constant L. To this aim, we fix the decay rate σ = 0.7.
Our goal consists of determining the maximal overshoot C which allows for
guaranteeing stability for the whole class of systems, i.e., αN ≥ 0, for a given
optimization horizon N . Neglecting our growth condition yields the values
1.8189, 2.0216, 2.2208 for N = 8, 10, and 12 respectively. Whereas Figure 3
shows that Property 2 allows for significantly larger values for C. The impact
of our growth condition remains basically the same for αN > 0, i.e., if we do
not only aim at ensuring stability, but also set performance specification on
our calculated NMPC-Feedback.

Hence, Property 2 allows for calculating tighter bounds, i.e. larger αN
values, and consequently a more accurate characterization of the system’s
behavior.
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Fig. 3. On the left we depict the suboptimality estimates obtained from (7) with
γki from (20) with (�) and without (◦) our growth condition (2) in dependence on
the sampling period T . The parameters are the same as used for Figure 1. On the
right the maximal feasible overshoot C in dependence of our growth constant L is
presented for given overshoot σ and optimization horizon N = 8 (solid), 10 (dashed),
and 12 (dash–dotted) respectively for which Theorem 3 guarantees stability, i.e.,
αN ≥ 0.
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