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Abstract. In this work we study the problem of step size selection for numerical schemes, which guarantees that the 
numerical solution presents the same qualitative behavior as the original system of ordinary differential equations, by 
means of tools from nonlinear control theory. Lyapunov-based stabilization methods are exploited. 
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INTRODUCTION 

     It is well-known that step size control can enhance the performance of a numerical scheme when applied to a 
system of Ordinary Differential Equations (ODEs). For example, in [2] the authors use a “Proportional-Integral” 
technique which is similar to the “Proportional-Integral” controller used in Linear Systems Theory in order to keep 
the local discretization error within certain bounds (see also [3,4,8]). Theoretical results on the behavior of adaptive 
time-stepping methods have been presented in [14,15]. 
 
      In this work, we develop tools for nonlinear systems which are similar to methods used in Nonlinear Control 
Theory. We consider the problem of selecting the step size for numerical schemes so that the numerical solution 
presents the same qualitative behavior as the original system of ODEs. It is well-known that any consistent and 
stable numerical scheme for ODEs inherits the asymptotic stability of the original equation in a practical sense, see 
for instance [5,6] and [16] (Chapter 7). In contrast to these results, in this paper we investigate the case in which the 
numerical approximation is asymptotically stable in the usual sense, i.e., not only practically. Here, we concentrate 
on nonlinear systems for which an equilibrium point is the global attractor. In the following, it is shown how the 
problem of appropriate step size selection can be converted to a rigorous abstract feedback stabilization problem for 
a particular hybrid system (see also [11]-the reader should notice that the standard stability analysis of numerical 
schemes uses the study of a discrete-time system e.g., [8,9,10,16]; not a hybrid system). Therefore, we are in a 
position to use all methods of feedback design for nonlinear systems. Specifically, we consider methods based on 
Small-Gain Theorems and methods based on Lyapunov functions. Both methods have been used widely in 
Nonlinear Systems Theory for the solution of feedback stabilization problems (see [1,13] and references therein). 
However, in the present work, due to space limitations we consider only Lyapunov-based methods for the step size 
selection for numerical schemes for ODEs (see [12] for more details). General results are developed for arbitrary 
consistent Runge-Kutta schemes (see Theorem 3 below) and specific results are given for specific Runge-Kutta 
schemes (see Theorem 4 below). Due to space limitations all proofs are omitted and can be provided upon request of 
the authors. The obtained results have numerous applications (e.g., application of explicit schemes for stiff 
problems) which are presented in [12]. 



Notations Let nA ℜ⊆  be a set. By  );(0 ΩAC , we denote the class of continuous functions on A , which take 

values in Ω . By );( ΩAC k , where 1≥k  is an integer, we denote the class of functions on A  with continuous 

derivatives up to order k , which take values in Ω . For a vector nx ℜ∈  we denote by x  its usual Euclidean norm. 
+ℜ  denotes the set of non-negative real numbers. For the classes of functions ∞K  and KL  we adopt the definitions 

in [13].  

DESCRIPTION OF THE PROBLEM 

     Consider the autonomous system 
ntztzftz ℜ∈= )(,))(()(&                                                                       (1) 

where  nnf ℜ→ℜ:  is a locally Lipschitz vector field with 0)0( =f . For every nz ℜ∈0  and 0≥t , the solution  
of (1) with initial condition 0)0( zz =  will be denoted by ),( 0ztz . The numerical approximation of system (1) will 
be the hybrid system: 
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, for all nz ℜ∈ . More specifically, the 

solution )(tx  of the hybrid system (2) is obtained for every locally bounded ++ ℜ→ℜ:u  and nx ℜ∈0  by the 
following algorithm (see [11]): 
 
Step i :  

1) Given iτ  and )( ix τ , calculate 1+iτ  using the equation ))(exp())((1 iiii ux ττϕττ −+=+ , 
2)  Compute the state trajectory )(tx , ],( 1+∈ iit ττ  as the solution of the differential equation 

))(,()( ii xhFtx τ=& , i.e., ))(,()()()( iiii xhFtxtx τττ −+=  for ],( 1+∈ iit ττ . 
For 0=i  we take 00 =τ  and 0)0( xx =  (initial condition). We will further assume that there exists a continuous, 

non-decreasing function ++ ℜ→ℜ:M  such that  
( )xMxxhF ≤),(  for all nx ℜ∈  and )](,0[ xh ϕ∈                                         (3) 

It should be noticed that the hybrid system (2) under hypothesis (3) is an autonomous system, which satisfies the 
“Boundedness-Implies-Continuation” property and for each locally bounded input ++ ℜ→ℜ:u  and nx ℜ∈0  there 

exists a unique absolutely continuous function ntxt ℜ∈→∋+∞ )(),0[  with 0)0( xx =  which satisfies (2) (see [11]). 
All consistent −s stage Runge-Kutta methods can be represented by the hybrid system (2). More specifically, let 

nx ℜ∈0  and consider a consistent −s stage Runge-Kutta method for (1): 
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We define 
 ( )0

1
0 :),( xxhxhF −= −                                                                        (5) 

A moment’s thought reveals that for every locally bounded ++ ℜ→ℜ:u  and nx ℜ∈0  the solution of (2) with (5) 
coincides at each iτ , 0≥i  with the numerical solution of (1) with 0)0( xx =  obtained by using the Runge-Kutta 
numerical scheme (4) and using the discretization step sizes ))(exp())(( iii uxh ττϕ −= , 0≥i . If the Runge-Kutta 

scheme (4) is of order 1≥p , we will occasionally further assume that );( nnpCf ℜℜ∈  and for each fixed nx ℜ∈  
the mapping ),()](,0[ xhFhx →∋ϕ  is p  times continuously differentiable with 
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 for all nx ℜ∈  and )](,0[ xh ϕ∈   (6) 

for some continuous, non-decreasing function ++ ℜ→ℜ:G , where ++ ℜ→ℜ:M  is the function involved in (3). 
Using Theorem II.3.1 in [7], we may conclude that there exist continuous functions ),0(: +∞→ℜnN , 

+ℜ→ℜnC :  such that the following inequalities hold for all nx ℜ∈  and )](,0[ xh ϕ∈ : 

( ) { } { }[ ])](,0[:)),((max)()(,:)(max)( xhxhzfxMxxxyyyfxNxC n ϕϕ ∈+≤−ℜ∈≤                  (7) 
 

)(),(),( 1 xChxhhFxxhz p+≤−−                                                                      (8) 

     Assume next that nℜ∈0  is Uniformly Globally Asymptotically Stable (UGAS) for (1). We would like to be in a 
position to know a continuous function ],0(: rn →ℜϕ  so that the numerical solution produced by (2) has the 
correct qualitative behavior (e.g., 0)(lim =

+∞→
tx

t
). However, we would like to be able to guarantee that the correct 

behavior for the numerical solution can be obtained by using arbitrary step sizes smaller than ))(( ix τϕ  (i.e., if we 
obtain the correct qualitative behavior using step sizes ))(( ii xh τϕ=  0≥i , we would like to obtain the correct 

qualitative behavior using step sizes ))(exp())(( iii uxh ττϕ −= , 0≥i , where ++ ℜ→ℜ:u  is an arbitrary locally 

bounded function). This is equivalent by requiring that nℜ∈0  is Uniformly Robustly Globally Asymptotically 
Stable (URGAS) for (2) (in the sense described in [11]). The reader should notice that continuity for the function 

],0(: rn →ℜϕ  is essential: without assuming continuity it may happen that 0)(inflim
0

=
→

x
x

ϕ  and this would require 

step sizes of vanishing magnitude as +∞→t . Moreover, since we want to be able to determine a continuous 
function ],0(: rn →ℜϕ , which “stabilizes” the hybrid system (2), we are essentially studying a feedback 
stabilization problem for the hybrid system (2). We consider the following feedback stabilization problems:  
(P1)-Existence Problem: Is there a continuous function ],0(: rn →ℜϕ , such that nℜ∈0  is URGAS for system (2)? 

(P2)-Design Problem: Construct a continuous function ],0(: rn →ℜϕ , such that nℜ∈0  is URGAS for system (2). 

LYAPUNOV FUNCTION BASED STEP SELECTION 

     In this section we apply the Lyapunov-based feedback design methodology for the solution of Problems (P1) and 
(P2). It is well known that Lyapunov functions exist for every asymptotically stable ODE system. In the sequel, we 
will use a Lyapunov function for the continuous-time system in order to construct a Lyapunov function for its hybrid 
numerical approximation. To this end we use the following definition.  
 
Definition 1: A positive definite, radially unbounded function );(1 +ℜℜ∈ nCV  is called a Lyapunov function for 

system (1) if 0)()( <∇ xfxV  holds for all })0{\( nx ℜ∈ . 
 
In what follows, we show that under certain assumptions a Lyapunov function V  for (1) can be used as a Control 
Lyapunov Function (see [1]) in order to design the step function  ],0(: rn →ℜϕ  involved in problems (P1) and 
(P2). The following theorem provides sufficient conditions for the solvability of problem (P2) based on the 
Lyapunov function for the dynamical system (1).  
 
Theorem 2: Consider system (2) that corresponds to a Runge-Kutta scheme for (1) of order 1≥p  satisfying (6), 

(7), (8) for certain )),0(;(0 +∞ℜ∈ nCϕ .  Suppose that: 

i) There exist a Lyapunov function );(1 +ℜℜ∈ nCV  for system (1) and a continuous, positive definite function 
+ℜ→ℜnW :~  such that the inequality )(~)()),(( xWhxVxhzV −≤  holds for all nx ℜ∈  and )](,0[ xh ϕ∈ . 

ii) There exists 0≥b  such that xbxhz )exp(),( ≤  and xbxhhFx )exp(),( ≤+  for all nx ℜ∈  and )](,0[ xh ϕ∈ . 



iii) There exists a constant )1,0(∈λ  such that  
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where { }xbzzzVxl nb
V )exp(,:)(max:)( ≤ℜ∈∇=  for all nx ℜ∈  and +ℜ→ℜnC :  is a continuous positive 

definite function with 1)(),(),( +≤−− phxCxhhFxxhz  for all nx ℜ∈  and )](,0[ xh ϕ∈ . Then nℜ∈0  is URGAS 
for system (2). 
 
Based on Theorem 2, the following theorem shows that for the special case of a locally exponentially stable ODE 
system, problem (P1) is always solvable. 
 
Theorem 3: Consider system (1) and a consistent Runge-Kutta scheme with order 1≥p  and );( nnpCf ℜℜ∈ . 

Assume that nℜ∈0  is GAS and locally exponentially stable for (1). Then Problem (P1) is solvable. 
 
Next, we show how Lyapunov function based arguments can be used for implicit schemes. It is clear that Theorem 4 
generalizes the A-stability property to nonlinear systems. 
 
Theorem 4-Implicit Euler Method: Suppose that there exists a convex Lyapunov function for (1), where 

);(0 nnCf ℜℜ∈  is simply locally Lipschitz. Let )),0(;(0 +∞ℜ∈ nCϕ  be such that the equation )(YhfxY +=  has 

a unique solution nY ℜ∈  for all )](,0[ xh ϕ∈  and nx ℜ∈ . Then for each 0>r , nℜ∈0  is URGAS for the 
corresponding system (2) with )(:),( YfxhF = , { }rxx , )(min:)( ϕϕ = , where )(YhfxY += . 
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