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Abstract. We present a general framework for analysis and design of
optimization based numerical feedback stabilization schemes utilizing
ideas from relaxed dynamic programming. The application of the frame-
work is illustrated for a set valued and graph theoretic offline optimiza-
tion algorithm and for receding horizon online optimization.

1 Introduction

The design of feedback controls for nonlinear systems is one of the basic prob-
lem classes in mathematical control theory. Among the variety of different design
objectives within this class, the design of stabilizing feedbacks is an important
subproblem, on the one hand because it captures the essential difficulties and
on the other hand because it often occurs in engineering practice. The rapid
development of numerical methods for optimization and optimal control which
has let to highly efficient algorithms which are applicable even to large scale non-
linear systems, naturally leads to the idea of using such algorithms in feedback
stabilization. While the basic principles underlying the relation between optimal
control and stabilization have been understood since the 1960s in the context of
the linear quadratic regulator design, the application to nonlinear systems poses
new problems and challenges. These are caused, for instance, due to the com-
plicated dynamical behavior which even low dimensional nonlinear systems can
exhibit, due to hybrid or switching structures incorporated in the dynamics or
simply due to the size of the problems to be solved, e.g. when discretized PDEs
are to be controlled.

In this paper we investigate the foundation of optimization based feedback
stabilization for nonlinear systems and develop a framework which allows to
design and analyze different numerical approaches. The main goal of our frame-
work is to give rigorous mathematical stability proofs even in the case when
the numerical approximation is inaccurate, in the sense that the optimal control
problem which should be solved theoretically is only very coarsely approximated
by our numerical algorithm. Our approach was motivated and inspired by two
sources: on the one hand by classical Lyapunov function stability theory, and
in this context our condition can be understood as a preservation of the Lya-
punov function property under (not necessarily small) numerical approximation
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errors. On the other hand we make use of relaxed dynamic programming meth-
ods, which essentially ensure that even in the presence of errors we can still give
precise bounds for the performance of the feedback controller derived from the
numerical information.

The organization of this paper is as follows. After describing the setup and
the (theoretical) relation between optimization and stabilization in Section 2, we
develop our conditions for optimization based stabilization with coarse numerical
approximations in Section 3. In Section 4 we apply these conditions to a graph
theoretic offline optimization approach while in Section 5 we show how these
conditions can contribute to the analysis and design of unconstrained receding
horizon control schemes.

2 Setup and preliminaries

We consider a nonlinear discrete time system given by

x(n + 1) = f(x(n), u(n)), x(0) = x0 (1)

with x(n) ∈ X and u(n) ∈ U for n ∈ N0. We denote the space of control
sequences u : N0 → U by U and the solution trajectory for some u ∈ U by
xu(n). Here the state space X is an arbitrary metric space, i.e., it can range
from a finite set to an infinite dimensional space.

A typical class of systems we consider are sampled-data systems governed
by a controlled differential equation ẋ(t) = g(x(t), ũ(t)) with solution ϕ(t, x0, ũ)
for initial value x0. These are obtained by fixing a sampling period T > 0 and
setting

f(x, u) := ϕ(T, x, ũ) with ũ(t) ≡ u. (2)

Then, for any discrete time control function u ∈ U the solutions xu of (1),(2)
satisfy xu(n) = ϕ(nT, x0, ũ) for the piecewise constant continuous time control
function ũ : R → U with ũ|[nT,(n+1)T ) ≡ u(n). Note that with this construction
the discrete time n corresponds to the continuous time t = nT .

2.1 Infinite horizon optimal control

Our goal is to find a feedback control law minimizing the infinite horizon cost

J∞(x0, u) =
∞∑

n=0

l(xu(n), u(n)), (3)

with running cost l : X × U → R+
0 . We denote the optimal value function for

this problem by
V∞(x0) = inf

u∈U
J∞(x0, u).

Here a (static state) feedback law is a control law F : X → U which assigns a
control value u to each state x and which is applied to the system according to
the rule

xF (n + 1) = f(xF (n), F (xF (n))), xF (0) = x0. (4)
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From dynamic programming theory (cf. e.g. [1]) it is well known that the optimal
value function satisfies Bellman’s optimality principle, i.e.,

V∞(x) = min
u∈U

{l(x, u) + V∞(f(x, u))} (5)

and that the optimal feedback law F is given by

F (x) := argmin
u∈U

{l(x, u) + V∞(f(x, u))} . (6)

Remark 1. In order to simplify and streamline the presentation, throughout this
paper it is assumed that in all relevant expressions the minimum with respect to
u ∈ Um is attained. Alternatively, modified statements using approximate min-
imizers could be used which would, however, considerably increase the amount
of technicalities needed in order to formulate our assumptions and results.

2.2 Asymptotic feedback stabilization

Our main motivation for considering infinite horizon optimal control problems
is the fact that these problems yield asymptotically stabilizing feedback laws.
In order to make this statement precise, we first define what we mean by an
asymptotically stabilizing feedback law.

Let us assume that the control system under consideration has an equilibrium
x∗ ∈ X for some control u∗ ∈ U , i.e.,

f(x∗, u∗) = x∗.

Asymptotic stability can be elegantly formulated using the concept of compari-
son functions. To this end, as usual in nonlinear stability theory, we define the
class K of continuous functions δ : R+

0 → R+
0 which are strictly increasing and

satisfy δ(0) = 0 and the class K∞ of functions δ ∈ K which are unbounded and
hence invertible with δ−1 ∈ K∞. We also define the (discrete time) class KL of
continuous functions β : R+

0 × N0 → R+
0 which are of class K in the first argu-

ment and strictly decreasing to 0 in the second argument. Examples for β ∈ KL
are, for instance,

β(r, n) = Ce−σnr or β(r, n) =
C
√

r

1 + n
.

Then we say that a feedback law F : X → U asymptotically stabilizes the
equilibrium x∗, if there exists β ∈ KL such that for all initial values x0 ∈ X the
solution of (4) satisfies

‖xF (n)‖x∗ ≤ β(‖x0‖x∗ , n) (7)

using the brief notation ‖x‖x∗ = d(x, x∗) for the distance of a point x ∈ X to
the equilibrium x∗, where d(·, ·) is a metric on X. Note that ‖ ·‖x∗ does not need
to be a norm. In less formal words, Condition (7) demands that, by virtue of β
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being of class K in its first argument, any solution starting close to x∗ remains
close to x∗ for all future times and that, since β is decreasing to 0 in its second
argument, any solution converges to x∗ as n →∞. This KL characterization of
asymptotic stability is actually equivalent to the ε–δ formulation often found in
the literature.

In order to obtain an asymptotically stabilizing optimal feedback F from (6)
we proceed as follows: For the running cost l we define

l∗(x) := inf
u∈U

l(x, u)

and choose l in such a way that there exist γ1 ∈ K∞ satisfying

γ1(‖x‖x∗) ≤ l∗(x). (8)

Then, if an asymptotically stabilizing feedback law exists, under suitable bound-
edness conditions on l (for details see [2, Theorem 5.4]; see also [3] for a treatment
in continuous time) there exist δ1, δ2 ∈ K∞ such that the inequality

δ1(‖x‖x∗) ≤ V∞(x) ≤ δ2(‖x‖x∗) (9)

holds. Furthermore, from the optimality principle we can deduce the inequality

V∞(f(x, F (x))) ≤ V∞(x)− l(x, F (x)) ≤ V∞(x)− l∗(x) ≤ V∞(x)− γ1(‖x‖x∗).

Since V∞(x) ≤ δ2(‖x‖x∗) implies ‖x‖x∗ ≥ δ−1
2 (V∞(x)) we obtain

γ1(‖x‖x∗) ≥ γ1(δ−1
2 (V∞(x)))

and thus
V∞(f(x, F (x))) ≤ V∞(x)− γ1(δ−1

2 (V∞(x))).

For the solution xF (n) from (4) this implies

V∞(xF (n)) ≤ σ(V∞(x0), n)

for some suitable σ ∈ KL. Thus, using (9), we eventually obtain

‖xF (n)‖x∗ ≤ δ−1
1 (σ(δ2(‖x0‖x∗ , n))) =: β(‖x0‖x∗ , n).

Using the monotonicity of the involved K∞ functions it is an easy exercise to
show that β ∈ KL. This proves that the infinite horizon optimal feedback indeed
asymptotically stabilizes the equilibrium x∗.

Essentially, this proof uses that V∞ is a Lyapunov function for the closed
loop system (4) controlled by the infinite horizon optimal feedback law F .

3 The relaxed optimality principle

The relation between asymptotic feedback stabilization and infinite horizon op-
timal control paves the way for applying powerful numerical algorithms from
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the area of optimal control to the feedback stabilization problem. Thus, it is no
surprise that in the literature one can find numerous approaches which attempt
to proceed this way, i.e., find a numerical approximation Ṽ ≈ V∞ and compute
a numerical approximation F̃ to the optimal feedback law using

F̃ (x) := argmin
u∈U

{
l(x, u) + Ṽ (f(x, u))

}
. (10)

Examples for such approaches can be found, e.g., in [4–6] for general nonlinear
systems and in [7, 8] for homogeneous systems; the approach is also closely related
to semi–Lagrangian finite element discretization schemes for Hamilton-Jacobi
PDEs, see, e.g., [9, Appendix 1], [10, 11]. All these schemes rely on the fact that
the numerically computed function Ṽ closely approximates the true optimal
value function V∞ and typically fail in case of larger numerical errors.

Unfortunately, however, except for certain special situations like, e.g., un-
constrained linear quadratic problems, even sophisticated numerical techniques
can only yield good approximations Ṽ ≈ V∞ in low dimensional state spaces X.
Hence, in general it seems too demanding to expect a highly accurate numerical
approximation to the optimal value function and thus we have to develop con-
cepts which allow to prove stability of numerically generated feedback laws even
for rather coarse numerical approximations Ṽ .

The main tool we are going to use for this purpose is a rather straightfor-
ward and easily proved “relaxed” version of the dynamic programming principle.
This fact, which we are going to formalize in the following theorem, has been
used implicitly in many papers on dynamic programming techniques during the
last decades. Recently, it has been extensively studied and used by Lincoln and
Rantzer in [12, 13].

In order to formulate the theorem we need to define the infinite horizon value
function V

eF
∞ of a feedback law F̃ : X → U , which is given by

V
eF
∞(x0) :=

∞∑
n=0

l(x eF (n), F̃ (x eF (n))),

where x eF is the solution from (4) with F̃ instead of F .

Theorem 1. (i) Consider a feedback law F̃ : X → U and a function Ṽ : X →
R+

0 satisfying the inequality

Ṽ (x) ≥ αl(x, F̃ (x)) + Ṽ (f(x, F̃ (x))) (11)

for some α ∈ (0, 1] and all x ∈ X. Then for all x ∈ X the estimate

αV∞(x) ≤ αV
eF
∞(x) ≤ Ṽ (x) (12)

holds.
(ii) If, in addition, the inequalities (8) and (9) with Ṽ instead of V∞ hold,

then the feedback law F̃ asymptotically stabilizes the system for all x0 ∈ X.
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Proof. (i) Using (11) for all x = x eF (n), n ∈ N0 we obtain

αl(x eF (n), F̃ (x(n))) ≤ Ṽ (x eF (n))− Ṽ (x eF (n + 1)).

Summing over n yields

α

m∑
n=0

l(x eF (n), F̃ (x eF (n)) ≤ Ṽ (x(0))− Ṽ (x(m)) ≤ Ṽ (x(0)).

For m →∞ this yields that Ṽ is an upper bound for αV
eF
∞ and hence (12), since

the first inequality in (12) is obvious.
(ii) From (11) we immediately obtain

Ṽ (f(x, F̃ (x))) ≤ Ṽ (x)− αl(x, F̃ (x)).

Now we can proceed exactly as in Section 2.2 using αγ1 instead of γ1 in order
to conclude asymptotic stability.

The contribution of Theorem 1 is twofold: On the one hand, in (i) it gives an
estimate for the infinite horizon value V

eF
∞ based on Ṽ and α, on the other hand,

in (ii) it ensures that the corresponding feedback F̃ is indeed asymptotically
stabilizing.

We emphasize the fact that no relation between Ṽ and V∞ is needed in order
to obtain these results. Hence, we can use this theorem even if Ṽ is only a very
rough approximation to V∞, provided, of course, that our numerical scheme is
such that α ∈ (0, 1] satisfying (11) can be found.

In the following two sections we present two numerical approaches for which
this is indeed possible. In Section 4 we discuss an offline optimization method
particularly suitable for low dimensional systems, whose main advantages are the
cheap online evaluation of the feedback and its capability to be easily extended
to hybrid systems, i.e., systems with additional discrete states and switching
rules. In this context we will see that a suitable extension of the basic algorithm
results in a method for which the assumptions of Theorem 1 can be verified.

In Section 5 we investigate receding horizon control, an online optimization
technique particularly suitable for smooth dynamics for which fast online op-
timization is possible even for large scale systems. For these schemes we will
see that Theorem 1 induces conditions on the infinite horizon running cost l
which can be used in order to considerably reduce the complexity of the online
optimization problem.

4 A set oriented and graph theoretic approach

In this section we describe an offline optimization method which is based on
a set oriented discretization method followed by graph theoretic optimization
methods. Since the method is described in detail in [14], here we only sketch the
main ideas and in particular the relevance of Theorem 1 in this context.
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In order to apply the method, we assume that the state space X is a compact
subset of a finite dimensional Euclidean space and consider a partition P of X
consisting of finitely many disjoint sets P , called cells or boxes. For each cell
P ∈ P we define a map F : P × U → 2P by setting

F (P, u) := {Q ∈ P | f(x, u) ∈ Q for some x ∈ P}.

Furthermore, we fix a target region T consisting of cells in P and containing the
desired equilibrium x∗.

The basic idea of the approach as presented in [15] is to define a weighted
directed graph G = (P, E, w) consisting of nodes P, edges E ⊂ P × P and
weights w : E → R+

0 capturing the dynamics of F and the running cost l. This
is accomplished by setting

E := {(P,Q) ⊂ P × P |Q ∈ F (P,U)}

and
w((P,Q)) := inf{l(x, u) |x ∈ P, u ∈ U : f(x, u) ∈ Q}.

For P,Q ∈ P a path p(P,Q) joining P and Q is a sequence of edges e1 =
(P0, P1), e2 = (P1, P2), . . . , el = (Pl−1, Pl) with P0 = P and Pl = Q. Its length is
defined as

L(p(P,Q)) :=
l∑

k=1

w(ek).

The shortest path problem then consists of computing the value

VP(P ) := inf{L(p(P,Q)) |Q ⊂ T}

with the convention inf ∅ = ∞, i.e., it computes the length of the shortest path
in the graph joining P and some cell Q in the target T . Such a shortest path
problem can be efficiently solved using, e.g., Dijkstra’s algorithm, see [15].

This shortest path problem assigns a value to each node of the graph G and
thus to each cell P of the partition P. If for each x ∈ X we denote by ρ(x) ∈ P
the cell containing x, then we can define the numerical value function on X as
ṼP(x) = VP(ρ(x)). For this function it turns out that

ṼP(x) ≤ V∞(x) and ṼPi(x) → V∞(x),

where the convergence holds for subsequently finer partitions Pi with target sets
Ti → {x∗}, see [15]. Furthermore, as shown in [6], under suitable conditions
this convergence is even uniform and the feedback defined using (10) asymptot-
ically stabilizes the system — due to the use of the target set T not necessarily
exactly at x∗ but at least at a neighborhood of x∗, a property called practical
stabilization.

The main limitation of this approach is that typically rather fine partitions
P are needed in order to make the resulting feedback work, thus the method
often exceeds the computer’s memory capability. In other words, we are exactly
in the situation described at the beginning of Section 3.
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A remedy for this problem can be obtained by analyzing the construction
of ṼP in more detail. In fact, the shortest path problem leads to the optimality
principle

VP(P ) = inf
(P,Q)∈E

{w((P,Q)) + VP(Q)}

which by construction of the graph is equivalent to

ṼP(x) = inf
u∈U,x′∈ρ(x)

{l(x′, u) + ṼP(f(x′, u))}.

If we could change this last equation to

ṼP(x) = inf
u∈U

sup
x′∈ρ(x)

{l(x′, u) + ṼP(f(x′, u))}, (13)

and if F̃ (x) ∈ U denotes the minimizer of (13), then we immediately obtain

ṼP(x) ≥ l(x, F̃ (x)) + ṼP(f(x, F̃ (x))),

i.e., (11) with α = 1 — independently of how fine the partition P is chosen.
This is indeed possible by modifying the shortest path problem defining ṼP :
Instead of a set E of edges e = (P,Q) we now define a set H of hyperedges,

i.e., pairs h = (P,N ) with N ∈ 2P , by

H := {(P,N ) ⊂ P × 2P | N = F (P, u) for some u ∈ U}

with weights

w((P,N )) := inf{sup
x∈P

l(x, u) |u ∈ U : N = F (P, u)}

leading to a directed hypergraph. It turns out (see [16, 17]) that Dijkstra’s algo-
rithm can be efficiently extended to hypergraphs, leading to values VP(P ) of the
nodes satisfying the optimality principle

VP(P ) = inf
(P,N )∈H

sup
Q∈N

{w((P,Q)) + VP(Q)}

which is equivalent to the desired equation (13).
In order to illustrate the benefit of this hypergraph approach whose solution

“automatically” satisfies (11) with α = 1, we consider the classical inverted
pendulum on a cart given by(

4
3
−mr cos2 ϕ

)
ϕ̈ +

1
2
mrϕ̇

2 sin 2ϕ− g

`
sinϕ = −u

mr

m`
cos ϕ,

where we have used the parameters m = 2 for the pendulum mass, mr = m/(m+
M) for the mass ratio with cart mass M = 8, ` = 0.5 as the length of the
pendulum and g = 9.8 for the gravitational constant. We use the corresponding
sampled-data system (2) with T = 0.1 and the running cost

l(ϕ0, ϕ̇0, u) =
1
2

∫ T

0

0.1ϕ(t, ϕ0, ϕ̇0, u)2 + 0.05ϕ̇(t, ϕ0, ϕ̇0, u)2 + 0.01u2dt. (14)
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and choose X = [−8, 8]× [−10, 10] as the region of interest.
The following figure compares the two approaches on the respective coarsest

possible partitions on which stabilization was achieved. It is clearly visible that
the hypergraph approach (right) leads to both considerably fewer partition cells
and to a much faster convergence of the controlled trajectory.

Fig. 1. Approximate optimal value function and resulting feedback trajectory for the
inverted pendulum on a 218 box partition using the graph approach (left) and on a 214

box partition using the hypergraph approach (right)

5 A receding horizon approach

Receding horizon control — also known as model predictive control — is proba-
bly the most successful class of optimization based control methods and is widely
used in industrial applications.

In its simplest form, receding horizon control consists in truncating the infi-
nite horizon functional, i.e., for N ∈ N we consider the functional

JN (x0, u) =
N−1∑
n=0

l(xu(n), u(n)), (15)

with optimal value function VN (x0) := infu∈U JN (x0, u).
This problem can be solved by various numerical techniques, e.g. by con-

verting the problem into a static optimization problem with the dynamics as
constraints, which can be solved by the SQP method, cf., e.g., [18].

In order to get a feedback law FN from this finite horizon problem, at each
time instant we measure the current state xn and (online) minimize (15) with
x0 = xn. This yields an optimal control sequence u∗(0), . . . , u∗(N − 1) from
which we obtain the feedback by setting

FN (xn) := u∗(0),

i.e., by taking the first element of the optimal control sequence.
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The questions we want to investigate now is whether this scheme does yield
a stabilizing feedback control FN and, if yes, what is the performance of this
controller, i.e, what is V FN

∞ . Our main motivation for this analysis is to derive
conditions on the running cost l under which we can ensure stability and good
performance even for short optimization horizons N , leading to low complexity
and thus short computational time for solving the online optimization problem.

In the literature, the majority of papers dealing with stability issues of re-
ceding horizon control use additional terminal constraints and costs, typically
requiring x(N) to lie in a neighborhood of the equilibrium to be stabilized. This
modification is known to enhance stability both in theory and in practice, how-
ever, its main disadvantage is that the operating region of the resulting controller
is restricted to the feasible set, i.e., to the set of initial conditions for which the
terminal constraints are feasible. This set, in turn, depends on the optimization
horizon N and, thus, in order to obtain large operating regions, typically large
optimization horizons N are needed leading to complex optimization problems
and high computational effort.

Stability results for receding horizon problems without terminal costs have
been presented in [19, 20] using convergence VN → V∞. Another way to obtain
such results has been pursued in [21] based on the convergence |VN −VN+1| → 0
as N →∞. The next proposition is one of the main results from [21], which will
allow us to apply Theorem 1 to Ṽ = VN and F̃ = FN .

Proposition 1. Consider γ > 0 and N ≥ 2 and assume that the inequalities

V2(x) ≤ (γ + 1)l(x, F1(x)) and Vk(x) ≤ (γ + 1)l(x, Fk(x)), k = 3, . . . , N

hold for all x ∈ X. Then the inequality

(γ + 1)N−2

(γ + 1)N−2 + γN−1
VN (x) ≤ VN−1(x)

holds for x ∈ X.

The proof can be found in [21] and relies on a inductive application of the
optimality principle for Vk, k = 1, . . . , N .

Combining Proposition 1 and Theorem 1 we immediately arrive at the fol-
lowing theorem, which was first proved in [21].

Theorem 2. Consider γ > 0, let N ∈ N be so large that (γ +1)N−2 > γN holds
and let the assumption of Proposition 1 holds. Then the inequality

(γ + 1)N−2 − γN

(γ + 1)N−2
V∞(x) ≤ (γ + 1)N−2 − γN

(γ + 1)N−2
V FN
∞ (x) ≤ VN (x) ≤ V∞(x)

holds. If, in addition, the inequalities (8) and (9) hold, then the feedback law FN

asymptotically stabilizes the system.
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Proof. First note that the first and the last inequality in the assertion are obvi-
ous. In order to derive the middle inequality, from Proposition 1 we obtain

VN (f(x, FN (x))− VN−1(f(x, FN (x))) ≤ γN−1

(γ + 1)N−2
VN−1(f(x, FN (x)).

Using the optimality principle for VN

VN (x) = l(x, FN (x)) + VN−1(f(x, FN (x))

and the assumption of Proposition 1 for k = N , we obtain the inequality
VN−1(f(x, FN (x)) ≤ γl(x, FN (x)) and can conclude

VN (f(x, FN (x))− VN−1(f(x, FN (x))) ≤ γN

(γ + 1)N−2
l(x, FN (x)).

Thus, using the optimality principle for VN once again yields

VN (x) ≥ l(x, FN (x)) + VN (f(x, FN (x)))− γN

(γ + 1)N−2
l(x, FN (x))

implying the assumption of Theorem 1(i) for Ṽ = VN with

α = 1− γN

(γ + 1)N−2
=

(γ + 1)N−2 − γN

(γ + 1)N−2

and thus the asserted inequalities.
Asymptotic stability now follows immediately from Theorem 1(ii) since the

proved inequality together with (8) and (9) implies (9) for Ṽ = VN .

We emphasize that the decisive condition for stability is (γ + 1)N−2 > γN . In
particular, the larger γ is, the larger the optimization horizon N must be in
order to meet this condition. Hence, in order to ensure stability for small N , we
need to ensure that γ is small.

An estimate for γ can, e.g., be obtained if a null–controlling control sequence
is known, i.e., if for each x0 we can find a sequence u ∈ U such that l(xu(n), u(n))
converges to 0 sufficiently fast. In this case, for each k ∈ N we can estimate

Vk(x0) ≤ V∞(x0) ≤ J∞(x0, u) and l∗(x0) ≤ l(x0, Fk(x0))

and an estimate for γ can then be computed comparing J∞(x0, u) and l∗(x0). In
particular, such an analysis can be used for the design of running costs l which
lead to small values of γ and thus to stability for small optimization horizons N .

We illustrate this procedure for a control system governed by a reaction-
advection-diffusion PDE with distributed control given by

yt = yx + νyxx + µy(y + 1)(1− y) + u (16)
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with solutions y = y(t, x)1 for x ∈ Ω = (0, 1), boundary conditions y(t, 0) =
y(t, 1) = 0, initial condition y(0, x) = y0(x) and distributed control u(t, ·) ∈
L2(Ω). The corresponding discrete time system (1), whose solutions and control
functions we denote by y(n, x) and u(n, x), respectively, is the sampled-data
system obtained according to (2) with sampling period T = 0.025.

For our numerical computations we discretized the equation in space by finite
differences on a grid with nodes xi = i/M , i = 0, . . . ,M , using backward (i.e.,
upwind) differences for the advection part yx. Figure 2 shows the equilibria of
the discretized system for u ≡ 0, ν = 0.1, µ = 10 and M = 25.

0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Fig. 2. Equilibria for u ≡ 0; solid=asymptotically stable, dashed=unstable

Our goal is to stabilize the unstable equilibrium y∗ ≡ 0, which is possible
because with the additive distributed control we can compensate the whole dy-
namics of the system. In order to achieve this task, a natural choice for a running
cost l is the tracking type functional

l(y(n, ·), u(n, ·)) = ‖y(n, ·)‖2L2(Ω) + λ‖u(n, ·)‖2L2(Ω) (17)

which we implemented with λ = 10−3 for the discretized model in matlab using
the lsqnonlin solver for the resulting optimization problem.

The simulations shown in Figure 3 reveal that the performance of this con-
troller is not completely satisfactory: for N = 11 the solution remains close to
y∗ = 0 but does not converge while for N = 3 the solution even grows.

The reason for this behavior lies in the fact that in order to control the system
to y∗ = 0, in (16) the control needs to compensate for yx, i.e., any stabilizing
control must satisfy ‖u(n, ·)‖2L2(Ω) & ‖yx(n, ·)‖2L2(Ω). Thus, for any stabilizing
control sequence u we obtain J∞(y0, u) & λ‖yx(n, ·)‖2L2(Ω) which — even for
small values of λ — may be considerably larger than l∗(y) = ‖y‖2L2(Ω), resulting
in a large γ and thus the need for a large optimization horizon N in order to
achieve stability.
1 Note the change in the notation: x is the independent state variable while y(t, ·) is

the new state, i.e., X is now an infinite dimensional space.
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Fig. 3. Receding horizon with l from (17), N = 3 (left) and N = 11 (right)

This effect can be avoided by changing l in such a way that l∗(y) includes
‖yx‖2L2(Ω), e.g., by setting

l(y(n, ·), u(n, ·)) = ‖y(n, ·)‖2L2(Ω) + ‖yx(n, ·)‖2L2(Ω) + λ‖u(n, ·)‖2L2(Ω). (18)

For this l the control effort needed in order to control (16) to y∗ = 0 is propor-
tional to l∗(y). Thus, γ is essentially proportional to λ and thus, in particular,
small for our choice of λ = 10−3 which implies stability even for small optimiza-
tion horizon N . The simulations using the corresponding discretized running cost
illustrated in Figure 4 show that this is indeed the case: we obtain asymptotic
stability even for the very small optimization horizons N = 2 and N = 3.
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Fig. 4. Receding horizon with l from (18), N = 2 (left) and N = 3 (right)
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