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Abstract

Correlated electron dynamics play an important role for nonlinear and linear processes in atoms and molecules such as strong field and photoabsorption excitations. However, the theoretical description of correlation is generally difficult. Furthermore, strong field applications require a nonperturbative treatment. In principle the time-dependent many-electron Schrödinger equation (TDSE) provides the exact solution for any type of process, but the numerical workload becomes too big even for small systems in strong fields.

Here time-dependent density functional theory (TDDFT) presents an alternative as it both accounts for correlation effects and allows for a nonperturbative approach of the strong field regime. TDDFT is an exact reformulation of the TDSE, where the problem of many interacting electrons is mapped onto the Kohn-Sham system of noninteracting particles which reproduces the exact electronic density. As this auxiliary system relies on single particle equations numerical calculations can be performed much more efficiently than in the TDSE case. In the Kohn-Sham system all non-classical many-body effects are incorporated in the exchange-correlation potential which is in general unknown and needs to be approximated. This approach constitutes a well-defined way to deal with the many-body problem.

An important aspect of the necessary approximations regards the treatment of so-called memory effects in the exchange-correlation potential. The latter quantity is in general an unknown functional which depends nonlocally in space on the previous history of the electronic density. The neglect of the nonlocality in time and hence of memory effects constitutes the adiabatic approximation. In practice this approach is usually combined with an approximation of the spatial nonlocality. This combination complicates the interpretation of TDDFT results. Especially in the context of strong fields TDDFT is affected by problems whose relations to memory effects are not well understood up to know. But also in the case of linear excitation spectra memory effects play an important role. It is the goal of this thesis to investigate the connection between memory effects and correlated electron dynamics in strong and weak fields.

To this end one-dimensional two-electron singlet systems are studied as in this case it is possible to compute both the solution of the TDSE as an exact benchmark and the relevant quantities of TDDFT. At the same time these systems include the one-dimensional helium atom model, which is an established system to investigate the crucial effects of correlated electron dynamics in external fields.

The studies presented in this thesis show that memory effects are negligible for typical strong field processes. Here the approximation of the spatial nonlocality is of primary importance. For the photoabsorption spectra on the other hand the neglect of memory
effects leads to qualitative and quantitative errors, which are shown to be connected to transitions of double excitation character. To develop a better understanding of the conditions under which memory effects become important quantum fluid dynamics has been found to be especially suitable. It represents a further exact reformulation of the quantum mechanic many-body problem which is based on hydrodynamic quantities such as density and velocity. Memory effects are shown to be important whenever the velocity field develops strong gradients and dissipative effects contribute. This has consequences for the interpretation of the electrons as a viscoelastic fluid. These and further results have been reported in four publications which are attached at the back of this thesis.
Kurzfassung


Zu diesem Zweck werden eindimensionale Zwei-Elektronen-Singulett-Systeme untersucht, da hier sowohl die Lösung der TDSE als exakte Referenz als auch die Berechnung der relevanten TDDFT-Größen möglich ist. Gleichzeitig schließen diese Systeme das eindimensionale Helium-Atom-Modell ein, das ein etabliertes System zur Untersuchung der
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Part I

Introduction
1 Motivation

Power is nothing without control.
Pirelli advertisement slogan

Today strong lasers can generate field strengths comparable to those experienced by valence electrons in atoms and molecules\textsuperscript{15}. This allows to directly ionize atoms or to break molecular bonds. As strong laser fields do also have the ability to align and orient molecules\textsuperscript{68}, these techniques can be used to visualize and manipulate simple chemical processes.

Furthermore the interaction of strong fields and atoms or molecules can be used to generate high intensity attosecond pulses\textsuperscript{15,35,37}. The latter now also match the time scales of electronic motion which makes them an even more powerful tool to analyze and manipulate atomic and molecular processes. Of course there is great hope that one day these techniques can be used to control and steer electron dynamics.

However, while laser technology provides us with mighty tools to probe the molecular world, even the interaction of simple atoms with powerful external fields is only poorly understood. The reason for this is that the mutual Coulomb interaction of electrons plays an important role for their strong-field dynamics. Furthermore, many available theoretical techniques apply only to interactions with weak external fields, which obviously do not include the high-intensity regime.

But even in the weak field linear response regime electronic correlations are not easily accounted for. Here they qualitatively and quantitatively influence the excitation spectra of atoms and molecules, which constitute a primary source of information on the properties of matter.

So if one really wants to understand and control the electron dynamics in external fields there is definitely a need for fully-correlated and also non-perturbative theoretical approaches. One such approach is provided by time-dependent density functional theory (TDDFT). TDDFT represents an exact reformulation of the quantum many-body problem that enables practical calculations when certain well-defined approximations are introduced. An important aspect of this approximation process is the treatment of so-called memory effects. It is the purpose of this thesis to investigate the influence of memory on correlated electron dynamics in strong and weak field applications.

These two regimes are introduced in chapter 2, followed by a discussion of the relevant theoretical concepts in chapter 3. Thereafter we present the systems used for our studies in chapter 4. The obtained results are presented in chapter 5, where we focus on the key results of four publications related to this work. The original publications which are referred to as \textit{Pub1 - Pub4} are provided at the back of this thesis.
Towards the end of university quantum mechanic courses probably all of us have experienced a moment of disillusionment: Having mastered the analytically solvable one-electron problems, of which the hydrogen atom is the most prominent representative, we encounter the threatening many-particle problem, that haunts also many other areas of physics. Suddenly the rigor of the full Schrödinger equation apparently has to be abandoned in favor of a list of recipes that either apply to specific situations only or involve strong approximations. This is the negative way of looking at it.

From a positive point of view we have already reached the ground on which modern physics confronts some of its most interesting challenges. In this chapter we will illustrate this situation for finite many-body quantum systems, specifically in the context of atomic physics. Consequently the many-electron regime is entered by proceeding from hydrogen to helium. As we will see in the following, the addition of a second electron does already introduce some of the most crucial aspects of correlation that are topics of current research. These affect atomic spectra as well as ionization dynamics in the course of interaction with a strong laser field. In this context, atomic systems also serve as an important benchmark for correlated electron dynamics in molecules.

### 2.1 Electrons in weak fields

The electronic excitation spectrum of an atom can be determined experimentally by spectroscopic means, i.e., by studying the interaction of the atom with the light field. From a theoretical point of view this amounts to investigating electronic transitions between ground and excited states of the system. Usually this problem is treated within linear response theory for weak perturbations by the external field. In this section we will sketch some of the general challenges for theoretical approaches.

Our qualitative understanding of many-electron atoms is based on the independent particle picture, which assumes that each electron only interacts with the effective field generated by the nucleus and the other electrons\textsuperscript{23,43,69}. When this concept is applied to atoms in their ground states it leads to an approximate build-up scheme for atomic many-electron systems. The resulting shell-structure is the basis for the periodic table.
of the elements$^{23,43}$. Here we discuss its consequences for the description of excited states of atoms in the context of helium.

In the helium ground state both electrons are assumed to occupy their lowest eigenstates, i.e., we have a $1s^2$ state in the usual notation. The bound excited states correspond to single excitations, i.e., one electron remaining in the $1s$ state and the other one occupying one of the excited single particle states. The corresponding spectrum displays the characteristic atomic level spacing shown in figure 2.1, which is a consequence of the Coulombic asymptotics of the effective single-particle potential. Thus, with increasing energy the spectrum will go through a Rydberg series and finally cross over into the continuum at the first ionization threshold $I_1$ where one electron gets ionized and a He$^+$ ion remains. This part of the helium spectrum is found to be properly classified by the independent particle picture.

When it comes to the quantitative description the independent particle picture is only applicable to the high single excitations. Here the excited electron is “far away” from the nucleus and the ground state electron, so that the effective field concept works well. However, this is only a tiny part of the whole spectrum. When one electron is excited to one of the lower energy levels the system is more appropriately described by a configuration of two interacting electrons in the field of the nucleus. Thus effects like particle exchange and correlation become important. These lead to corrections of the independent particle picture.

Another more spectacular situation, where the independent particle picture is questionable, is provided by doubly exited states. Here both electrons occupy excited states. As we see in the right part of figure 2.1 this leads to a situation where due to the spacing of the energy levels the doubly excited configuration is energetically no longer in the discrete part of the spectrum but above the first ionization threshold. Hence the double
Excitations are configurations with a discrete spectral structure that are embedded in the continuum. The double excitations form resonances because they are degenerate with a single excitation, where one electron is ionized. These states are known as autoionizing or Fano resonances\[^{22,26}\].

The independent particle picture can still be used to classify the double excitations according to $2s^2$, $2s2p$ etc. and to calculate corresponding transition energies. These predictions were tested by the 1963 key experiment of Madden and Codling\[^{45}\] using synchrotron radiation to obtain the absorption spectrum of helium. As shown in figure 2.2 discrete bound states are indeed present within the single particle continuum. However both the energies and intensities of the observed lines were found not to agree with the predictions. The discrepancies indicate that electronic correlations lead to selection rules and quantitative corrections that are crucial for these double excitations\[^{6,69}\].

The importance of electronic correlations for the double excitations makes sense also in the context of their resonance character: As mentioned above they can decay via autoionization by transferring energy between both electrons. This means that one electron has to lose energy by falling back to a lower level, so that the other electron can take up this energy and escape from the atom\[^{69}\]. Thus there is a need of the two electrons to interact with each other in a dynamical and correlated way which is not accounted for by the independent particle description.

The autoionizing resonances are ubiquitous in the remaining spectrum of helium up to the double ionization threshold where both electrons leave the atom: A whole Rydberg series of resonances appears below the second ionization threshold $I_2$ at which one electron is removed and the helium ion remains in the first excited configuration. Further resonant series appear below each ionization threshold and even start to overlap with each other for higher energies. This leads to an ever increasing complexity as we approach the two-particle ionization threshold. Correlation effects in this part of the spectrum are the topic of a whole field of research\[^{69}\].

---

**Figure 2.2:** Absorption spectrum of helium according to Madden and Codling\[^{45}\]. There are clear signatures of discrete resonances embedded in the single particle continuum.
We have seen that already for the spectrum of an atom as simple as helium electronic correlation produces significant qualitative and quantitative effects. To account for these features we need a linear response formulation that properly accounts for correlation. One such method is linear density response theory that will be introduced later in the context of TDDFT.

2.2 Electrons in strong fields

In the previous section we have seen that correlated electron dynamics are important for the correct description of electronic transitions in atoms. The underlying theory was based on the assumption that the applied external field, which triggers the excitation, is weak. This condition allows one to use first-order perturbation theory for the light-matter interaction. As a result only one-photon absorption or emission processes are accounted for. But due to modern laser technology it is possible today to expose atoms also to very strong fields of high photon intensity. This is the regime of multiphoton processes, where perturbative approaches are no longer applicable.

Once again the helium atom has turned out to be a prototype for the relevant physics. Its strong field ionization yields, shown in figure 2.3, have been explored in the 1994 experiment by Walker et al. The single ionization yield \((\text{He} \rightarrow \text{He}^{+} + e^{-})\) is correctly explained by single active electron calculations, where one electron is kept fixed together with the nucleus. On the other hand the double ionization (DI) yield \((\text{He} \rightarrow \text{He}^{2+} + 2e^{-})\) is enhanced by several orders of magnitude compared to calculations assuming a sequential process where one electron is removed after the other. Consequently, the increased double ionization yield has been termed nonsequential. The corresponding structure of the curve is usually referred to as the double ionization “knee”.

It took the combined effort of theoretical and experimental studies to establish the so-called “recollision” mechanism as a partly classical explanation for the enhanced DI yields.

This mechanism assumes that the first electron escapes to the continuum either through tunnel or multiphoton ionization. In a second step this electron is accelerated in the laser field. Now two things can happen: If the electron takes up enough energy in the laser field to escape from the atom-laser system, single-electron ionization takes place. If, however, the electron gets pushed back by the field towards the atom it becomes a rescatter electron which can enter three possible reaction channels: (1) The rescatter electron recombines with the ion and a photon is emitted. Its energy is determined by the ionization potential of the atom and the kinetic energy of the rescatter electron. This process leads to high harmonic generation. (2) The returning electron scatters off the ion and is accelerated further by the field. This leads to highly energetic photo electrons. (3) The rescatter electron kicks out a second electron and both electrons leave the atom simultaneously. This is the nonsequential double ionization introduced above.

From the recollision model we see immediately that the double ionization process
2.2 Electrons in strong fields

Figure 2.3: Single and double ionization yields of helium exposed to linearly polarized laser light of 780 nm wave length. Experimental values (dots) are compared to calculations (solid lines) which are based on the single active electron model for the He$^+$-yield and on a sequential process for the double ionization yield (see text). From Walker et al.$^{84}$.

does crucially depend on electron-electron correlation. Hence it is not surprising that, e.g., time-dependent Hartree-Fock methods fail to reproduce the DI knee.$^{38,62}$ As a consequence, there is great hope that correlated methods like TDDFT will be able to describe this type of process.$^{52}$
3 Theoretical background

There is a theory which states that if ever anyone discovers exactly what the Universe is for and why it is here, it will instantly disappear and be replaced by something even more bizarre and inexplicable. There is another theory which states that this has already happened.

‘The restaurant at the end of the universe’
by Douglas Adams

We have seen that correlated electron dynamics is crucial for the correct description of electronic excitations and the interaction with intense laser fields. Furthermore, the latter application requires a nonperturbative time-dependent approach.

Of course all these requirements are met by the Schrödinger equation for the many-body problem but only at a tremendous computational cost. We will briefly discuss this approach mainly to introduce the formalism and highlight the difficulties. Then we will introduce first static density functional theory (DFT) followed by its time-dependent formulation TDDFT. We will also briefly touch quantum fluid dynamics which is intimately related to TDDFT and turns out to provide useful complementary information on certain aspects of correlated dynamics.

3.1 Wave function theory

The static \( N \)-electron problem is described by the Hamiltonian

\[
H_0 = T + V_{\text{ext},0} + V_{\text{ee}} = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i=1}^{N} v_{\text{ext},0}(r_i) + \frac{1}{2} \sum_{i>j}^{N} \frac{e^2}{|r_i - r_j|}. \tag{3.1}
\]

This means that we neglect relativistic effects and make use of the Born-Oppenheimer approximation to obtain a separate electronic problem on time scales where the atomic nuclei are static. The external potential \( v_{\text{ext},0} \) is due to the positively charged ions. This system is described by the static Schrödinger equation (SE) \( H_0 \psi_i = E_i \psi_i \), where \( \psi_i(r_1, r_2, ..., r_N) \) is the spatial wave function of the \( i \)th eigenstate of the Hamiltonian (3.1). As we will only be concerned with spin-unpolarized systems and external fields that do not couple to the spin we suppress any reference to the spin in the following chapters.
When a time-dependent electrical field is applied externally its potential is combined with that of the ions so that we have

$$H = H(t)$$

with

$$v_{\text{ext}}(r,t)$$

instead of

$$v_{\text{ext},0}(r)$$.

The evolution of the system is now governed by the time-dependent Schrödinger equation (TDSE)

$$i\hbar \frac{\partial}{\partial t} \psi(r_1, r_2, ..., r_N, t) = H \psi(r_1, r_2, ..., r_N, t).$$

The solution $\psi$ is a highly complicated $(3N + 1)$-dimensional object which contains the complete information about the system at time $t$. Thus it can provide us with the expectation value of any quantum mechanical operator $\hat{Q}(t)$ according to

$$Q(t) = \langle \psi | \hat{Q} | \psi \rangle.$$

Two important quantities for our purposes are the density operator

$$\hat{n}(r) = \sum_{j=1}^{N} \delta(r - r_j)$$

and the current density operator

$$\hat{j}(r) = \frac{\hbar}{2i} \sum_{j=1}^{N} (\nabla_j \delta(r - r_j) + \delta(r - r_j) \nabla_j).$$

Their expectation values $n(r,t)$ and $j(r,t)$ are related by the continuity equation

$$\dot{n}(r,t) = -\nabla \cdot j(r,t).$$

The calculation of the atomic spectra is trivial if the SE can be solved as the excited states properties can easily be obtained from the $\psi_i$ and $E_i$. However even for simple two-electron atoms sophisticated approaches are required to obtain the $E_i$ of highly excited states let alone the actual eigenstates $\psi_i$. Thus, numerical approaches to the spectra based on the full SE are out of the question for many-electron systems.

In the case of the strong field double ionization process the observables of interest are the ionization yields. Their practical definition is based on the pair density

$$\rho(r_1, r_2, t) = N(N - 1) \int d^3r_3... \int d^3r_N |\Psi(r_1, ..., r_N, t)|^2$$

for times $t$ long after the laser pulse. As $\rho$ represents the probability density to find one electron at $r_1$ and another at $r_2$, integrals over certain regions of space can provide the desired ionization yields. This is visualized in figure 3.1 for a one-dimensional projection. Integrating the pair density, e.g., over the shaded areas, where both electrons are sufficiently far away from the nucleus at the origin provides the double ionization probability.

To construct the pair density we need the time-dependent wave function for the whole double ionization process. But in order to represent the full dynamics of the rescatter process introduced above, tremendous grid sizes are required. As the wave function of
3.2 Static density functional theory

Our first goal is a reformulation of the $N$-electron ground state problem as represented by (3.1). This means that we need a new basic variable that replaces the complicated $3N$-dimensional wave function. As we will see in the following a suitable alternative is provided by the electronic density.

3.2.1 The Hohenberg-Kohn theorem

Static density functional theory is founded on the famous Hohenberg-Kohn (HK) theorem\textsuperscript{33}. It provides the mathematical proof that there exists a unique mapping between the ground state potential $v_{\text{ext},0}$ and the ground state density

$$n_0(r) = N \int \int ... \int |\psi_0(r, r_2, ..., r_N)|^2 \, d^3r_2 \, d^3r_3 ... d^3r_N$$

(3.7)

for a fixed number of electrons $N$ and a specified type of interaction $V_{\text{ee}}$. The implications of the HK theorem cannot be overestimated: The electronic density as a mere function of 3 spatial coordinates completely determines $v_{\text{ext},0}$ and hence $H_0$. But from $H_0$ follows $\psi_0$ as a function of $3N$ spatial coordinates, which can in turn be used to obtain any ground state observable. As the Hamiltonian also determines the $\psi_i$ for $i > 0$, even excited state properties should in principle be encoded in the ground state density.

Figure 3.1: Integration regions for the pair density. The electrons are assumed to be bound when they are both in the box of width $2a$ around the nucleus.
Unfortunately the HK theorem does just provide uniqueness and existence information, i.e., it is not a constructive proof that tells us how to actually calculate $\psi_0$ from $n_0$. This means that up to now we know nothing more than that $v_{\text{ext},0}[n_0]$ and $\psi_0[n_0]$ represent well-defined functionals.

### 3.2.2 The static Kohn-Sham system

In order to obtain a practical implementation of DFT a further step is required. As mentioned above the HK mapping can be established for any type of electron-electron interaction. Thus the theorem does also hold for particles which do not interact at all. This property is the basis for the Kohn-Sham (KS) system of $N$ independent auxiliary particles\textsuperscript{36}. These particles are described by orbitals $\varphi_j(r)$, which are constructed so that the resulting density

\[
n_0(r) = \sum_{j=1}^{N} |\varphi_j(r)|^2 \tag{3.8}
\]

is equal to the true interacting density. The orbitals are governed by the static KS equation (KSE)

\[
h_0 \varphi_j(r) = \left( -\frac{\hbar^2}{2m} \nabla^2 + v_{s,0}(r) \right) \varphi_j(r) = \varepsilon_j \varphi(r), \tag{3.9}
\]

where the effective KS potential $v_{s,0}[n_0]$ is a unique functional of the density by virtue of the HK theorem.

At this point it is instructive to look back for a moment. In the previous chapter the concepts of independent particles and effective fields or potentials were playing an important role for the understanding of atoms. Now this approach is much more rigorous: First of all it is important to realize that the independent KS orbitals do not represent electrons but just auxiliary particles. Secondly, we no longer attempt to construct the many-particle wave function from single-particle orbitals as, e.g., in Hartree-Fock theory. Instead we construct the interacting many-electron density from single particle orbital densities. Finally, the effective potential is a uniquely-defined multiplicative quantity, which by construction includes all electron exchange and correlation effects in contrast to Hartree-Fock theory, where exchange is handled by a nonlocal integral potential operator and correlation is neglected.

We have seen that simple effective single-particle approaches can already account for important physical properties. This is due to the fact that a significant contribution to any effective potential is of course provided by the ionic $v_{\text{ext},0}$ and by the classical mean field contribution of the electron-electron-interaction, also called Hartree potential,

\[
v_h(r) = e^2 \int \frac{n_0(r')}{|r-r'|} d^3r'. \tag{3.10}
\]

Thus it makes sense to split up $v_{s,0}$ according to

\[
v_{s,0}(r) = v_{\text{ext},0}(r) + v_h(r) + v_{xc,0}(r), \tag{3.11}
\]
3.2 Static density functional theory

where all the nonclassical many-body effects are incorporated into the exchange-correlation (xc) potential $v_{xc,0}$. Due to its relation to the other potentials given by (3.11) the xc potential is also a unique functional of the ground state density.

Up to now, no approximations have been made and we are still dealing with an exact reformulation of the $N$-electron problem. But as $v_{xc,0}[n_0]$ is in general unknown, it needs to be approximated. It is important to note that due to the mathematical rigor of the HK theorem and the construction of the effective potential $v_s,0$ in terms of $v_{xc,0}$ and other components, any approximation enters DFT in a well-defined way. Furthermore there exist exact constraints that $v_{xc,0}$ has to satisfy\textsuperscript{59,60}. They provide guidance for the development of approximate xc functionals.

3.2.3 Static linear density response

When we take the functional derivative of $v_{xc,0}$ evaluated at the ground state density $n_0$ we obtain the static xc kernel

$$f_{xc,0}[n_0](\mathbf{r}, \mathbf{r}') = \left. \frac{\delta v_{xc,0}(\mathbf{r})}{\delta n_0(\mathbf{r}')} \right|_{n_0},$$

(3.12)

which is also uniquely defined by $n_0$. The kernel is the susceptibility for the xc potential response to small perturbations of the ground state density, i.e.,

$$\delta v_{xc,0}(\mathbf{r}) = \int f_{xc,0}(\mathbf{r}, \mathbf{r}') \delta n_0(\mathbf{r}') d^3 r'.$$

(3.13)

When we take the functional derivative of equation (3.11) we see that the xc kernel connects the corresponding susceptibilities $\chi_{-1,0}$ and $\chi_{s,0}$ of the interacting and the KS system according to

$$\chi_{s,0}^{-1}(\mathbf{r}, \mathbf{r}') = \chi_{0}^{-1}(\mathbf{r}, \mathbf{r}') + \frac{e^2}{|\mathbf{r} - \mathbf{r}'|} + f_{xc,0}(\mathbf{r}, \mathbf{r}').$$

(3.14)

Here

$$\chi_{0}^{-1}[n_0](\mathbf{r}, \mathbf{r}') = \left. \frac{\delta v_{ext,0}(\mathbf{r})}{\delta n_0(\mathbf{r}')} \right|_{n_0}$$

(3.15)

describes the response of $v_{ext,0}$ to changes in $n_0$, and $\chi_{s,0}$ is defined analogously.

$\chi_{0}^{-1}$ is the inverse of the interacting density-density response or correlation function, i.e., the linear response of the ground state density $n_0(\mathbf{r})$ to a perturbation $\delta v_{ext,0}$ of the ground state potential is given by

$$\delta n_0(\mathbf{r}) = \int \chi_0(\mathbf{r}, \mathbf{r}') \delta v_{ext,0}(\mathbf{r}') d^3 r'.$$

(3.16)

Again a similar equation holds for the noninteracting density response.

Hence we see that also on the level of static linear response theory the xc contribution (in the form of the kernel) allows to obtain the interacting density response from the noninteracting one\textsuperscript{28,59}. This concept is important for the computation of the exact transition energies and oscillator strengths in the context of TDDFT, which will be introduced further below.
3 Theoretical background

3.2.4 Approximate static density functionals

In the previous sections we have set up the formal framework of static Kohn-Sham DFT and identified the need to develop approximate density functionals for \( v_{xc,0}[n_0] \). These approximations are required to solve the KS equations iteratively until self-consistency of the KS orbitals and \( v_{xc,0} \) is reached.

We will not go into the details of xc functional development in DFT here. For our purposes it is sufficient to note that most approximations can be classified according to their degree of nonlocality with respect to the density. An extreme case is provided by the local density approximation which assumes that \( v_{xc,0} \) depends on the density only locally.\(^{33,36}\) Hence it should be approximately valid for the case of slowly varying densities. Nevertheless it has been found to perform surprisingly well also in other cases.

There is another important aspect of functional development that has only appeared indirectly before. When we have solved the KS scheme with the help of an approximate \( v_{xc,0} \) we end up with an approximation of the exact ground state density \( n_0(\mathbf{r}) \). But how can we obtain any further observables? As mentioned before all observables are unique functionals of \( n_0 \) for a nondegenerate ground state, but when the functional dependency is unknown, further approximations have to be introduced. As a consequence within DFT the computation of any observable, which is not an explicit functional of the density, is affected by two approximations: that of \( v_{xc,0} \) and that of the observable functional itself.

For our purposes we definitely require information about the transition energies to be able to describe atomic spectra. One obvious possibility is to resort to the KS excited states to construct the transition frequencies in the single particle picture. However, these quantities can only serve as a zeroth order approximation; we need TDDFT to go beyond this level.

3.3 Time-dependent density functional theory

We have seen that DFT provides an attractive approach to include correlation in the description of a static many-electron system in its ground state. On the other hand it does not offer a practical way to determine excited states properties or to tackle fully time-dependent problems. Both challenges are met by TDDFT.

3.3.1 The Runge-Gross theorem

Static DFT is based on the unique mapping between ground state density and external potential provided by the HK theorem. For a time-dependent version of DFT one seeks a similar relation between the time dependent density \( n(\mathbf{r}, t) \) and the external potential \( v_{\text{ext}}(\mathbf{r}, t) \) which may now include external fields that vary in time. This connection can indeed be established for potentials \( v_{\text{ext}}(\mathbf{r}, t) \), that are Taylor-expandable around the initial time \( t_0 \), through the Runge-Gross (RG) theorem.\(^{40,66}\)
3.3 Time-dependent density functional theory

The RG theorem states that for a given type of particle-particle interaction the initial state $\Psi_0$ at $t_0$ and the time dependent density evolving from $t_0$ uniquely define the external potential $v_{\text{ext}}(r, t)$ up to an additive time-dependent constant. As a consequence $n(r, t)$ and $\Psi_0$ uniquely determine the time-dependent wave function up to a purely time-dependent phase. The latter is not affecting the expectation values of any quantum mechanical operator, which are thus unique functionals of the density and the initial state.

Formally, we have $v_{\text{ext}}[\Psi_0, n(r', t')](r, t)$ and $\psi[\Psi_0, n(r', t')](r_1, ..., r_N, t)$ for $t_0 \leq t' \leq t$. For most applications and also for our purposes the initial state is the ground state of the system, i.e., $\Psi_0 = \psi_0$. As $\psi_0$ is uniquely defined by $n_0$ via static DFT the initial state dependence can be completely absorbed by the density-dependence. Hence for time-dependent processes starting from the ground state we have $v_{\text{ext}}[n(r', t')](r, t)$ for $t_0 \leq t' \leq t$. This means that in TDDFT we do not only have the spatially nonlocal functional relation familiar from static DFT but also a nonlocal history dependence on the density: At a given time $t$, $v_{\text{ext}}(r, t)$ depends on the density at all points in space at all previous times (cf. figure 3.2). The history dependence is usually referred to as memory effects being present in $v_{\text{ext}}(r, t)$ and generally also in any observable.

3.3.2 The time-dependent Kohn-Sham system

Similar to the static case the RG theorem allows one to map the interacting $N$-electron problem to a time dependent Kohn-Sham (TDKS) system of noninteracting particles. These particles are described by orbitals which are governed by the time-
dependent KS equation (TDKSE)

\[ i \hbar \frac{\partial}{\partial t} \varphi_j(r, t) = \left( -\frac{\hbar^2}{2m} \nabla^2 + v_s(r, t) \right) \varphi_j(r, t) \] (3.17)

and, by construction, add up to provide the exact density

\[ n(r, t) = \sum_{j=1}^{N} |\varphi_j(r, t)|^2. \] (3.18)

Here the effective KS potential is defined analogously to the ground state case, i.e.,

\[ v_s(r, t) = v_{\text{ext}}(r, t) + v_h(r, t) + v_{\text{xc}}(r, t). \] (3.19)

Once again we have to pay for this gain in simplicity by introducing the time-dependent xc potential which depends on \( n(r, t) \) at all points in space at previous times (cf. figure 3.2) and needs to be approximated. However as soon as \( v_{\text{xc}} \) is provided we can solve the KS equations for external fields \( v_{\text{ext}}(r, t) \) both in the linear response regime and in a strong field scenario\(^{52}\). Due to the single-particle character of (3.17) this method is expandable to systems of many electrons. The memory in \( v_{\text{xc}} \) is the central concept on which this thesis focuses.

There exist several exact constraints that have to be satisfied by the exact \( v_{\text{xc}} \). One of them is the zero-force theorem\(^{80}\), which states that the net xc force exerted on the whole system vanishes, i.e.,

\[ \int d^3 r \, n(r, t) \nabla v_{\text{xc}}(r, t) = 0. \] (3.20)

This result is a direct consequence of Newton’s third law.

Another important result that is especially important for our purposes is the harmonic potential theorem (HPT)\(^{20}\), which applies to interacting \( N \)-electron systems. If the electrons are confined by a parabolic potential and a time-dependent dipole field is applied, we have \( v_{\text{ext}}(r, t) = (k/2) r^2 + E(t) \cdot r \). Now it can be shown that under these conditions, the electron density is rigidly translated according to \( n(r, t) = n_0(r - X(t)) \).

Here, \( X(t) = (1/N) \int d^3 r \, n(r, t) \) is the center-of-mass coordinate obeying

\[ m \ddot{X}(t) = -k X(t) - E(t). \] (3.21)

Only if the xc potential rigidly follows the translated density, the TDKSE will satisfy the HPT. This property is also denoted generalized translational invariance\(^{80}\).

### 3.3.3 Time-dependent linear density response

TDDFT naturally provides a framework for calculating the time-dependent linear response of the density. Currently this is the most important method available to study
the electrical response of matter in the absence of magnetic fields\textsuperscript{52,55}. It is especially relevant in our case, because the time-dependent density-density response function

\[ \chi(\mathbf{r}, \mathbf{r}', t - t') = \left. \frac{\delta n(\mathbf{r}, t)}{\delta v_{\text{ext}}(\mathbf{r}', t')} \right|_{n_0} \]

(3.22)

can provide the transition energies and oscillator strengths for excitations of the interacting system\textsuperscript{7,11,61,93}. This is most clearly seen from the exact eigenstate representation of its Fourier-transform to frequency-space,

\[ \chi(\mathbf{r}, \mathbf{r}', \omega) = \frac{1}{\hbar} \sum_{n > 0} \left( \frac{\rho_{0n}(\mathbf{r}) \rho_{0n}(\mathbf{r}') - \rho_{0n}(\mathbf{r}) \rho_{0n}(\mathbf{r}')}{\omega - \omega_{0n} + i\eta} \right) \]

(3.23)

with the transition frequencies \( \omega_{0n} = (E_n - E_0)/\hbar \) and the transition densities

\[ \rho_{0n}(\mathbf{r}) = N \int \cdots \int \psi_0(\mathbf{r}, \mathbf{r}_2, ..., \mathbf{r}_N) \psi_n^*(\mathbf{r}, \mathbf{r}_2, ..., \mathbf{r}_N) d^3r_2 ... d^3r_N. \]

(3.24)

Hence the poles of (3.23) immediately provide the exact excitation energies. The corresponding oscillator strengths can be obtained from the residues of \( \chi \).

Now, similar to the case of static linear response (cf. section 3.2.3) the inverse response functions can be related by taking the functional derivative of equation (3.19). This leads to

\[ \chi_s^{-1}(\mathbf{r}, \mathbf{r}', \omega) = \chi^{-1}(\mathbf{r}, \mathbf{r}', \omega) + \frac{\epsilon^2}{|\mathbf{r} - \mathbf{r}'|} + f_{\text{xc}}(\mathbf{r}, \mathbf{r}', \omega). \]

(3.25)

Here the frequency-dependent xc kernel \( f_{\text{xc}}(\mathbf{r}, \mathbf{r}', \omega) \) is the Fourier-transform of the functional derivative of \( v_{\text{xc}} \),

\[ f_{\text{xc}}(\mathbf{r}, \mathbf{r}', t - t') = \left. \frac{\delta v_{\text{xc}}(\mathbf{r}, t)}{\delta n(\mathbf{r}', t')} \right|_{n_0}, \]

(3.26)

which is a retarded function of time. This is a consequence of the memory effects in \( v_{\text{xc}} \).

The exact constraints on \( v_{\text{xc}} \) carry over to the xc kernel in the linear response regime. They lead to sum rules that have to be satisfied by the exact response functions and by the xc kernel\textsuperscript{81}.

Thus TDDFT opens a route for the calculation of a system’s spectral properties based on \( f_{\text{xc}} \). Practical applications usually rely on a matrix formulation\textsuperscript{11} (also called Casida formalism), where the exact excitation energies \( \omega_{0q} \) follow from the eigenvalues \( \lambda_q = \omega_{0q}^2 \) of the matrix

\[ \Omega_{qq'} = \delta_{qq'}\omega_{s,q}^2 + 4 \sqrt{\omega_{s,q} \omega_{s,q'}} F_{qq'}, \]

(3.27)

with \( q = (i, j) \) denoting the occupied-unoccupied KS transition \( i \rightarrow j \) so that \( \omega_{s,q} = (\varepsilon_j - \varepsilon_i)/\hbar \). The coupling term is given by

\[ F_{qq'} = \int \int \varphi_i^*(\mathbf{r}) \varphi_j(\mathbf{r}) f_{\text{xc}}(\mathbf{r}, \mathbf{r}', \omega) \varphi_j^*(\mathbf{r}') \varphi_i(\mathbf{r}') d^3r d^3r'. \]

(3.28)
where the $\varphi_i$ are the KS eigenstates and $f_{\text{xc}}(\mathbf{r}, \mathbf{r}', \omega) = f_{\text{xc}}(\mathbf{r}, \mathbf{r}', \omega) + \epsilon^2/|\mathbf{r} - \mathbf{r}'|$. The oscillator strengths of the exact transitions are obtained from the eigenvectors of $\Omega_{qq'}$.

This shows us that the effects of exchange and correlation correct the bare KS excitation energies to provide the exact ones. These corrections do not just consist of quantitative shifts: Due to the frequency-dependence of $f_{\text{xc}}$ the eigenvalue problem for $\Omega_{qq'}$ constructed out of $N$ KS transitions can generate more than $N$ eigenvalues. This is achieved by “mixing” of KS transitions to obtain additional excitations.

It is also possible to obtain the excited states data without using $f_{\text{xc}}$: The TDKSE (3.17) can be solved in real-time based on $\nu_{\text{xc}}(\mathbf{r}, t)$ for an applied time-dependent perturbation of, e.g., dipole type. As the solution of the TDKSE provides the time-dependent density, the dipole moment

$$d(t) = \int \mathbf{r}(n(\mathbf{r}, t) - n_0(\mathbf{r})) d^3r$$

(3.29)

can be easily obtained. From its Fourier transform one can obtain the dynamic dipole polarizability $\alpha_{ij}(\omega)$ which is related to $\chi$ by

$$\alpha_{ij}(\omega) = \int x_i \chi(\mathbf{r}, \mathbf{r'}, \omega) x_j d^3r d^3r'.$$

(3.30)

In this way the poles and residues of dipole-active transitions can be recovered by studying the dipole spectra. Quadrupole-active transitions analogously require the use of an external quadrupole perturbation ($\text{Pub3}$).

There are thus two complementary ways to obtain excited state properties within TDDFT, one based on $f_{\text{xc}}$ and one on $\nu_{\text{xc}}$. More details on the two approaches can be found in $\text{Pub3}$ and $\text{Pub4}$. Especially the Casida approach is extensively used for the study of atomic and molecular excitations.

### 3.3.4 The adiabatic approximation

When one is faced with the task to find an approximate functional for $\nu_{\text{xc}}$, a common first step is to get rid of its inherent history dependence. This means that the xc potential will no longer depend on the density at previous times but only on the instantaneous density. However, as we have seen before, the time-dependent $\nu_{\text{xc}}$ can only be uniquely defined by the complete history of the density from the initial ground state to the time at which the xc potential is evaluated (cf. figure 3.3 left).

So, how can this prehistory be neglected while retaining a well-defined mapping between density and xc potential? The only known way to establish a unique correspondence between density and $\nu_{\text{xc}}$ as mere functions of space is provided by the Hohenberg-Kohn theorem of ground state DFT, which has been introduced earlier. Consequently, to neglect memory, we have to treat the density at any instant in time as a ground state density, which then uniquely defines a corresponding $\nu_{\text{xc},0}$. This is the essence of the
adiabatically exact (AE) approximation (Publ), which is adiabatic in time but treats the spatial nonlocality exactly. It is a central concept of TDDFT and of this thesis. More formally it implies that \( v_{xc}[n(r', t')](r, t) \) with \( t' \leq t \) is approximated by \( v_{xc,0}[n(r', t)](r, t) \) as shown in figure 3.3.

The adiabatic approximation directly carries over to the xc kernel \( f_{xc} \), which is also replaced by its static counterpart \( f_{xc,0} \) introduced in the context of static linear response. As a consequence the xc kernel loses its frequency-dependence. The effect of the adiabatic approximation is particularly clear in this linear response context: The matrix formulation (3.27) turns into an ordinary eigenvalue problem, which can only produce the same number of excitations as the underlying KS system. Thus the neglect of memory effects leads to excitations that are not accounted for. From this we see that memory effects manifest formally in the matrix equations for the exact excitation energies. Thus any discussion of memory effects in TDDFT is inevitably connected to the linear response theory.

We note here for completeness that the AE approximation satisfies exact constraints such as the zero-force theorem and the HPT.

By means of the adiabatic approximation we have transferred the question for the xc functional back to DFT. However as we have seen before the exact \( v_{xc,0} \) and \( f_{xc,0} \) are also unknown. This means that within adiabatic TDDFT one has to resort to approximate ground state functionals, which can then be used as adiabatic approximation. Again the most extreme case is provided by the adiabatic local density approximation, which is local both in space and time. It is important to note that spatial and temporal nonlocality are intimately related, e.g., it is not possible to construct an approximation that is local in space but nonlocal in time without violating important constraints on the exact \( v_{xc} \).

The combination of spatial and temporal approximations does in many cases complicate the analysis of TDDFT performance. For instance it has been claimed that using an adiabatic approximation of the xc kernel in linear density response theory one will miss doubly excited states. However, it is difficult even to pin down what is meant by
a double excitation in TDDFT. After all the KS system is constructed to reproduce the correct density and not the wave function. Only if the wave function is represented by some set of orbitals does it make sense to talk about single and multiple excitations. Practically it is of course possible to construct product wave functions out of the KS orbitals. To tell whether an exact transition is of double excitation character one would need to project the KS product states on the fully correlated excited state wave function. But the latter is in general not available.

Even if we would somehow know that a specific excitation is of double excitation character, it is very difficult to tell how the matrix eigenvalue problem (3.27) does generate it. This is especially questionable if not the adiabatically exact xc kernel is used but only a spatial approximation of $f_{xc,0}$. It is one of the goals of this thesis to shed some light on the relation between the concept of double excitation and the role of memory in linear density response theory.

Finally we come to the TDDFT performance in the strong field regime. Here TDDFT has been successfully applied to the study of clusters$^{10,12,65}$ and high harmonic generation. However it has been found that the common functionals for $v_{xc}$ that are adiabatic in time and approximate in space fail to reproduce the crucial features of the double ionization process like the knee structure$^{38,62}$. As no explicit density functionals exist for the ionization yields (cf. section 3.1) they have to be approximated within TDDFT$^{91}$. So there are two possible sources for TDDFT’s failure: the approximation of $v_{xc}$ and that of the ionization yields. However it has been shown$^{38}$ that the qualitative error (the missing knee) is due to the approximation of $v_{xc}$ whereas the ionization yields introduce a quantitative error. In the following we will only be concerned with the more fundamental problem of obtaining the correct density evolution for a strong field process. This means that we will focus on the approximation of $v_{xc}$.

It has been commonly believed, that due to the highly nonlinear dynamics in the applied field the wave function builds up a complicated phase dependence. As this phase information should somehow be reflected in the memory effects of $v_{xc}$ it has been assumed, that the strong field failure is mainly due to the adiabatic approximation that is memory-free. On the other hand some recent results indicated that spatially nonlocal effects in $v_{xc}$ can account for much of the strong-field behavior$^{42,90}$.

So in the strong field regime there is also some need to clarify the role of memory effects. Here it is rather more difficult to pin down the underlying mechanisms as a formal manifestation of memory like in the linear response regime is absent. Thus both regimes have to be considered together to make some progress in memory-related questions.

It is the purpose of this thesis to clarify the role of memory effects in the linear response regime and for strong-field excitations in the nonlinear regime. To achieve this the spatial approximation of $v_{xc}$ and $f_{xc}$ has to be separated from the adiabatic one, i.e., we really need to obtain the AE approximation which is exact in space. Although this approximation is generally unknown, it can be constructed in certain cases as we will see in chapter 4.
3.4 Quantum fluid dynamics

For the understanding of memory effects in TDDFT it is instructive to exploit another closely related reformulation of the quantum many-body problem. This approach which is called quantum fluid dynamics (QFD) is almost as old as wave-function quantum mechanics itself. It was introduced in 1926 by Madelung\textsuperscript{46} for the one-electron problem described by the wave function $\varphi(r, t)$. The equations are obtained by inserting $\varphi(r, t) = R(r, t)e^{i\alpha(r, t)}$ with $R$ and $\alpha$ real into

$$i\hbar \partial_t \varphi(r, t) = \left( -\frac{\hbar^2}{2m}\nabla^2 + v_{\text{ext}}(r, t) \right) \varphi(r, t). \tag{3.31}$$

Now, real and imaginary part of the equation can be separated. Introducing the electronic density $n$ according to $R^2 = |\varphi|^2 = n$ and defining the velocity field $u = \frac{\hbar}{m}\nabla\alpha$ one arrives at

$$(\partial_t + \mathbf{u} \cdot \nabla)n = -n \nabla \cdot \mathbf{u} \tag{3.32}$$

and

$$m(\partial_t + \mathbf{u} \cdot \nabla)u_j = -\frac{1}{n}\partial_i P_{ij}^1 - \partial_j v_{\text{ext}}, \tag{3.33}$$

where we use index notation and the Einstein sum convention. Here,

$$P_{ij}^1 = \frac{\hbar^2}{4m} \left( \frac{(\partial_i n)(\partial_j n)}{n} - \delta_{ij} \nabla^2 n \right) \tag{3.34}$$

is the single particle quantum stress tensor\textsuperscript{17,25,72}. These equations show strong analogies to the continuity and momentum equations of classical fluid dynamics\textsuperscript{19,25,34}.

It is also possible to obtain QFD equations for a system of $N$ interacting particles\textsuperscript{72–74}. These equations follow from the Heisenberg equations of motion for the density and the current,

$$\partial_t n(r, t) = \frac{i}{\hbar} \langle [H, \hat{n}(r, t)] \rangle, \tag{3.35}$$

$$\partial_t j(r, t) = \frac{i}{\hbar} \langle [H, \hat{j}(r, t)] \rangle, \tag{3.36}$$

where $\hat{n}$ and $\hat{j}$ are the operators defined in equations (3.3) and (3.4). Introducing the velocity $\mathbf{u} = \mathbf{j}/n$ one arrives at

$$(\partial_t + \mathbf{u} \cdot \nabla)n = -n \nabla \cdot \mathbf{v}, \tag{3.37}$$

$$m(\partial_t + \mathbf{u} \cdot \nabla)u_j = -\frac{1}{n}\partial_i P_{ij} - \partial_j (v_{\text{ext}} + v_h). \tag{3.38}$$

Now the quantum stress tensor $P_{ij}$ is a complicated function of two-point quantities like the pair-correlation function that can be derived from the $N$-particle wave function\textsuperscript{72–74}. This dependency seems to imply that not much has been gained by the reformulation.
One needs additional equations for the two-point quantities, which would lead us to the famous Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy of equations which is ubiquitous in many-particle physics and appears here in a hydrodynamic version \(^19\).

On the other hand we can now evoke the RG theorem, which tells us that the wave-function and hence \(P_{ij}\) are unique functionals of the density. From the continuum mechanics point of view we are thus dealing with an electron fluid, and its material properties are defined by an unknown but well-defined constitutive relation \(P_{ij}[n]\). This means that the system of equations (3.37), (3.38) can be formally closed. In the same spirit it is possible to derive fluid equations for a system of noninteracting KS particles.

It might seem a bit odd that few-particle problems are cast into a hydrodynamic form. After all we know that a classical fluid description can only be obtained for the continuum limit of an enormous amount of particles. However in quantum mechanics we already start from a continuum or field description in terms of the wave function. Thus the transition to QFD is an exact reformulation and does not depend on continuum assumptions\(^{16,19}\).

The QFD approach represents an alternative approach to Kohn-Sham TDDFT: The density is the basic variable and the mathematical rigor of the method relies also on the RG theorem. But instead of mapping the many-particle problem on the noninteracting KS system, we resort to a fluid description introducing the velocity as a secondary variable. To get a practical scheme one needs to approximate \(P_{ij}\)\(^{19}\).

It is interesting to note that in the QFD picture the quantum mechanical eigenstates correspond to stationary configurations \((\partial_t n = \partial_t u = 0)\) which are either static \((u = 0)\) or dynamic \((u \neq 0)\)\(^{25,74}\). The ground state is stable with respect to small perturbations while the excited states are unstable\(^{25}\).

Recent applications of the QFD approach range from transport and turbulence in nanostructures\(^{8,16,17,19}\) to the description of the atomic shell structure in terms of viscoelastic stress balances\(^{70}\).

For our purposes it is not required to turn the QFD formulation into a practical scheme for computations. It will rather serve as a conceptual framework to gain a better understanding of memory effects in TDDFT.
4 The two-electron singlet system

Time flies like an arrow;
fruit flies like a banana.
Groucho Marx

When we want to investigate the role of memory effects in the TDDFT description of correlated electron dynamics, we need to study a system that is both physically relevant for the questions we ask and numerically tractable. With respect to the first requirement we may conclude from chapter 2 that a two-electron system like helium does already show the important features of correlated electron dynamics both in the linear and nonlinear regime.

The numerical considerations are more involved: First of all we need a benchmark system, which defines the exact solution. Of course the ultimate benchmark are experimental measurements which could be compared to the TDDFT results. But the experiment does neither provide the sophisticated control of the system, nor does it yield all the quantities that we need for our comparison with TDDFT calculations. To gain detailed insight into the mechanisms of TDDFT we need a benchmark system which provides an exact controllable reference on all levels: the time-dependent density, excited states properties, ionization yields etc. We basically need the exact correlated wave function itself!

However, as mentioned before, the TDSE solution for a typical strong field process for helium is not available. As the electron number cannot be reduced any further the only option is thus to reduce the dimensionality of the problem. Fortunately it is already well established that also the one-dimensional (1D) helium (singlet) atom captures most of the crucial correlated electron physics\textsuperscript{3,30,38,39,41,44}. In fact it has been the workhorse of the theoretical investigation of the helium double ionization effect. For the interaction with a strong linearly polarized laser field the major electron dynamics happens along the polarization axis so that a one-dimensional approach can account for most aspects. Also for the exploration of highly excited states the 1D system provides a relevant model system\textsuperscript{31,57,64}.

The 1D helium atom belongs to a broader class of one-dimensional two-electron singlet systems. These systems are the “fruit flies” of correlated electron dynamics in the context of atomic physics. They are used to study phenomena such as strong field ionization, resonant states\textsuperscript{30} and quantum chaos\textsuperscript{64,85}. At the same time they possess the attractive intuitive relation to what we remember from our quantum mechanic courses: one electron in one dimension, which can be solved analytically. Now we just add a
second one and although most formulas still look familiar we are already confronted with many new physical phenomena. The theoretical and numerical properties of one-dimensional two-electron singlet systems will be discussed in the following. Several new concepts developed in the course of this thesis will also be introduced on the way.

Here and in the following we will mostly use Hartree atomic units denoted by “a.u.”. This means that energies are given in Hartrees and distances in Bohr.

4.1 Theoretical description

The 1D two-electron singlet system possesses several advantageous features that are manifest in all three approaches to the quantum many-body problem presented in the previous chapter. These aspects will be briefly outlined here.

In wave function quantum mechanics the two-electron singlet is treated by splitting off the antisymmetric spin part from the wave function. As we are not interested in interactions that couple to the spin we can neglect this part. This means that we are dealing with a symmetric spatial two-particle wave function, i.e., with fully correlated eigenstates $\psi(z_1, z_2)$ and time-dependent wave functions $\psi(z_1, z_2, t)$. The Coulomb singularity requires special attention in 1D as it prevents the electrons from bypassing each other or the nucleus (when dealing with an atomic system). The common approach here is to replace the Coulomb potential by the soft-core interaction $W(z) = e^2/\sqrt{z^2 + 1}$ for the electron-electron interaction $V_{ee}$ and also for the external potential of the helium atom (see below). This replacement was found to preserve the correlation features crucial for strong and weak field interaction $^{3,30,39,41,44,57,64}$.

Most of our studies are based on two representatives of the 1D two-electron singlet systems family. One is of course the 1D helium atom, where $v_{\text{ext},0}(z) = -2W(z)$, which is especially relevant for the strong-field double ionization process. However for some studies it is favorable to have a system that is completely confined and thus has an exclusively discrete spectrum. This requirement is met by the second system called anharmonic Hooke’s atom which is characterized by $v_{\text{ext},0}(z) = (k/2)(z^2 + \tilde{k} z^6)$ with $k = 0.1$ a.u. and $\tilde{k} = 0.01$ a.u. (see Pub2). It is derived from the Hooke’s atom $^{32,56}$ by adding a small term $\sim z^6$ to the otherwise quadratic potential. The anharmonic term is introduced to avoid any special harmonic-oscillator properties like motion according to the HPT in the presence of external dipole fields (cf. section 3.3.2). Ground state potentials and densities of both systems are shown in figure 4.1.

It turns out that 1D two-electron singlet systems are especially suited to study properties of (TD)DFT: From the two-particle singlet character it follows that, within KS theory, we only have two identical spatial orbitals $\varphi$ with $|\varphi|^2 = n/2$. This means that effectively the problem can be formulated just in terms of the density, i.e., we are particularly close to the essence of DFT. This is especially important for the TDKS system, which is completely determined by $\varphi(z, t) = \sqrt{n(z, t)}/2e^{i\alpha(z, t)}$. Here, the phase $\alpha(z, t)$
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Figure 4.1: Ground state potentials (left) and densities (right) of the 1D helium atom (solid) and anharmonic Hooke’s atom (dotted).

is related to the KS current $j_{s}(z, t)$ by

$$j_{s}(z, t)/n(z, t) = \hbar/m \partial_{z} \alpha(z, t).$$  \hspace{1cm} (4.1)

As a consequence of the reduced dimensionality, density and KS current are directly connected by the 1D continuity equation,

$$\partial_{t} n(z, t) = -\partial_{z} j_{s}(z, t),$$  \hspace{1cm} (4.2)

and the phase $\alpha(z, t)$ is completely determined by the density. Thus for the whole TDKS system we have an explicit formulation just in terms of the density. As the TDKS density does by definition agree with the exact one, also the exact and the KS currents are identical in 1D by virtue of equation (4.2)\textsuperscript{42,48,89}. This connection is crucial for the calculation of TDKS quantities from the TDSE solution as discussed in the next section.

A further important feature of the 1D two-electron singlet system is the simplicity of the exchange potential: As only two identical orbitals are present $v_{x}$ just cancels the unphysical self-interaction of this orbital, which means that $v_{x} = -(1/2)v_{h}$. Consequently the only unknown is the correlation potential. If the latter is neglected the KS system becomes identical to the Hartree-Fock case. This allows for easy comparison with the uncorrelated Hartree-Fock approach. More importantly this means that for the two-electron singlet system memory is an exclusive feature of the correlation potential or kernel.

Finally the two-electron singlet character is also manifest in the QFD formulation of the noninteracting particle problem (cf. Pub2). Due to the two identical orbitals the transformation of the TDKS systems into hydrodynamic equations works similar to the
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Madelung derivation for a single particle. This means that we end up with the equations

$$\left( \partial_t + u \partial_z \right) n = -n \partial_z u$$

(4.3)

and

$$m \left( \partial_t + u \partial_z \right) u = -\frac{1}{n} \partial_z p - \partial_z \left( v_{\text{hs}} + v_{\text{ext}} \right),$$

(4.4)

where $v_{\text{hs}}(z,t) = v_h(z,t) + v_x(z,t)$ and $u(z,t) = \left( \hbar / m \right) \partial_z \alpha(z,t)$ is the KS velocity. $u(z,t)$ is identical to the exact velocity in 1D. Instead of the stress tensor we now have a generalized scalar pressure

$$p = p_{s,0} + p_c,$$

(4.5)

with the explicitly density-dependent noninteracting pressure

$$p_{s,0} = \frac{\hbar^2}{4m} \left( \frac{(\partial_z n)^2}{n} - \partial_z^2 n \right),$$

(4.6)

and the unknown correlation pressure defined by the constitutive relation $p_c[n]$. The latter can be split up into an adiabatic part $p_{c,0}$ and a nonadiabatic part $p_{c,\text{mem}}$ which incorporates the memory effects. We find that the density-dependence of $p_{c,\text{mem}}$ can be rewritten as a dependence on gradients of the velocity. As we will see in section 5.2 this result is crucial for the interpretation of memory effects in the QFD picture ($Pub\beta$).

4.2 Numerical aspects

In order to study memory in $v_{\text{xc}}$ we need both the adiabatically exact TDKS results and an exact benchmark solution for comparison. The latter is readily available for the 1D two-electron singlet system, where the TDSE can be solved on a desktop computer even for strong field processes. From the time-dependent wave function one can also obtain the exact density and current. As explained above those quantities agree with their TDKS counterparts, which in turn are all that is needed to define the exact TDKS orbital $\varphi$. Based on $\varphi$ one can obtain also the exact $v_h$ by inversion of the TDKSE. This approach is used to construct a numerical representation of the exact $v_{\text{xc}}$ according to equation (3.19).\footnote{42,89}

To obtain the adiabatically exact xc potential for a given density $n(z,t)$ we need to construct $v_{\text{xc},0}$ (see section 3.3.4). Its numerical representation follows from the other ground state potentials according to equation (3.11). The Hartree-exchange contribution can be computed directly and $v_{s,0}$ can be obtained by an inversion of the KSE that is especially simple for the two-electron singlet\footnote{42,89}. But what about $v_{\text{ext},0}$? This is the local external potential which yields the given density as the ground state solution of the interacting SE. However there is no explicit expression that determines $v_{\text{ext},0}$ in terms of the density.

It has been shown in $Pub\beta$ that the inversion of the SE can indeed be performed with an iterative scheme. Thus we are really in a position to compare $v_{\text{xc}}$ and $v_{\text{xc},0}$ for an
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exact density evolution provided by the TDSE. More importantly we are able to perform self-consistent adiabatically exact TDKSE calculations (AE-TDKSE scheme) that rely on \( h^{AE} = -\hbar^2 \nabla^2 + v^{AE}_s \) with

\[
v^{AE}_s(z,t) = v_{ext}(z,t) + v_h(z,t) + v_{xc,0}(z,t),
\]

where \( v_{xc,0}(z,t) \) for a fixed time follows from equation (3.11). Note that the ground state quantities just depend on the time parametrically. The concept of this approach is contrasted to the exact solution in figure 4.2. These methods allows us to study memory effects in \( v_{xc} \) for a wide range of processes both in the linear and nonlinear regime.

A completely different numerical approach has been taken to calculate the AE exchange correlation kernel. Its derivation is based on a tomographic reconstruction of the density-density response functions \( \chi_0 \) and \( \chi_{s,0} \) (Pub4). From the numerical inversion of these quantities \( f_{xc,0} \) follows via equation (3.14). The kernel is then used in equation (3.28) to construct the adiabatically exact Casida matrix (3.27). Diagonalization of (3.27) provides the eigenvalues from which the AE transition energies \( \omega_{0i}^{AE} \) follow (cf. section 3.3.3). The AE oscillator strengths for dipole (d) transition from the ground state of even symmetry to an excited state of odd symmetry are obtained from

\[
s_d^{4AE} = 4 \left| \sum_j \sqrt{(\varepsilon_j - \varepsilon_0)} x_j^i \int \varphi_0(z) z \varphi_j(z) \, dz \right|^2
\]

(4.8)
where the $\mathbf{x}^i$ are the eigenvectors of the AE Casida matrix. Transitions to an excited state of even symmetry can be analyzed analogously. In spite of the 1D character of the system we stick to the usual notation and denote these excitations as quadrupole (q) transitions.

These quantities can then be compared to the bare single particle KS results $\omega_{s,0i} = (\varepsilon_i - \varepsilon_0)/\hbar$ etc. and to the exact quantities, which are readily available as the lower eigenstates (including wave functions) of both the SE and the KSE can be computed. The possible comparisons are summarized in figure 4.3.

As mentioned in section 3.3.3 there is also an alternative way based on real-time propagation to compute the linear density response. This approach is also available in our case as it just requires to apply the TDSE and AE-TDKSE schemes of figure 4.2 to the case of a weak external perturbation. The resulting exact or AE density can then be used to compute, e.g., the corresponding time-dependent dipole moments. Their spectra in frequency space then show peaks at the transition frequencies of dipole active excitations (cf. Pub3).
5 The role of memory effects

Memories are made of this.
Dean Martin et al.

With the 1D two-electron singlet system, for which almost all wave function and TDDFT properties can be computed we now have everything in place to investigate the influence of memory effects in various regimes. In the following I pick some exemplary results out of those contained in Pub1-Pub4. Finally I will try to link these results in a short summary.

5.1 Validity of the adiabatic approximation for typical strong-field applications

At first we consider the regime of typical strong field interactions, i.e., the 1D helium atom is exposed to laser pulses of 780 nm wavelength at intensities in the range of $10^{14}$ W/cm$^2$. These parameters are in the established regime for the 1D investigation of double ionization phenomena$^{38,42}$. For this system we perform both exact TDSE and AE-TDKSE calculations (cf. figure 4.2).

We record the evolution of the total ionization $N_b(0) - N_b(t)$, where

$$N_b(t) = \int_{-a}^{a} n(z,t)dz,$$

(5.1)

with $|z| \leq a = 5$ Bohr. This observable is a measure of the average number of electrons that have escaped from the bound region close to the nucleus. It is essential for interpreting the double ionization process as the corresponding yields depend crucially on it$^{62,90,91}$. This observable has the additional benefit of being an explicit functional of the density, i.e., no further approximations enter through the specific observable. We study $N_b(t)$ both for the exact and the AE density (cf. figure 4.2). As shown in figure 5.1 the results agree perfectly.

These results together with further studies at different frequencies and intensities show that in the usual regime of atom strong-field interaction memory effects in $v_{xc}$ are negligible. This is an important guidepost for future functional development: To overcome previous deficiencies of TDDFT in this regime it is not necessary to deal with the memory effects in $v_{xc}$. Instead it is of predominant importance to correctly take into account the spatial nonlocality. First steps in this direction have already been taken$^{42,90}$. 
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Figure 5.1: Total ionization during the interaction of the two-electron atom with a laser pulse of maximum intensity $I_1 = 4 \cdot 10^{14}$ W/cm$^2$ (lower two curves) and $I_2 = 7 \cdot 10^{14}$ W/cm$^2$ (upper two curves). Solid curves: exact TDSE calculation; dashed curves: AE-TDKSE scheme. The curves are virtually indistinguishable. The inset magnifies the evolution at early times (from Pub1).

5.2 Hydrodynamic interpretation of memory effects

It is good news that the adiabatically exact approximation holds well in the typical strong field scenario. However, there are of course other situations when memory can be found to play a significant role and the AE approximation breaks down. To obtain a better understanding of the conditions for the breakdown of the adiabatically exact approximations we investigate the QFD formulation of the 1D two-electron singlet system (cf. section 4.1).

In the QFD formulation the velocity $u$ is an important dynamical quantity. This is why we have tracked both the density and the velocity for two different processes: One where the AE approximation holds and one where it is found to break down. Here the validity of the AE approximation for a specific process has been determined by comparing the TDSE and AE-TDKSE solutions. Typical situations during the studied two processes are shown in figure 5.2 for the TDSE solution of the anharmonic Hooke’s atom. As we see the behavior of the density is qualitatively not very different. The velocity field however is almost flat for the adiabatic process while it develops strong gradients in the nonadiabatic one.

This behavior can be understood in the context of the QFD equations (4.3) and (4.4) of the 1D two-electron singlet system: In the adiabatic approximation we have $p_c = p_{c,0}$, i.e., the correlation pressure depends only on the instantaneous density. As a consequence equation (4.4) resembles the Euler equation of classical fluid dynamics.
This means that the electron fluid flows without internal friction. On the other hand the exact QFD equations include a further correlation contribution $p_{c,\text{mem}}$, which depends on the gradient of the velocity field. Thus the exact momentum equation is closer to the Navier-Stokes equation of viscous flow. Now, whenever velocity gradients build up due to the nonlinear term $u \partial_z u$, the $p_{c,\text{mem}}$ term has to balance them through dissipative effects. As a consequence AE calculations, which fail to reproduce this damping effect, yield wrong results when velocity gradients appear.

Strong gradients of the velocity correspond to rapid and strong deformations of the electronic density. This means that the dynamics are far from the translational character of motion according to the HPT (see section 3.3.2). On the other hand in the limit of HPT motion the density is rigidly transported and the velocity gradients vanish. It thus makes sense that the AE approximation holds when the velocity profiles are flat.

Based on these findings we can formulate a criterion which provides an approximate upper bound for an ongoing process to be still within the adiabatic regime. In this way we have a warning signal whenever the applicability of the AE approximation is no longer justified (Pub2).

5.3 Memory effects and double excitations

After investigating strong field processes we now turn to the linear response regime. Here we consider the time-dependent density response to small perturbations of the external potential. The perturbed exact and AE densities are once again obtained with
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Figure 5.3: Dipole power spectrum for anharmonic Hooke’s atom obtained from TDSE (solid line) and AE-TDKSE (dashed line). Vertical lines indicate transition energies of the ground state to singlet states of odd (dotted) and even parity (dotted-dashed) obtained form the exact eigenstates of the SE. The 2nd and 3rd dipole transitions possess significant double excitation character (from Pub3).

the help of the TDSE solution and the AE-TDKSE scheme. From the densities we derive the spectral information as detailed in sections 3.3.3 and 4.2. As an example we show the dipole power spectrum of the anharmonic Hooke’s atom in figure 5.3.

We find that instead of the correct second and third dipole transition in the regime $\omega = 1 - 1.5$ a.u., the AE-TDKSE scheme only reproduces one peak at about 1.3 a.u. In this situation memory effects do clearly lead to transitions missing from the AE spectrum as discussed in the context of the Casida formulation (3.27) on the level of the xc kernel.

If we want to relate this effect to double excitations we need to project the exact correlated excited states $\psi_n(z_1, z_2)$ on product wave functions $\Phi_{ij}$ of the KS orbitals, where

$$\Phi_{ij}(z_1, z_2) = \begin{cases} \varphi_i(z_1)\varphi_j(z_2), & i = j \\ \frac{1}{\sqrt{2}} (\varphi_i(z_1)\varphi_j(z_2) + \varphi_j(z_1)\varphi_i(z_2)), & i \neq j \end{cases}.$$  \hspace{1cm} (5.2)

Doing this we find that the first correctly reproduced dipole transition has only 8% double excitation character whereas to the second and third transition double excitations contribute 56 and 36%.

For the 1D helium atom all excitations up to the energies that can be resolved by the numerical accuracy of the AE-TDKSE scheme are found to be of single excitation type. Thus it might not be surprising that the AE-TDKSE scheme yields excellent results for these excitations (Pub3). The autoionizing double excitations in helium cannot be
5.4 Adiabatic approximation of the xc kernel

Up to now we have exclusively used the AE-TDKSE scheme based on the static xc potential, which has provided information on the nonlinear and linear regime. However the more common approach to linear response is based on the xc kernel. As mentioned before we can also reconstruct a numerical representation of the static xc kernel $f_{xc,0}$ (cf. section 4.2). $f_{xc,0}$ provides the adiabatically exact approximation of the frequency-dependent kernel.

We use $f_{xc,0}$ to obtain the AE excitation energies and oscillator strengths from the Casida matrix (3.27). The results for the 1D helium atom are shown in figure 5.4. Here we compare the bare KS values, the response results obtained with $f_{xc,0}$ and the exact quantities as indicated in figure 4.3. We can see clearly how the kernel corrects the bare KS values towards the exact ones.

This shows that for the lower single excitations the corrections due to exchange and correlation effects are significant. Remaining discrepancies with respect to the results of Pub3 are a consequence of the finite basis of KS orbitals used in equation (3.27), which does not properly take into account the continuum part of the spectrum (Pub4). Here

Figure 5.4: Oscillator strengths of transition energies obtained from the bare KS values (dotted), AE-Casida (dashed), and from the exact eigenstates (solid) for helium (adapted from Pub4).
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the AE-TDKSE approach based on $v_{xc,0}$ performs much better as it does not involve any basis set issues. This agrees with the finding that the kernel and the potential results coincide for a system without continuum such as the anharmonic Hooke’s atom ($Pub\ell$).

5.5 Summary and outlook

In this thesis we have investigated the role of memory in the TDDFT description of correlated electron dynamics in weak and strong fields. This analysis has revealed that

- memory can be neglected in the strong field regime relevant for many typical applications.
- memory is important for electronic transitions of double excitation character.
- memory is related to dissipative effects within the electron fluid.

Especially the hydrodynamic picture of many-body quantum mechanics has turned out to be extremely helpful for the interpretation of memory effects. It suggests that for an ongoing process memory effects become important as soon as gradients in the electron velocity build up. Although it is difficult to know a priori whether a specific type of external perturbation at a given forcing frequency $\omega_f$ and intensity $I$ will bring about such a situation, we can at least say something about certain limits. For $\omega_f \rightarrow 0$ memory effects will of course vanish because we approach a static situation, where the velocity goes to zero. There is also good reason to believe that the adiabatic approximation will hold in the limit of very large $\omega_f$. This seems counterintuitive but when the external field oscillates too fast it will no longer transfer enough momentum to the density distribution to make it move. As a result the velocity will also be zero. On the other hand for a fixed $\omega_f$ the density will always get deformed more violently when the intensity of the perturbation grows. Hence velocity gradients should become more important for increasing intensity.

Altogether the picture for a given type of system and external perturbation could look a bit like figure 5.5. In agreement with several recent findings on hydrodynamic approaches to the electron liquid\textsuperscript{13,26,70,75–78,82,83,88} this picture is reminiscent of the behavior of a viscoelastic fluid. If the latter is perturbed very slowly or very fast it behaves elastic or solid-like and there is no internal friction. But in between it will behave like a viscous fluid so that dissipative effects and thus memory become important.

There are various consequences of the obtained results. First of all we can now be confident that recent progress in the modeling of the spatial nonlocality in $v_{xc}$ for strong field processes\textsuperscript{42,90} is on a promising route as memory effects do not contribute here. Hence there is good hope that in the near future TDDFT will be able to properly describe strong field interaction with atoms and molecules. Secondly, the relation between memory and double excitation has been clarified further. Last but not least the QFD
5.5 Summary and outlook

Figure 5.5: Schematic picture of the regime where memory is important (between dashed lines) for a fixed system and perturbation type (e.g., dipole field).

point of view can now provide guidance for the understanding and incorporation of memory effects in TDDFT.
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Progress in laser technology has provided the experimental tools to study and manipulate electron dynamics on atomic scales [1]. On the theoretical side, this strong-field regime in principle be accessed by solving the many-electron time-dependent Schrödinger equation (TDSE). In practice, however, a first-principles approach in this vein is ruled out by the tremendous computational cost of solving the TDSE for more than two electrons in three dimensions. Time-dependent density-functional theory (TDDFT) [2] offers a computationally attractive approach to strong-field electron dynamics [3,4] which is in principle exact, but in practice requires approximations for the time-dependent exchange-correlation (xc) potential \( v_{\text{xc}}(\mathbf{r}, t) \).

Up to now applications of TDDFT almost exclusively rely on “adiabatic approximations” [e.g., the adiabatic local density approximation (ALDA)], which are obtained by plugging the time-dependent density into one of the existing ground-state density functionals for \( v_{\text{xc}} \). Approaches of this type have also been used to calculate the double ionization (DI) of the helium atom, one of the most prominent effects in the regime of strong-field electron dynamics. Its importance as a benchmark for theoretical tools to study and manipulate electron dynamics on atomic scales [1]. On the theoretical side, this strong-field regime is essentially determined by the time-dependent density at a fixed time in the low-intensity regime are found to be substantially increased due to pronounced electron correlation effects [5,6]. As a result of this “nonsequential ionization” (NSI), the famous “knee” structure appears in the double-ionization probability as a function of intensity. A combination of theoretical [7–12] and experimental [13–15] studies has by now established the recollision model as the mechanism responsible for NSI. But most attempts based on adiabatic TDDFT have failed completely to even qualitatively describe NSI [16–19]. It has been argued [20] that this failure may be due to a missing particle number discontinuity [21] in the commonly used ground-state functionals for \( v_{\text{xc}} \).

A priori there is little reason to believe that any ground-state functional can yield reliable results for a process like DI, because it is known that nonadiabatic effects in \( v_{\text{xc}} \) can play an important role [22–28]. It is a natural and common assumption that these effects should be particularly important in nonlinear, nonperturbative processes that take a system far away from its ground-state, as, e.g., in strong-field ionization.

In this Letter we explore the adiabatic approximation beyond the linear response regime. For the hallmark example of a strong-field process, the helium DI, we compare the exact time-dependent xc potential to the xc potential (defined in detail below) that is adiabatic approximation but is exact otherwise. This adiabatically exact approximation is local in time, i.e., shows no memory effects, but is fully nonlocal in space, i.e., the multiplicative potential \( v_{\text{ex}}(\mathbf{r}) \) depends not only on the density \( \rho(\mathbf{r}) \), but also on \( \rho(t) \) at all other points of space. Our calculations reveal that for the intensities and frequencies that are usually considered in the context of strong-field electron dynamics, and specifically for the helium DI, the adiabatic approximation works extremely well. Thus, an accurate description requires nonlocality in space more than nonlocality in time. For the definition of the “adiabatically exact approximation” one should recall that, for the initial state being the ground state, the exact xc potential shows “memory” as at any given time \( t \) it is a nonlocal functional of the exact time-dependent density \( \rho(t) \) at all previous times, i.e.,

\[
\begin{align*}
\mathcal{V}_{\text{ex}}(\mathbf{r}, t) &= \mathcal{V}_{\text{ex}}^{\text{ex}}(n(\mathbf{r}, t'))(\mathbf{r}, t) \\
\mathcal{V}_{\text{ex}}^{\text{ex}}(\mathbf{r}, t) &= \mathcal{V}_{\text{ex}}^{\text{ex}}(n(\mathbf{r}, t'))(\mathbf{r}, t) \\
\end{align*}
\]

By definition it is related to the exact Kohn-Sham (KS) potential \( \mathcal{V}_{\text{ex}}^{\text{ex}}(\rho(\mathbf{r}, t'))(\mathbf{r}, t) \) by

\[
\mathcal{V}_{\text{ex}}(\mathbf{r}, t) = \mathcal{V}_{\text{ex}}^{\text{ex}}(\mathbf{r}, t) - \mathcal{V}_{\text{ex}}^{\text{ex}}(\mathbf{r}, t) - \mathcal{V}_{\text{ex}}^{\text{ex}}(\mathbf{r}, t).
\]

where \( \mathcal{V}_{\text{ex}} \) is the external potential and \( \mathcal{V}_{\text{ex}}^{\text{ex}} \) is the Hartree potential, which is a functional of the density only at \( t' = t \). By virtue of the Range-Gross theorem, the potential \( \mathcal{V}_{\text{ex}}^{\text{ex}} \) corresponding to the exact time-dependent density is unique, and it can be shown to exist [29].

The adiabatic approximation is defined by treating the time-dependent density at a fixed time \( t = t_0 \) as a ground-state density, i.e., \( n_0(\mathbf{r}) = n(\mathbf{r}, t_0) \). Consequently, the adiabatically exact KS potential \( \mathcal{V}_{\text{ex}}^{\text{ex}}(\mathbf{r}) \) is the local potential which yields \( n_0(\mathbf{r}) \) as the solution of the noninteracting,
single-particle Schrödinger equation. The correspondence between \( n_0 \) and \( v_{\text{adia,ex}} \) is unique according to Hohenberg and Kohn [30]. Following standard ground-state DFT, the xc contribution to \( v_{\text{adia,ex}}(r) \) is given by

\[
v_{\text{adia,ex}}(r) = v_{\text{adia,ex}}^*(r) - v_{\text{p}}(r, t_0) - v_{\text{ext,0}}(r),
\]

where \( v_{\text{adia,ex}}^*(r) \) is the adiabatically exact xc potential at \( t = t_0 \). Here, \( v_{\text{p}} \) is again the Hartree potential corresponding to the given density \( n_0 \) and \( v_{\text{ext,0}}(r) \) is the local external potential which yields \( n_0 \) as the solution of the interacting many-particle Schrödinger equation. Also the mapping between \( n_0 \) and \( v_{\text{ext,0}}(r) \) is unique according to Hohenberg and Kohn. Therefore, \( v_{\text{adia,ex}}(r) \) is uniquely defined by Eq. (2) and is a numerical representation of the unknown exact ground-state xc potential functional.

The existence of the ground-state potentials is also guaranteed [31]. Comparing \( v_{\text{adia,ex}}^* \) and \( v_{\text{adia,ex}} \) will directly reveal the nonadiabatic effects.

Using these definitions in practice requires the exact time-dependent density as an input. For the helium atom the latter can be calculated at bearable computational cost from the solution of the TDSE by using a one-dimensional model which reproduces the essential features of the DI process [10,11,16,17,32]. In this model, the helium atom in a time-dependent external potential \( v_{\text{ext}}(z, t) \) is described by the Hamiltonian

\[
H = \sum_{j=1}^{2} \left( \frac{p_j^2}{2m} + v_{\text{ext}}(z_j, t) \right) + W(z_1 - z_2)
\]

with electron coordinates \( z_1, z_2 \), momenta \( p_1, p_2 \), electron mass \( m \) and the soft-core interaction \( W(z) = e^z/\sqrt{z^2 + 1} \). The external potential \( v_{\text{ext}}(z_1, t) = -2W(z) - \epsilon_{\text{ext}}E(t) \) contains the electron-nucleus interaction and the potential of the time-dependent electrical field \( E(t) \). Taking the spatial wave function to be symmetric under exchange of electrons, the time-dependent Schrödinger equation \( i\hbar \partial_t \psi = H\psi \) is solved numerically. The two-electron wave function obtained in this way allows to calculate the exact time-dependent density \( n(z, t) = 2\int |\psi(z, z', t)|^2 dz' \) and, via the inversion of the time-dependent KS equation (TDKS) [20,33], the exact time-dependent KS potential \( v_{\text{KS}}^* \). From the latter, the exact correlation potential \( v_{\text{xc}^*} = v_{\text{xc}}^* - v_{\text{p}} \) follows by Eq. (1). As for a two-electron singlet system \( v_{\text{adia,ex}} := v_{\text{p}} + v_{\text{xc}} \), with \( v_{\text{p}}(z, t) = \int n(z', t)W(z - z')dz' \).

Thus, \( v_{\text{adia,ex}}^* \) can readily be calculated. However, obtaining \( v_{\text{adia,ex}} \) is a formidable task even in the one-dimensional model. Calculating the adiabatically exact total KS potential is still easy: Making the above described identification \( n_0(z) = n(z, t_0) \), the adiabatically exact total KS potential follows from the inversion of the static KS equation,

\[
v_{\text{adia,ex}}(z) = \frac{h^2}{m} \frac{1}{2 \varphi(z)} \frac{d^2 \varphi(z)}{dz^2} + \text{const.,}
\]

where \( \varphi(z) = \sqrt{n_0(z)/2} \). The challenge is posed by the exact xc part according to Eq. (2); finding \( v_{\text{adia,ex}}(z) \) requires the inversion of the interacting static Schrödinger equation \( H_0\psi_0 = E_0\psi_0 \) (SE) for the ground state \( \psi_0 \) which satisfies the constraint \( n_0(z) = 2\int |\psi_0(z, z')|^2 dz' \). Here,

\[
H_0 = \sum_{j=1}^{2} \left( \frac{p_j^2}{2m} + v_{\text{ext}}(z_j) \right) + W(z_1 - z_2).
\]

To find \( v_{\text{ext,0}} \), for a given \( n_0 \) we implemented a generalization of an iterative scheme [34]. Starting with an initial guess \( v_{\text{ext,0}} \) for \( v_{\text{ext,0}} \) we calculate [33] the corresponding ground-state wave function, which in turn yields the density \( n_0^{(i)} \) corresponding to \( v_{\text{ext,0}}^{(i)} \). Then a new potential is constructed according to the rule

\[
v_{\text{ext,0}}^{(i+1)}(z) = v_{\text{ext,0}}^{(i)}(z) + \omega(z)[n_0^{(i-1)}(z) - n_0(z)],
\]

where \( i = 2 \) for the first step. \( \omega(z) = \alpha|z|^{1/2} \) (with parameters \( \alpha, \beta > 0 \)) is a weight function allowing to increase the contribution of the density-fall-off region. The thus obtained \( v_{\text{ext,0}}^{(2)} \) is used to find a \( n_0^{(2)} \) via solution of the SE. These steps are iterated until the density \( n_0^{(i)} \) has converged to \( n_0 \) according to the criterion

\[
\int |n_0^{(i)}(z) - n_0(z)| dz \leq \Delta.
\]

where \( \Delta \) is a measure for the desired accuracy. Once we have obtained \( v_{\text{ext,0}}(z) \), the adiabatically exact correlation potential \( v_{\text{adia,ex}}(z) \) follows from Eq. (2) with \( v_{\text{p}} \) being identical for the time-dependent and static case.

In order to assess the validity of the adiabatic approximation, we solve the two-electron TDSE for given potentials \( v_{\text{ext}}(z, t) \) representing paradigm cases of strong-field electron dynamics (discussed in detail below). At every time step \( t \) we then construct \( v_{\text{adia,ex}}^* \) and \( v_{\text{adia,ex}} \) according to the procedure described above.

In our first study we take \( E(t) \) to be a dc electric field that is ramped up during 27 a.u. (0.65 fs) to a maximum value \( E_0 = 0.141 \) a.u. and held constant afterwards. Starting from the two-electron ground state this leads to field-induced ionization of the system with the electrons escaping to \( z \to \infty \). To avoid numerical problems caused by strongly accelerated electrons, the interaction with the field is truncated at a distance of 35 a.u. from the nucleus [20]. The resulting time-evolution of the density and the potentials is shown in Fig. 1. \( v_{\text{adia,ex}}^* \) and \( v_{\text{adia,ex}} \) are defined only up to an additive time-dependent constant, which has been adjusted so that the boundary condition \( v_{\text{adia,ex}}^*(z, t) \to 0 \) for \( z \to \infty \) is fulfilled. The free additive constant in \( v_{\text{adia,ex}} \) cannot be fixed, thus all adiabatically exact potentials are shifted to match the exact ones at \( z = 0 \). As with other known density-inversion schemes, our procedures work accurately only in regions of space where a sufficient amount of density is located. As a rule of thumb, regions where \( n(z) > 10^{-2} \) a.u. can safely be considered.
Restricting the analysis to regions of space where the density obtained with the iterative scheme also reproduces the density 

This forcing mimics an oscillatory motion of the nucleus. It has the benefit of keeping the density relatively well localized, thus allowing for stable solutions in the TDKS-inversion-scheme. The chosen frequency \( \omega \approx 0.9 \) a.u. is close to the frequency range investigated in earlier work on two-electron systems in the nonadiabatic regime [25,26]. Figure 2 shows that for the external potential (8) the density gets rapidly and strongly deformed and does not return to its initial shape after a full cycle of the forcing. To contain such a density as a ground state, the adiabatically exact KS potential produces additional minima which are not present in its exact, nonadiabatic counterpart. The resulting \( v_{ex}^{adia,ex} \) displayed in the lowest line of Fig. 2 differs markedly from \( v_{ex}^{ex} \), showing that nonadiabatic effects become important.

Finally, in our third study we turn our attention to the practically most relevant case of strong, time-dependent external fields due to powerful laser pulses of the 780 nm wavelength that is typically used in strong-field experiments. The oscillation here is of moderate frequency but the density is strongly displaced from its initial position. This is a setup for which ALDA is known to fail badly [18]. The results shown below are obtained during a 4-cycle pulse with linear turn-on and -off for two cycles each. Our comparison now is done in the way that is most useful to assess the accuracy of the adiabatically exact approximation in practice: We propagate [33] the KS orbital while using at every time step the adiabatically exact approximation of \( v_c \) that is obtained self-consistently from the KS density [35].

The TDSE is solved as the exact reference and now is used only for that purpose. To compare the results of the adiabatically exact TDKS calculation to those of the TDSE, we focus on the number of bound electrons,

\[
N_b(t) = \int_{-a}^{a} n(z,t)dz, \tag{9}
\]

with \( |z| \approx a = 5 \) a.u. This is a decisive quantity for the
interpretation of the ionization results, as the DI yields depend crucially on it [18,19]. It is also well suited for the comparison, because it can be calculated directly from the density without making additional approximations.

Figure 3 shows the time evolution of the total ionization, \( N_i(t) \), for two different maximum laser intensities typical of experimental conditions. The striking result is that the curves obtained from the adiabatically exact TDKS calculation lie virtually on top of the exact ones. Thus, the time evolution is not influenced by memory effects for the intensities within the crucial NSI region.

In summary, we calculated the adiabatic xc potential by inverting the interacting SE. Thus, we were able to visualize the nonadiabatic effects in \( v_{xc}(r, t) \) exactly, providing a procedure to directly track down this fundamental but elusive feature of TDDFT. As a test of immediate practical relevance we have performed a nonlinearized, nonperturbative Kohn-Sham calculation of strong-field ionization which consistently used the adiabatically exact approximation for \( v_{xc} \). While memory effects in \( v_{xc} \) are known to be crucial for the description of phenomena like, e.g., double excitations, our results show that they are negligible for typical strong-field excitations, and, in particular, for the paradigm process of the helium DI. Here, the adiabatically exact TDDFT approach yields excellent results.

S. K. acknowledges support by the Deutsche Forschungsgemeinschaft.
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The adiabatic approximation of time-dependent density-functional theory is studied in the context of nonlinear excitations of two-electron singlet systems. We compare the exact time evolution of these systems to the adiabatically exact one obtained from time-dependent Kohn-Sham calculations relying on the exact ground-state exchange-correlation potential. Thus, we can show under which conditions the adiabatic approximation breaks down and memory effects become important. The hydrodynamic formulation of quantum mechanics allows us to interpret these results and relate them to dissipative effects in the Kohn-Sham system. We show how the breakdown of the adiabatic approximation can be inferred from the rate of change of the ground-state noninteracting kinetic energy.

I. INTRODUCTION

Time-dependent density-functional theory (TDDFT) provides an attractive approach to treat electron dynamics in the nonlinear regime, where the solution of the many-electron time-dependent Schrödinger equation (TDSE) is not possible with the computational resources available today [1]. Important applications such as correlated electron dynamics in the presence of strong laser fields [2] crucially depend on methods like this. The benefit of TDDFT is mainly due to the fact that it is a rigorous reformulation of the quantum-mechanical many-body problem in terms of single-particle equations that can be integrated with moderate computational effort. The price to pay for this gain is the necessity to approximate the unknown but uniquely defined time-dependent exchange-correlation (xc) potential \( v_{xc}(r,t) \).

Most applications of TDDFT are based on an “adiabatic approximation” in which the exact \( v_{xc}(r,t) \) is replaced by an existing ground-state density functional. However, even if the exact ground-state xc potential is available for this procedure (adiabatically exact approximation), one would still introduce an error that will become important as soon as nonadiabatic or “memory” effects are non-negligible. The question of the breakdown of the adiabatic approximation is thus of major importance for any TDDFT application [3–9]. In practice, this problem is complicated further by the fact that the exact ground-state xc potential \( v_{xc,0} \) is also unknown. Hence, in most situations, e.g., when using the adiabatic local density approximation (ALDA), it is difficult to tell apart the two possible sources of error: the adiabatic approximation of \( v_{xc} \) and the spatial approximation of \( v_{xc,0} \). Finally, to be able to identify any introduced error, an exact reference solution is required.

It is exactly for these reasons that one-dimensional (1D) two-electron singlet systems provide an invaluable tool to study the validity range of any adiabatic approximation. Here, both the exact reference solution and the adiabatically exact approximation can be obtained [5,10,11]. Hence, we will focus on these systems to investigate the conditions for the breakdown of the adiabatic approximation. We find that nonadiabatic effects become important when the time-dependent density experiences rapid deformation. Based on this observation we derive a simple criterion for the breakdown of the adiabatic approximation related to the ground-state noninteracting kinetic energy. Both the observations and the criterion can be very well interpreted when one is taking a hydrodynamic point of view on the two-electron system.

The hydrodynamic formulation of quantum mechanics or quantum fluid dynamics (QFD) dates back to Madelung’s reformulation of the single-particle TDSE in 1926 [12]. During the following years, further development of the theory with extensions to many-body systems has taken place mainly within condensed matter and nuclear physics (see, e.g., Refs. [13,14] and references therein). In the early 1980s QFD formulations [15] were among the immediate predecessors of TDDFT [16,17]. The latter finally provided rigorous existence and uniqueness proofs [16,18] both for TDDFT and QFD, i.e., the well-defined closure of the respective system of equations. Since then hydrodynamic concepts have proven very valuable to obtain a better understanding of collective electron dynamics (e.g., Refs. [19,20]) and even to find exact constraints on the properties of the exact xc potential (e.g., Ref. [21]). Many approaches to go beyond the adiabatic approximation mentioned earlier are based on hydrodynamical ideas, such as current density-functional theory [22,23] and TDDFT in a comoving Lagrangian reference frame [24–26]. Only recently, QFD for the general many-body problem has been cast in a very compact formulation for density and fluid velocity based on a rigorous microscopic expression of the exact stress tensor [24–26]. The latter approach has received much attention lately [27–29], providing a very intuitive way to assess many-electron phenomena. In this paper, we will argue that it is also suitable to analyze the role of memory effects and the validity regime of the adiabatic approximation in TDDFT.

It is found that the QFD formulation valid for the systems studied here is formally similar to well-known equations of classical hydrodynamics. This allows for a very intuitive explanation of the breakdown of the adiabatic approximation in TDDFT. Rapid density compression and rarefaction translate into strong gradients of the velocity field. The latter are linked to dissipative effects in the electron liquid, which are not correctly accounted for when memory effects are neglected. On the other hand, electron motion with no or slow
density deformation is properly described by the adiabatic approximation.

Our paper is organized as follows. In Sec. II we provide the basic theory for the 1D two-electron singlet system within Schrödinger quantum mechanics and TDDFT, define the adiabatic approximation, and list the required inversion concepts. We introduce the hydrodynamic point of view in Sec. III with further details provided in Appendixes A–C. In Sec. IV we present our results for the breakdown of the adiabatic approximation and its relation to dissipative effects before finally offering a summary and conclusions in Sec. V.

II. QUANTUM MECHANICS OF THE TWO-ELECTRON SYSTEM

A. Governing equations

The ground state $\phi_0(r_1,r_2)$ of the two-electron singlet system follows from the solution of the interacting static Schrödinger equation (SE) $H_0\phi_0=\mathcal{E}_0\phi_0$, with the Hamilton operator

$$H_0 = \sum_{j=1,2} \left( -\frac{\hbar^2}{2m} \nabla_j^2 + v_{ext,j}(r_j) \right) + V_{ee}(r_1-r_2).$$

Here $v_{ext,j}(r_j)$ is the external potential and the symmetric electron-electron interaction is given by $V_{ee}(r_1-r_2)$. The time evolution of a general symmetric wave function $\psi(r_1,r_2,t)$ on the other hand is obtained from the solution of the TDSE, $ih\partial_t\psi=H\psi$, governed by

$$H = \sum_{j=1,2} \left( -\frac{\hbar^2}{2m} \nabla_j^2 + v_{ext,j}(r_j,t) \right) + V_{ee}(r_1-r_2).$$

with the time-dependent external potential $v_{ext}$. The exact electron density, e.g., in the time-dependent case, can be obtained by

$$n(r,t)=\int |\psi(r',t)|^2 d^3r'.$$

For the one-dimensional case, i.e., $\psi(z,z',t)$, the TDSE can be integrated numerically at bearable cost. To avoid the Coulomb singularity in 1D we employ the soft-core interaction $W(z)=e^{2z}/(z^2+1)$ for $V_{ee}$ (always) and for the electron-nucleus interaction if we are dealing specifically with the helium atom. This approximation has been shown to reproduce the essential features of correlated electron dynamics [30–35]. It is also possible in one dimension to numerically invert the SE [11] to find $v_{ext}(z)$ for a given ground-state density $n_0(z)$. This will be useful for the reconstruction of certain quantities relevant in the context of TDDFT (see below).

The standard Kohn-Sham (KS) density-functional theory (DFT) representation of the two-electron singlet system consists of two noninteracting particles in the same spatial orbital $\phi(r)$. For the ground state this orbital is the lowest eigenstate $\phi_0$ of the stationary Kohn-Sham equation (KSE),

$$\left( -\frac{\hbar^2}{2m} \nabla^2 + v_{xc}(r) \right) \varphi(r) = \mathcal{E}_0 \varphi(r),$$

where the effective potential $v_{xc}$ is a unique functional of the density $n_0(r)=\int |\varphi(r)|^2 d^3r$ by virtue of the Hohenberg-Kohn theorem [36]. Similarly the time-dependent Kohn-Sham equation (TDKSE),

$$ih\partial_t\varphi(r,t) = \left( -\frac{\hbar^2}{2m} \nabla^2 + v(r,t) \right) \varphi(r,t),$$

governs the evolution of a general orbital $\varphi(r,t)$. Here the unique relation between $v_{xc}$ and $n(r,t)=\int |\varphi(r,t)|^2 d^3r$ is established by the Runge-Gross theorem [16]. Naturally, it is possible to calculate eigenstates of the KSE and to integrate the TDKSE. Furthermore, both equations can be inverted. This is especially straightforward for the KSE where, for any given density $n(r,t)$,

$$v_{xc}(r,t) =\frac{\hbar^2}{m} \left[ \frac{1}{4} \nabla n(r,t) - \frac{1}{8} \left( \frac{\nabla n(r,t)}{n(r,t)} \right)^2 \right].$$

As this rule to construct $v_{xc}$ relies only on the instantaneous density, $t$ just takes the role of a parameter here. On the other hand the inversion of the TDKSE [37,38] works according to

$$v(r,t) = \frac{\hbar^2}{m} \left[ \frac{1}{4} \nabla n(r,t) - \frac{1}{8} \left( \frac{\nabla n(r,t)}{n(r,t)} \right)^2 \right],$$

i.e., it requires both density and phase information of $\varphi(r,t)=\sqrt{n(r,t)/2}e^{i\alpha(r,t)}$.

B. xc potential of TDDFT

The xc potential of TDDFT is related to the xc potential $v_{xc}$ according to

$$v_x(r,t) = v_{ext}(r,t) + v_h(r,t) + v_{xc}(r,t)$$

or, for the ground-state situation (where $t$ is again just a parameter),

$$v_{xc}(r) = v_{ext}(r) + v_h(r) + v_{xc}(r),$$

where $v_h(r,t)=\int n(r',t)V_{ee}(|r-r'|)d^3r'$ is the Hartree potential, which is a local-in-time functional of the density. For the two-electron singlet system the exchange contribution to $v_{xc}$ simplifies to $v_x=-\frac{1}{2}v_h$ so that in the following we will often consider $v_{xc}$ separately from $v_{ext}=v_h+v_x=\frac{1}{2}v_h$. When the initial state is the ground state, the xc potential at any given time $t$ is a nonlocal functional of the exact time-dependent density $n$ at all previous times, i.e., $v_{xc}(r,t) = v_{xc}(n(r',t'))(r,t)$ where $t'\leq t$. This dependency on the history of the density is usually referred to as “memory effects” in the xc potential [1,39].
Most TDDFT applications rely on the adiabatic approximation, which is defined by treating the time-dependent density at a fixed time \( t = t_0 \) as a ground-state density, i.e., \( n(r, t_0) = n_0(r) \). Then, in the TDKSE \( v_{\text{xc}}(r, t_0) \) is substituted by one of the existing approximations of the ground-state xc potential. This procedure does not only lead to the loss of any memory effects but is also approximate with respect to the spatial nonlocality of the xc potential.

To treat the full spatial nonlocality exactly one needs to replace these approximations for \( v_{\text{xc}}(r, t_0) \) by the exact \( v_{\text{xc},0}(n_0(r')) \) of ground-state DFT. This defines the adiabatically exact approximation which exclusively neglects the memory effects. Only recently it has become possible to construct this approximation for 1D two-electron systems [11].

In this approach a numerical representation of the exact and fully nonlocal \( v_{\text{xc},0} \) is obtained from Eq. (9) using the above-mentioned KSE- and SE-inversion schemes to calculate \( v_{\text{xc},0} \) and \( v_{\text{ext},0} \) of the ground-state systems corresponding to \( n_0 \).

Thus, in the following, we can propagate the TDKSE in the adiabatically exact approximation using at every time step the \( v_{\text{xc},0} \) self-consistently obtained from the calculated density (AE-TDKSE scheme). The resulting observables can then be compared to their exact counterparts provided by the solution of the TDSE for the same process allowing us to assess the validity of the adiabatically exact approximations.

C. Exact properties of \( v_{\text{xc}} \)

Several properties of the exact \( v_{\text{xc}} \) have been derived over the years. One of them is the zero-force theorem [40],

\[
\int n(r, t) \nabla v_{\text{xc}}(r, t) d^3r = 0, \quad (10)
\]

which states that, as a consequence of Newton’s third law, the net xc force exerted on the system as a whole is zero. This is automatically fulfilled for the adiabatically exact \( v_{\text{xc}} \), which is at any time \( t \) the exact ground-state xc potential corresponding to the instantaneous density. For the two-electron singlet system studied here, the zero-force theorem holds also separately for both the Hartree-type exchange and the correlation part of \( v_{\text{xc}} \).

Another important constraint is provided by the harmonic potential theorem (HPT) [21] for interacting electron dynamics in a parabolic potential with a time-dependent dipole perturbation, i.e., \( v_{\text{ext}}(r, t) = (k/2)\dot{r}^2 + E(t) \cdot r \). It can be shown that for this \( v_{\text{ext}} \) and any number of electrons \( N \), the electron density is rigidly translated according to \( n(r, t) = n_0(r-X(t)) \).

Here, \( X(t) = (1/N) \int r n(r, t) d^3r \) is the center-of-mass coordinate obeying

\[
\dot{m}\ddot{X}(t) = -kX(t) - E(t). \quad (11)
\]

Thus, for \( k/m = \alpha_0^2 \) and, e.g., \( E(t) = E_0 \sin(\omega t) \) and with \( X(0) = \dot{X}(0) = 0 \),

\[
X(t) = E_0 \alpha_0 \sin(\omega t) \left( \frac{\alpha_0}{\omega} \sin(\omega t) - \sin(\omega t) \right). \quad (12)
\]

For TDDFT to satisfy the HPT, the xc potential needs to rigidly follow the rigidly translated density, a feature also termed generalized translational invariance [40]. When the initial state of the system is the ground state, this means that \( v_{\text{xc},0} \) is rigidly translated with the density, i.e., the adiabatically exact \( v_{\text{xc}} \) is valid exactly for HPT motion. Later on, when we want to establish a criterion for the validity regime of the adiabatic approximation, the fact that HPT motion always should fulfill this criterion will be of importance.

To shortly illustrate the important concept of HPT motion and to test the accuracy of the numerical realization of the AE-TDKSE scheme, we have performed calculations for a 1D Hooke’s atom. We show in Fig. 1 how theory [Eq. (12)] and numerical results both from the exact TDSE and the AE-TDKSE schemes provide exactly the same evolution of \( X(t) \). This shows that the AE-TDKSE scheme, which by definition should be able to reproduce HPT motion, is working very accurately. It should also be noted that the HPT theorem is valid not only in the linear regime but also for strong perturbation amplitudes \( E_0 \), as used in the test calculation on which Fig. 1 is based.

In the following, we will consider three different 1D bound systems: the “anharmonic Hooke’s atom” characterized by \( v_{\text{ext},0}(z) = (k/2)(z^2 + K z^4) \) (A6-Hooke) or \( v_{\text{ext},0}(z) = (k/2)(z^2 + K z^4) \) (A4-Hooke) with \( k = 0.1 \) a.u. and \( K = 0.01 \) a.u. [41] (we use Hartree atomic units unless stated otherwise). The anharmonic term has been introduced to deliberately avoid HPT motion when the dipole field \( \varepsilon E(t) \) is applied [5]. The third system studied is the soft-core helium atom [11,30,34,35] characterized by the ground-state potential \( v_{\text{ext},0}(z) = -2W(z) \). The different systems are summarized in Table I. The initial state for any time-dependent process is the ground state of the particular system.

III. HYDRODYNAMICS OF THE TWO-ELECTRON SYSTEM

After the inspection of the relevant equations of quantum mechanics we will now turn to their hydrodynamic formulation. For our purposes it will suffice to deal with the nonin-
interacting TDKSE system, which for the exact \( v_{\text{exc}} \) produces the same density as the interacting TDSE system. The QFD formulation of the TDKSE presented in the following allows the formulation of the TDKSE into a set of hydrodynamic equations for the single-particle QFD of single-particle QFD [14, 28]. This is a consequence of the singlet property of the system leading to two spatially identical KS orbitals. The only differences are due to the appearance of the correlation contribution \( p_c \) and the Hartree-exchange potential \( v_{\text{Hxc}} \).

For the 1D situation that we study, where \( u_i \) denotes the \( z \) coordinate of the KS velocity, one arrives at

\[
D_i p = -n \partial_z u_i
\]

(18)

and

\[
mD_i u_i = \frac{1}{n} \partial_z (v_{\text{Hx}} + v_{\text{exc}}),
\]

(19)

where \( D_i = \partial_i + u_i \partial_z \). Now, \( v_{\text{Hx}}(z, t) = \frac{1}{2} m n(z, t) W(z - z') dz' \) and the tensor in Eq. (15) has collapsed into a generalized scalar pressure

\[
p = p_{s,0} + p_c
\]

(20)

with the noninteracting pressure [29]

\[
p_{s,0} = \frac{\hbar^2}{4m} \left( \frac{\partial n}{\partial z} \right)^2 - \frac{n}{2}
\]

(21)

Note that \( \partial_z n_{s,0} = -n \partial_z v_{s,0} \).

At this point it is instructive to pause for a moment and have a look at the derived three-dimensional (3D) and 1D QFD equations. They are exact reformulations of the TDKSE, i.e., when the exact \( v_{\text{exc}} \) is available, they will have the exact time-dependent density as solution. The latter is of course also provided by the QFD equations for the interacting system, which can be derived from the TDSE [24–26]. However, the exact KS velocity \( u_i \) and the exact interacting velocity \( u \) do not necessarily agree in three dimensions. This is a consequence of the open question whether KS and interacting current are identical [42]. Of course in one dimension the relation \( u_i = u \) holds, allowing us for the time-dependent process at hand to identify \( u \) from the TDSE with the exact \( u_i \). The latter can then be compared with the adiabatically exact \( u_i \) stemming from the corresponding AE-TDKSE calculation.

### A. Governing equations

As mentioned before, the single-particle KS wave function \( \psi(r, t) = \psi^0(r, t) e^{i\omega t} \) is completely determined by the density \( n \) and the phase \( \omega \). This means that we can transform the KSE system into a set of hydrodynamic equations for the density \( n \) and the KS velocity field,

\[
u_i(r, t) = j_i(r, t)/n(r, t) = \frac{\hbar}{m} \nabla \alpha(r, t),
\]

(13)

where \( j_i \) is the KS current [42] by noting that \( u_i \) contains the same information as \( \alpha \). The transformation closely follows the one given by Madelung for the single-particle Schrödinger equation [12, 43]. The details are provided in Appendix B. Finally, one arrives at the hydrodynamic set of equations consisting of the continuity equation

\[
D_i p = -n \nabla \cdot u_i,
\]

(14)

the momentum equation

\[
m D_i u_i = -\frac{1}{n} \partial_x (P_{ij} + \delta_{ij} P_c) - \partial_z (v_{\text{Hx}} + v_{\text{exc}})
\]

(15)

and

\[
\Delta v_{\text{Hx}} = -2 \pi e^2 n.
\]

(16)

Here \( D_i = \partial_i + u_i \partial_z \) is the convective derivative and

\[
P_{ij} = \frac{\hbar^2}{4m} \left( \frac{\partial n}{\partial x} \right)^2 - \frac{n}{2}
\]

(17)

is the noninteracting stress tensor [24–26]. The correlation contribution \( p_c \) is defined by \( \nabla p_c \). The formal closure of the hydrodynamic set of equations is proven by the Runge-Gross theorem [16], which implies that \( p_c \) exists and is uniquely defined by the density \( n \), i.e., we have an unknown but well-defined constitutive relation \( p_c(n) \).

The equations for the two-electron singlet system closely resemble those derived by Madelung [12] for the single particle. Also \( P_{ij} \) has the same form as the quantum stress tensor of single-particle QFD [14, 28].

### B. Contributions to the generalized pressure

Looking at Eqs. (18) and (19) we notice a strong structural similarity to the 1D versions of the classical hydrodynamic equations reviewed in Appendix A. To push the analogy even further we recall that the classical stress tensor (Appendix A) contains a (hydro)static density-dependent pressure part and a dynamic velocity-dependent viscous contribution. As we will show in the following, the same classification holds for the generalized pressure of Eq. (20).

We start by splitting up the correlation pressure according to

\[
p_c = p_{s,0} + p_{c,\text{mem}}
\]

where the former part stems from the adiabatically exact \( v_{s,0} \) while the latter includes all the
TABLE II. Time-dependent processes of the A6-Hooke and A4-Hooke systems as given in Table I with \( n_{x,0}(z,t)=v_{x,0}(z)+ezE_0 \sin(\omega t) \). Intensity \( I \) in W/cm\(^2\); \( E_0 \) and \( \omega t \) in Hartree atomic units. The memory character of a process follows from the deviation of the TDSE- and AE-TDKSE-solutions in time (see text).

<table>
<thead>
<tr>
<th>Process</th>
<th>( I )</th>
<th>( E_0 )</th>
<th>( \omega t )</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>A6-Hooke I</td>
<td>( 7 \times 10^{14} )</td>
<td>0.141</td>
<td>0.029</td>
<td>No</td>
</tr>
<tr>
<td>A6-Hooke II</td>
<td>( 7 \times 10^{15} )</td>
<td>0.447</td>
<td>1.870</td>
<td>Yes</td>
</tr>
<tr>
<td>A4-Hooke I</td>
<td>( 7 \times 10^{14} )</td>
<td>0.141</td>
<td>0.029</td>
<td>No</td>
</tr>
<tr>
<td>A4-Hooke II</td>
<td>( 7 \times 10^{15} )</td>
<td>0.447</td>
<td>1.870</td>
<td>Yes</td>
</tr>
<tr>
<td>A4-Hooke III</td>
<td>( 7 \times 10^{15} )</td>
<td>0.447</td>
<td>0.935</td>
<td>Yes</td>
</tr>
</tbody>
</table>

memory effects with respect to \( n \). While \( p_{c,0} \) and \( p_{c,0}^{\text{excl}} \) exclusively depend on the instantaneous density (nonlocal in space and local in time), the situation for \( p_{c,\text{mem}} \) requires a closer inspection.

Due to the relation between KS velocity and density as provided by Eq. (14) the nonlocal-in-time relation to the density in \( p_{c,\text{mem}}[n] \) can be re-expressed in terms of a dependency on the initial state density \( n_s \) and on the history of the KS velocity \( u_s \). This follows from a “kinematic” solution of Eq. (14), where from a prescribed velocity field \( u_s(z,t') \) for \( 0 \leq t' \leq t \) one can always reconstruct \( n(z,t') \) on the same interval. Together with \( n_s(z) \) this fixes \( n(z,t') \) and hence \( p_{c,\text{mem}} \) for \( 0 \leq t' \leq t \). As a consequence \( p_{c,\text{mem}}[n] \) is replaced by \( p_{c,\text{mem}}[n_s,u_s] \), which is a functional of \( n_s \) (nonlocal in space) and velocity \( u_s \) (nonlocal in space and time).

The HPT motion mentioned earlier has a very intuitive form in the hydrodynamic picture: rigid motion of the density corresponds to purely advective motion without deformation, i.e., a continuity equation with vanishing right-hand side (rhs) or \( \partial_t u_s=0 \) (see Appendix A). Thus, the velocity is constant in space following \( u_s=X(t) \). In the momentum equation the nonlinear term of the convective derivative disappears and the xc pressure is replaced by its adiabatically exact contribution. This means that \( p_{c,\text{mem}}[n_s,u_s]=0 \) here, telling us that \( p_{c,\text{mem}} \) is in fact a functional of \( \partial_t u_s \), i.e., we actually have \( p_{c,\text{mem}}[n_s,\partial_t u_s] \). The latter observation is a consequence of the Galilean invariance of the stress tensor \([23,44]\), of which \( p \) is the scalar “leftover” in one dimension.

Thus \( p_{c,0} \) and \( p_{c,0}^{\text{excl}} \) clearly provide the ground-state contribution or hydrostatic pressure \([29]\) in Eq. (20) (recall also that \( \partial_t p_{c,0}=-n \partial_t u_s^{\text{excl}} \)), while the dynamical component can only stem from \( p_{c,\text{mem}} \).

IV. BREAKDOWN OF THE ADIABATIC APPROXIMATION

It has already been shown that for certain time-dependent processes, the exact and adiabatically exact xc potentials corresponding to a given exact density will be different \([11]\). To demonstrate that these memory effects have an observable influence on the dynamics, we have performed self-consistent AE-TDKSE calculations for several processes with and without nonadiabatic effects. The obtained results can then be compared with the exact TDSE solution. We concentrate on the anharmonic Hooke system (cf. Table II), which is especially suitable to analyze deviations from HPT motion while still profiting from the localization of the density due to the strong confinement provided by the parabolic potential.

A. A6-Hooke process without memory

We start with the A6-Hooke I process, for which the driving field intensity and frequency are in the range of typical strong laser processes (cf. Table I). Figures 2 and 3 show the evolution of the Hartree energy \( E_{hfs}(t)=1/2 n(\mathbf{r},t)\mathbf{u}(\mathbf{r},t)dz \) and of the ground-state noninteracting kinetic energy \( T_{s,0}(t) \) for both the TDSE and AE-TDKSE calculations. We choose these observables for monitoring memory because of their direct scalar dependence on the density \([5]\). \( T_{s,0}(t) \) is defined as

\[
T_{s,0}(t) = \frac{\hbar^2}{8m} \int \left[ \partial_t \varphi_s(z,t) \right]^2 dz, \tag{22}
\]

where \( \varphi_s(z,t)=\sqrt{n}(z,t)/2 \) and thus,

\[
T_{s,0}(t) = \frac{\hbar^2}{8m} \frac{\left[ \partial_t n(z,t) \right]^2}{n(z,t)}, \tag{23}
\]

with similar relations for the 3D case. The good agreement of the TDSE and AE-TDKSE results indicates that the adiabatic approximation is justified for this system as well.

FIG. 2. Time evolution of \( E_{hfs} \) for A6-Hooke I system calculated with TDSE (solid line) and AE-TDKSE (dotted line).

FIG. 3. Time evolution of \( T_{s,0} \) for A6-Hooke I system calculated with TDSE (solid line) and AE-TDKSE (dotted line).
batically exact approximation is valid here. Figure 4 shows snapshots of typical densities and velocities during this process. Although there is not only bulk motion but also some density deformation going on, it apparently happens on a slow enough time scale for the adiabatic approximation to remain valid. The slowness of the density deformation corresponds to almost flat velocity profiles according to Eq. (18), indicating that the instantaneous velocity is a more suitable quantity in this context than the instantaneous density deformation. Note that in the 1D situation studied in this paper density deformation always corresponds to density compression on the one hand and rarefaction on the other as at least two dimensions are required for a finite fluid volume to deform its shape while conserving its volume.

B. A6-Hooke process with memory

Now we turn our attention to a process at higher intensity and frequency (A6-Hooke II process) and repeat the analysis with respect to the energies. Figures 5 and 6 show the evolution of $E_h$ and $T_{\epsilon,0}$ for both the TDSE and AE-TDKSE calculations. In striking contrast to the situation before, we can see that around $t=3.5$ a.u. the solutions start to differ.

The different density evolutions in the two calculations indicate the insufficiency of the adiabatic approximation for this process. To analyze the conditions of the breakdown, it is instructive to compare the evolution of the density and velocity field for TDSE and AE-TDKSE calculations during the time interval where the energies start to deviate (Figs. 7–9). As in the A6-Hooke I process, the density gets deformed compared to HPT motion. But now this deformation is happening more rapidly, i.e., strong gradients appear in the velocity. This is a situation that is completely unlike the HPT motion described earlier as it leads to regions of either rapid density compression or rarefaction. Such behavior has been discussed in several earlier works: strong velocity gradients were shown to lead to the breakdown of the approximation of Vignale, Ullrich, and Conti [23] for the description of collective intersubband transitions in quantum wells [45] and of $s \rightarrow p$ transitions in atomic systems [46]. Similarly, it has been observed that rapid and strong density deformation...
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FIG. 8. Comparison of densities and velocities from TDSE (solid line) and AE-TDKSE (dotted line) schemes at $t = 4.20 \text{ a.u.}$ for A6-Hooke II system.

FIG. 9. Comparison of densities and velocities from TDSE (solid line) and AE-TDKSE (dotted line) schemes at $t = 5.46 \text{ a.u.}$ for A6-Hooke II system.

tified to be a reason for noncollective motion in systems with more electrons [47]. So, for the two-electron singlet system, it might be more appropriate to regard velocity gradients as a deviation from rigid “bulk motion” of the density distribution.

So why and how are strong velocity gradients related to the breakdown of the adiabatic approximation? It is instructive to now look back at the essential features of the hydrodynamic equations derived above. In the adiabatic approximation, where $\bar{p}_{c,mem}[n,u_\alpha,\partial u_\alpha]=0$, we are dealing with a momentum equation that strongly resembles the Euler equation, i.e., no velocity-dependent components appear on the rhs as would be the case for, e.g., the Navier-Stokes equation. Thus, it is immediately clear that as soon as strong velocity gradients develop, the nonlinear term $u_\alpha \partial u_\alpha$ on the left-hand side will become dominant for the time evolution because there is no term $\bar{p}_{c,mem}[n,u_\alpha,\partial u_\alpha]$ on the rhs, which could balance it. Hence, one should indeed expect that the solutions of calculations with and without $\bar{p}_{c,mem}[n,u_\alpha,\partial u_\alpha]$ start to deviate in such a situation.

From the analogy of $\bar{p}_{c,mem}[n,u_\alpha,\partial u_\alpha]$ to the viscous stress contributions in classical hydrodynamics it follows that its reaction to strong velocity gradients is, at least to leading order, of dissipative nature. Here, the term dissipation specifically refers to the dissipation of classical (collective) kinetic energy through a diffusive term in the momentum equation, i.e., the nonadiabatic term, $\bar{p}_{c,mem}$ can lead to dissipation of the velocity field’s kinetic energy. The latter does not disappear from the system but can be transferred to other internal energy components. It should be mentioned that further contributions to $\bar{p}_{c,mem}[n,u_\alpha,\partial u_\alpha]$ may also lead to energy injection. Nonadiabatic effects of velocity-dependent contributions have also been shown to be connected to entropy production and irreversible relaxation in infinite systems [48].

Generally, there seems to be a tendency of the AE-TDKSE solution to lead to more pronounced gradients than the TDSE (cf. Figs. 8 and 9). This appears quite reasonable, as it is well known that due to the nonlinear convective term $u_\alpha \partial u_\alpha$, the 1D Euler equation can build up discontinuities in the velocity field [49]. This effect can be balanced by a dissipative velocity-dependent term on the rhs, as frequently studied in one dimension in the context of the viscous Burguer’s equation [49]. However, due to the nature of the adiabatic approximation, any velocity-dependent term on the rhs of Eq. (19) is excluded. Thus, a “smoothing” or damping effect on the buildup of velocity gradients is not available in this situation. The absence of such a mechanism does generally not pose a problem for a quantum system, as discontinuities in the (not observable) velocity just signal kinks in the phase [cf. Eq. (13)]. But here, it will clearly make the phase of the adiabatically exact system start to differ from that of the exact system, leading to a different time evolution of the whole process and thus to the breakdown of the adiabatic approximation.

We have seen that the development of strong gradients in the velocity will threaten the validity of the adiabatic approximation. One should also note that the main effect of this feature on the observable quantity of interest, namely, the density $n$, is due to the rhs of the continuity equation [Eq.
This indicates that the effect is weighted by the density \((n\partial u_i)\), showing that the strong gradients might be less important in regions where the density is small. Note that in the limit of vanishing density the definition of the velocity breaks down anyway [28]. In a way, one could also regard those parts of the flow where the rhs of Eq. (18) vanishes due to vanishing \(n\) and/or \(\partial u_i\) as approximately incompressible and hence not problematic for the adiabatic approximation. In these regions the density is just advected by the velocity field as a whole without any deformation happening (cf. Appendix A). An important limiting case is of course electron motion according to the harmonic potential theorem, where \(\partial u_i\) vanishes exactly and, as stated above, the adiabatic approximation is exactly valid.

C. Breakdown criterion

While the obtained results and the hydrodynamic argument provide us with a good qualitative understanding of the adiabatic approximation, the appearance of strong velocity gradients does not offer a very practical criterion to determine when its breakdown will actually occur. Ideally one would like to infer already from the type, frequency, and strength of the applied perturbation whether an adiabatic approach is justified. However, facing the whole scope of possible strong field excitations, it seems too ambitious to predict the appearance of strong density gradients just from looking at \(v_{\text{ext}}(z,t)\). Instead, we will in the following present a simple criterion that will tell us, for an ongoing time-dependent KS calculation, when the adiabatic approximation is most certainly breaking down and the density evolution will start to differ from the exact one.

A suitable criterion that is based on the density should be sensitive to its rapid deformation, which, as shown above, corresponds to strong velocity gradients in regions of finite \(n\). To this end, we turn back to \(\dot{T}_{s,0}\), which basically provides an integral measure of the curvature and hence the deformation of the instantaneous density. As we are not interested in the absolute deformation of the density but rather how rapidly it changes in time, it is advantageous to look at

\[
\dot{T}_{s,0} = -\int j_i \partial_i v_{s,0} dz \\
= -\int n u_i \partial_i v_{s,0} dz \\
= \int u_i \partial_i p_{s,0} dz \\
= -\int p_{s,0} \partial_i u_i dz.
\]

There are several additional reasons why this quantity might be suitable for a memory criterion: it has been shown [5] that time derivatives of energy components can indicate memory effects. Additionally, \(\dot{T}_{s,0}\) is based on just the orbitals, i.e., it is always available in any time-dependent KS scheme. Furthermore, we see that \(\dot{T}_{s,0}\) provides an integral measure of the velocity gradient \(\partial_i u_i\) weighted with the noninteracting pressure \(p_{s,0}\). The latter quantity vanishes in regions where the density falls off to zero and hence ensures that velocity gradients in regions of low density will contribute less to \(\dot{T}_{s,0}\). Finally, \(\dot{T}_{s,0}\) can be regarded as a quantity intimately related to the ground-state character of a given density. The latter is expected to change rapidly in any nonadiabatic process.

Another attractive feature of \(\dot{T}_{s,0}\) is that in the limit of HPT motion without deformation, \(\dot{T}_{s,0}\) vanishes exactly as \(\partial_i u_i = 0\) in Eq. (24). Note that this property is shared by, e.g., \(E_h\), but the latter is much more sensitive to the density distribution in space than to its deformation.

In the following we will define an approximate upper bound for \(\dot{T}_{s,0}(t)\) of an ongoing time-dependent process that is still adiabatic. This bound is provided by the ratio

\[
\frac{\dot{T}_{s,0}}{\tau_{\text{mem}}} = \frac{\dot{T}_{s,0}(t=0)}{\tau_{\text{mem}}},
\]

where \(\dot{T}_{s,0}(t=0)\) is the initial value of the ground-state noninteracting kinetic energy of the system under study. \(\tau_{\text{mem}}\) is the memory time scale defined in the following way: as soon as a process is happening on the time scale \(\tau_{\text{mem}}\) (or on shorter time scales), it is expected to be no longer adiabatic. To fix \(\tau_{\text{mem}}\) we consider the limit of the linear response of the system. Here memory is known to become important as soon as the considered process takes place at a frequency \(\omega\) at which the xc kernel, \(\partial E_{\text{xc}}(\{n\})/\partial n\), shows significant frequency dependence [1,4]. As the xc kernel is composed of the inverse response functions of the interacting and the noninteracting systems, it will "inherit" their frequency dependence. This means that a good estimate for an upper bound for the frequency range where the xc kernel is almost independent of \(\omega\) is provided by the lowest occurring transition frequency [50]. For the systems studied here this is the lowest KS transition energy \(\omega_{0,1} = (e_1 - e_0)/\hbar\) (cf. Table I). Thus it makes sense to define \(\tau_{\text{mem}} = 2\pi/\omega_{0,1}\). Consequently an approximate upper bound for the validity of the adiabatic approximation for a specific process is provided by \(\dot{T}_{s,0}(t) < \tau_{\text{mem}}^\text{up}\). The possibility to extend this criterion to the case of more than two electrons in three dimensions is discussed in Appendix C.

Figure 10 shows the exact evolution of \(\dot{T}_{s,0}(t)\) for the two A6-Hooke systems together with the upper bound for \(\dot{T}_{s,0}(t)\) according to Eq. (25). \(\dot{T}_{s,0}(t)\) differs strongly for both processes and the proposed criterion clearly separates both regimes.

Figure 11 shows \(\dot{T}_{s,0}(t)\) for a larger data set of TDSE calculations for the A6-Hooke system (cf. Table III), where the memory character of each process has been determined by comparing \(v_{s}\) and \(v_{s,0}\) obtained from the inversion schemes. Although the applied dipole fields vary strongly with respect to \(E_0\) and \(\omega_0\), the criterion seems to hold in a large part of the parameter space. Note that the procedure used here to determine memory effects is not completely equivalent to the approach presented before. Therefore, the data shown in Fig. 11 should be seen more as a trend for the applicability of the adiabatic approximation with respect to the parameters \(E_0\) and \(\omega_0\) for a given system. These results
also indicate that $T^{\text{crit}}_{s,0}$ provides an upper bound for (and not the maximum of) $|T_{s,0}(t)|$ that can occur during a still adiabatic process. On the other hand with $|T_{s,0}| \geq T^{\text{crit}}_{s,0}$ the adiabatic approximation is certainly breaking down.

To show the applicability of the criterion to different systems we consider the A4-Hooke I–III processes. Figure 12 shows the exact evolution of $T_{s,0}(t)$ for the three processes together with the appropriate criterion. Here again, $|T_{s,0}(t)| > T^{\text{crit}}_{s,0}$ correctly indicates memory effects for A4-Hooke III process. The regime $|T_{s,0}(t)| < T^{\text{crit}}_{s,0}$ covers both the adiabatic A4-Hooke I process at almost vanishing $|T_{s,0}|$ and the nonadiabatic A4-Hooke II process with relatively high $|T_{s,0}|$. These findings highlight once more that $T^{\text{crit}}_{s,0}$ has the character of an approximate upper bound for the adiabatic regime.

For completeness we also show in Fig. 13 three different processes in the helium atom studied previously [11]. Although the helium system differs qualitatively from the anharmonic Hooke case and the studied processes are of different types the criterion works similarly well here.

![Graph](image1)

**FIG. 10.** Exact evolution of $T_{s,0}$ for A6-Hooke systems I (without memory, solid line) and II (with memory, dashed line). The dotted-dashed line represents the memory criterion according to Table I and formula (25).
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**FIG. 11.** Exact evolution of $T_{s,0}$ for A6-Hooke processes described in Table III (without memory: solid lines; with memory: dashed line). The dotted-dashed line represents the memory criterion according to Table I and formula (25).
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**FIG. 12.** Exact evolution of $T_{s,0}$ for A4-Hooke systems I (without memory, solid line), II (with memory, dotted line), and III (with memory, dashed line). The dotted-dashed line represents the memory criterion according to Table I and formula (25).

### Table III. Time-dependent processes of A6-Hooke in a dipole field according to \( v_{\text{ext}}(z,t)=v_{\text{ext,gs}}(z)+e\varepsilon E_0 \sin(\omega t) \). Intensity \( I \) in W/cm²; \( E_0 \) and \( \omega_\text{f} \) in Hartree atomic units. The memory character of a process follows from the deviation of \( v_c \) and \( v_{s,0} \) corresponding to the exact time-dependent density.

<table>
<thead>
<tr>
<th>( I )</th>
<th>( E_0 )</th>
<th>( \omega_\text{f} )</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 \times 10^{14} )</td>
<td>0.053</td>
<td>0.117</td>
<td>No</td>
</tr>
<tr>
<td>( 1 \times 10^{14} )</td>
<td>0.053</td>
<td>0.935</td>
<td>No</td>
</tr>
<tr>
<td>( 7 \times 10^{14} )</td>
<td>0.141</td>
<td>0.058</td>
<td>No</td>
</tr>
<tr>
<td>( 7 \times 10^{14} )</td>
<td>0.141</td>
<td>0.117</td>
<td>Yes</td>
</tr>
<tr>
<td>( 7 \times 10^{14} )</td>
<td>0.141</td>
<td>0.935</td>
<td>Yes</td>
</tr>
<tr>
<td>( 1 \times 10^{15} )</td>
<td>0.169</td>
<td>1.870</td>
<td>No</td>
</tr>
<tr>
<td>( 7 \times 10^{15} )</td>
<td>0.239</td>
<td>1.870</td>
<td>Yes</td>
</tr>
<tr>
<td>( 2 \times 10^{15} )</td>
<td>0.239</td>
<td>2.805</td>
<td>No</td>
</tr>
<tr>
<td>( 7 \times 10^{15} )</td>
<td>0.447</td>
<td>1.870</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### V. CONCLUSION

We have studied the conditions for the breakdown of the adiabatic approximation in TDDFT. To allow for a numerically exact analysis of this problem we focused on 1D two-electron singlet systems where both exact and adiabatically exact calculations are possible. To interpret the results and proceed toward a quantitative criterion for the breakdown, we have transformed the governing equations into a hydrodynamic formulation based on the density \( n \) and the KS velocity \( u_\text{c} \).

The breakdown of the adiabatic approximation was found to be related to the appearance of strong velocity gradients corresponding to rapid compression and rarefaction of the density. Within the hydrodynamic picture these features can be clearly linked to dissipative effects in the KS system that are missed whenever the adiabatic approximation is used. Guided by this observation we derived a criterion for the breakdown of the adiabatic approximation based on the rate of change of the ground-state noninteracting kinetic energy.
The latter provides an integral measure of strong velocity gradients in regions of finite density. We showed that this criterion for different processes indicates that memory effects generally become more important for growing strength of the external perturbation. However, for forcing frequencies that are very low the adiabatic approximation is found to hold even at strong perturbation amplitudes. In the opposite limit of very high frequencies there are also indications for the applicability of the adiabatic approximation in agreement with recent analytical findings [51]. This behavior agrees with the analogy between the electron liquid and a viscoelastic material [23]: in the nonadiabatic regime, the electronic system behaves fluidlike and internal friction leads to dissipative effects. The opposing regime is characterized by solidlike elastic behavior as for HPT motion or in the limiting case of infinite frequency. The effects that are crucial in the latter regime are thus mainly incorporated into the exact ground state $u_{\text{ex},0}$. Hence, the adiabatic approximation works well in the elastic regime.

The small perturbation limit also leads to the linear response regime of TD-DFT. Here memory effects are known to be crucial for the correct representation of double and multiple excitations [4,8]. Investigating these questions using the adiabatically exact approximation has been the topic of a recent study [52]. Earlier studies [46] have already established a connection between dissipative effects and nonadiabatic corrections to linear response quantities.

Of course the ultimate goal is the development of xc functionals that are applicable both in the adiabatic and nonadiabatic regimes. Currently, there is a lot of progress going on in this direction [23.53–58] with most of these approaches drawing from hydrodynamic concepts. The present work shows that both the QFD approach and the 1D two-electron singlet system as a benchmark case can provide important guidance on this route.

FIG. 13. Exact evolution of $T_{s,0}$ for helium systems ramp (without memory, solid line), pulse with $I=7 \times 10^{14}$ W/cm$^2$ (without memory, dotted line), and oscillating nucleus (with memory, dashed line) as investigated in Ref. [11]. The dotted-dashed line represents the memory criterion according to Table I and formula (25). For the pulse $T_{s,0}$ is reaching finite amplitudes at later times but not exceeding 40% of $T_{s,0}^{\text{ex},0}$.

The absence of dissipation in the latter equation is the reason for major differences to the Navier-Stokes equation: flow of a medium is described in terms of the density field $n(r,t)$, the velocity field $u(r,t)$, and the stress tensor $\Pi(r,t)$. The first governing equation is the continuity equation,

$$D_n u = -\nabla \cdot u(\Pi - \nabla v_{\text{ext}}), \quad \text{(A1)}$$

Here, the divergence of the stress tensor $\Pi$ represents internal forces whereas $\nabla v_{\text{ext}}(r,t)$ describes external body forces acting on the fluid. $\Pi_{ij} = -p \delta_{ij} + \sigma_{ij}$ contains the scalar hydrostatic pressure $p(r,t)$, a nonideal contribution, and the viscous shear-stress tensor $\sigma_{ij}(r,t)$. These quantities have to be determined from constitutive equations, which formally close the system of equations. For a classical Newtonian fluid,

$$\sigma_{ij} = \eta \frac{\partial}{\partial t} u_i + \partial_j u_i - \frac{2}{3} \delta_{ij} \nabla \cdot u + \zeta \delta_{ij} \nabla \cdot u. \quad \text{(A3)}$$

where $\eta$ and $\zeta$ are the shear and the bulk viscosity of the liquid. These material properties and an equation of state for the pressure $p$ are required as further input into the theory. For constant $\eta$ and $\zeta$ Eq. (A2) turns into the famous Navier-Stokes equation.

Obviously $\sigma$ depends on spatial derivatives of the velocity field and accounts for viscous effects in the fluid. It is set to zero for an inviscid flow for which the Navier-Stokes equation reduces to the Euler equation,

$$m \frac{D}{Dt} u = -\nabla p - \nabla v_{\text{ext}}. \quad \text{(A4)}$$

The absence of dissipation in the latter equation is the reason for the divergence of the velocity field: flow governed by the Euler equation can build up shocks that would otherwise be attenuated by dissipation. Furthermore, viscous effects are crucial in the context of turbulence, which is the prevalent flow state of most classical fluids. These phenomena are all related to the intrinsic nonlinearity of both the Euler and Navier-Stokes equations, which is provided by the term $u \cdot \nabla u$ in the convective derivative.

We conclude this short review with the 1D version of the Navier-Stokes equation for the $z$ component $u_z$. 
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APPENDIX A: CLASSICAL FLUID DYNAMICS

In classical fluid dynamics (cf., e.g., Refs. [49,59]), the flow of a medium is described in terms of the density field $n(r,t)$, the velocity field $u(r,t)$, and the stress tensor $\Pi(r,t)$. 

$$D_n u = -\nabla \cdot u(\Pi - \nabla v_{\text{ext}}).$$

where the material or convective derivative $D_n = \partial + u \cdot \nabla$ describes the rate of change following the fluid. An important special case is provided by incompressible flow corresponding to $\nabla \cdot u = 0$. In this case the rhs of the continuity equation vanishes and the density is just transported or advected with the flow, i.e., no compression and rarefaction takes place.

To determine the velocity field a second evolution equation is required; the momentum balance

$$m \frac{D}{Dt} u = -\nabla p - \nabla v_{\text{ext}}. \quad \text{(A2)}$$

Here, the divergence of the stress tensor $\Pi$ represents internal forces whereas $\nabla v_{\text{ext}}(r,t)$ describes external body forces acting on the fluid. $\Pi_{ij} = -p \delta_{ij} + \sigma_{ij}$ contains the scalar hydrostatic pressure $p(r,t)$, a nonideal contribution, and the viscous shear-stress tensor $\sigma_{ij}(r,t)$. These quantities have to be determined from constitutive equations, which formally close the system of equations. For a classical Newtonian fluid,

$$\sigma_{ij} = \eta \left[ \frac{\partial}{\partial t} u_i + \partial_j u_i - \frac{2}{3} \delta_{ij} \nabla \cdot u \right] + \zeta \delta_{ij} \nabla \cdot u. \quad \text{(A3)}$$

where $\eta$ and $\zeta$ are the shear and the bulk viscosity of the liquid. These material properties and an equation of state for the pressure $p$ are required as further input into the theory. For constant $\eta$ and $\zeta$ Eq. (A2) turns into the famous Navier-Stokes equation.

Obviously $\sigma$ depends on spatial derivatives of the velocity field and accounts for viscous effects in the fluid. It is set to zero for an inviscid flow for which the Navier-Stokes equation reduces to the Euler equation,

$$m \frac{D}{Dt} u = -\nabla p - \nabla v_{\text{ext}}. \quad \text{(A4)}$$

The absence of dissipation in the latter equation is the reason for major differences to the Navier-Stokes equation: flow governed by the Euler equation can build up shocks that would otherwise be attenuated by dissipation. Furthermore, viscous effects are crucial in the context of turbulence, which is the prevalent flow state of most classical fluids. These phenomena are all related to the intrinsic nonlinearity of both the Euler and Navier-Stokes equations, which is provided by the term $u \cdot \nabla u$ in the convective derivative.
\[ mD_{\mu} = \frac{1}{n} \partial\vec{p} - \partial v_{\text{ext}}, \]  

where the stress-tensor \( p \) has taken the form of a generalized pressure \( \vec{p} \). Naturally the latter still contains the hydrostatic pressure \( p \) and dynamical contributions from \( \sigma_{ij} \).

**APPENDIX B: QUANTUM FLUID DYNAMICS**

While the classical hydrodynamic equations just represent a continuum approximation to the classical mechanics of point particles, many-body quantum mechanics based on the continuous wave function can be exactly transformed into quantum fluid dynamics (QFD) [28].

The derivation for a single-particle wave function \( \varphi(r,t) \) [12] starts by inserting \( \varphi(r,t) = R(r,t)e^{i\alpha(t)} \) with \( R \) and \( \alpha \) real into

\[ i\hbar \partial_t \varphi(r,t) = \left( -\frac{\hbar^2}{2m} \nabla^2 + v_{\text{ext}}(r,t) \right) \varphi(r,t). \]  

(B1)

Separating real and imaginary parts of the equation, realizing that \( R^2 = |\varphi|^2 = n \), and defining \( u = \frac{\hbar}{m} \nabla \alpha \) one arrives at

\[ D_n = -n \nabla \cdot u \]  

(B2)

and

\[ mD_{\mu} = \frac{1}{n} \partial P_{\mu} - \partial v_{\text{ext}}, \]  

(B3)

where

\[ P_{\mu} = \frac{\hbar^2}{4m} \left( \frac{\partial \varphi}{\partial x_{\mu}} \frac{\partial \varphi}{\partial x_{\nu}} - \delta_{\mu\nu} \nabla^2 n \right) \]  

(B4)

is the quantum stress tensor \([14,24,28]\). The obtained equations show a strong analogy to the continuity and Navier-Stokes equations for classical fluids as presented before.

The QFD equations for the time-dependent two-electron singlet KS system can be derived in the same way using \( R^2 = |\varphi|^2 = n/2 \) and \( v_{c} \) instead of \( v_{\text{ext}} \) or by evaluating the general many-particle form of the noninteracting stress tensor \( P_{\mu} \) [24–26] for the time-dependent singlet KS wave function. After all factors of 2 have canceled out, we are left with

\[ D_n = -n \nabla \cdot u \]  

(B5)

and

\[ mD_{\mu} = -\frac{1}{n} \partial P_{\mu} - \partial v_{c}, \]  

(B6)

where \( P_{\mu} \) is given by Eq. (B4). Consequently the only difference to the one particle case is that the effective potential \( v_{c} \) still contains two density-dependent contributions \( v_{hs} \) and \( v_{c} \). The most appropriate way to deal with \( v_{hs} \) is via a separate Poisson equation,

\[ \Delta v_{hs} = -2\pi^2 n, \]  

(B7)

as in the theory of conducting fluids [60]. On the other hand the unknown \( v_{c} \) is clearly related to internal forces within the system. In analogy with Eq. (A2) it thus makes sense to define the correlation contribution to the stress tensor according to

\[ \nabla P_c = n \nabla v_c \]  

(B8)

and group it together with \( P_{\mu} \) so that [29]

\[ mD_{\mu} = -\frac{1}{n} \left( \partial P_{\mu} + \partial P_{c} \right) - \partial (v_{hs} + v_{c}). \]  

(B9)

It is also interesting to note that the QFD point of view opens up connections to other fields of physics. The Madelung fluid concept [12] for instance is also employed in the study of solitary waves and the nonlinear Schrödinger equation [43].

**APPENDIX C: BEYOND THE 1D TWO-ELECTRON SYSTEM**

The basic structure of the QFD equations is not modified for systems of more than two electrons in three dimensions. Thus the adiabatic approximation can still be interpreted as neglecting xc contributions that depend on gradients of the velocity field.

We have seen that in 1D velocity gradients can occur only for compressive flow, which leads to dissipation of classical kinetic energy and can be detected by the proposed criterion. In three dimensions shear flow is another possible source of dissipation through internal friction. Quite appropriately \( T_{s,0} \) is governed by

\[ T_{s,0}(t) = -\int (\partial_{\mu} u_{\mu}) P_{s,0} d^3r, \]  

(C1)

which means that it is not only sensitive to compression, where \( \nabla \cdot u \neq 0 \) \( (i \neq j) \), but also to shear velocity gradients \( (i \neq j) \) multiplied by off-diagonal elements of \( P_{s,0} \). As the time-scale argument based on the xc kernel does also remain valid the criterion can thus be formulated as in one dimension.

Of course the presence of more than two particles means that different single-particle currents can contribute to the total current. Whether this will lead to additional nonadiabatic effects that are not detected by the proposed criterion cannot be established at present. However the violation of the breakdown criterion should still provide a definitive warning signal for an ongoing TDKS calculation.


[41] This choice of parameters leads to density distributions that can be well represented on the used numerical grid.


[50] It appears highly unlikely that the frequency dependence of the inverse interacting and noninteracting response functions directly cancels at the lowest transition frequency.
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Photoabsorption spectra for 2-electron singlet systems are obtained from the real-time propagation of the time-dependent Kohn–Sham equations in the adiabatically exact approximation. The latter is provided by the exact ground state exchange–correlation potential corresponding to the instantaneous density. The results are compared to exact data obtained from the solution of the interacting Schrödinger equation. We find that the adiabatically exact approximation provides very good results for transitions of genuinely single excitation character but yields incorrect results if double excitations contribute substantially. However, the extent of the error can vary: some double excitations are just shifted in energy whereas others are missed completely. These situations are analyzed with the help of transition densities.

I. Introduction

The importance of time-dependent linear response theory for the study of electronic matter can hardly be overestimated. From the calculation of dynamic polarizabilities, van der Waals coefficients and frequency-dependent dielectric constants to excitation spectra, linear response theory has a broad range of applications for atoms, molecules, clusters, and solid-state systems.1–6

For the treatment of electrical response in the absence of magnetic fields time-dependent density-functional response theory is by now the most important method available. Its first application to the calculation of photoabsorption cross-sections of atoms7 even predates its formal foundation within the framework of time-dependent density functional theory (TDDFT).8 TDDFT in the time-dependent Kohn–Sham (TDKS) framework maps the interacting many-electron problem onto a system of non-interacting particles which yield the same time-dependent density \( n(r,t) \). The evolution of the corresponding single-particle Schrödinger equations is governed by an effective potential incorporating all non-classical many-body effects into an exchange correlation (xc) contribution \( v_{\text{xc}}(r,t) \). The xc potential is a well-defined but generally unknown functional of the time-dependent density that needs to be approximated in TDDFT applications.

A rigorous method to calculate excitation energies9–11 within linear response is based on the time-dependent exchange correlation kernel

\[
 f_{\text{xc}}[n](r,t,r',t') = \frac{\partial v_{\text{xc}}[n][r,t]}{n(r',t')} \bigg|_{n_0}, \tag{1.1}
\]

i.e. the functional derivative of the xc potential taken at the ground state density \( n_0(r) \). It is the crucial ingredient of the systematic way to derive the excitation energies of the exact system from the Kohn–Sham (KS) eigenvalues and orbitals of static density functional theory (DFT). This approach, which is most frequently used in the matrix formulation of Casida,11 thus relies crucially on the density-functional approximations for the exact ground state xc-potential and for the time- or frequency-dependent \( f_{\text{xc}} \). The latter is, by rigorous definition, just the functional derivative given in eqn (1.1), but in practice is frequently treated as a quantity that is approximated independently. It is usually applied in the adiabatic approximation where the frequency dependence or memory effects of \( f_{\text{xc}} \), i.e., its non-local-in-time relation to the density, are neglected. This approximation is not able to reproduce all of the transition energies of the exact spectrum.12 The missing energy differences have been found to be connected to transitions to states with significant double or multiple excitation character.12–17

A second way of calculating excitation energies is provided by the propagation (real-time solution) of the TDKS equations. Here the photoabsorption spectrum is obtained from time-dependent dipole18–21 or higher order moments22 of an initially perturbed electronic configuration. Beside an accurate initial state this method requires an approximation of the exact time-dependent \( v_{\text{xc}} \). Once again, most available approximations are adiabatic, i.e., neglecting memory effects in \( v_{\text{xc}} \), so the problem with respect to states of multiple excitation character persists.

Consequently, the shortcomings of the adiabatic approximation to \( f_{\text{xc}} \) or \( v_{\text{xc}} \) that are responsible for the missing multiply excited states are attracting considerable attention.12,23 However, the issue is an involved one as basically all available approximations are not only adiabatic in time but also lack the correct spatially nonlocal dependency on the density. Thus, errors due to missing temporal nonlocality and incorrect spatial nonlocality are indistinguishably entangled in these approximations. In order to rigorously determine the consequences of the adiabatic approximation one needs to compare exact excitation energies to those obtained with the adiabatically exact \( f_{\text{xc}} \) or \( v_{\text{xc}} \), i.e., functional...
that are adiabatic in time but have the fully correct spatial dependency on the density.

A reliable scheme which allows to numerically construct the adiabatically exact (AE) approximation for $v_{\text{ex}}$ has recently been developed for the propagation approach. Its basic idea is to replace the time-dependent $v_{\text{ex}}$ by the exact ground-state xc-potential $v_{\text{xc},0}$ corresponding to the instantaneous density. In order to perform the desired comparison, one needs to resort to simple systems like the 2-electron singlet in one dimension, where both the exact and the adiabatically exact real-time propagations are possible. Previous studies of these model systems have concentrated on the regime of strong, nonperturbative, nonlinear excitations. In this article we will extend the developed methods to the real-time calculation of linear response photoabsorption spectra. The exact quantities as obtained from the propagation of the time-dependent Schrödinger equation (TDSE) are compared to those stemming from the solution of the TDKSE in the adiabatically exact approximation (AE-TDKSE).

This comparison reveals that some excitations are very accurately reproduced by the adiabatically exact approximation while others are found at wrong energies or are not present altogether. As we will see, the reproduced transitions can be related to single excitations and the failures to states having substantial double excitation character. We also demonstrate that transition densities can provide valuable additional and complementary information.

The article is organized as follows: in section two we introduce the governing equations of the studied systems and the boost-method used for the linear response calculations. Section three comprises our results including the spectra and transition densities before we provide a summary in section four.

II. Theoretical background

In the following section we introduce the governing equations of the 2-electron singlet system and the real-time formalism for linear response calculations. We will only consider the case of one spatial dimension, $z$.

A Governing equations for the 2-electron singlet system

The one-dimensional (1D) 2-electron system is described by the Hamiltonian operator

$$H_0 = \sum_{j=1,2} \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz_j^2} + v_{\text{ext},0}(z_j) \right) + V_{\text{ex}}(|z_1 - z_2|), \quad (2.2)$$

where $v_{\text{ext},0}(z_j)$ is the external ground-state potential and $V_{\text{ex}}(z_1 - z_2)$ represents the symmetric electron–electron interaction. In order to deal with the Coulomb singularity in 1D we employ the soft-core interaction $W(z) = e^2/\sqrt{z^2 + 1}$ for $V_{\text{ex}}$ (always) and for the external potential whenever we consider the helium atom. This 1D model system has been found to reproduce the essential features of correlated electron dynamics.

The eigenstates $\psi_i(z_1, z_2)$ of (2.2) are the solutions of the interacting static Schrödinger equation (SE)

$$H_0 \psi_i = E_i \psi_i, \quad (2.3)$$

with eigenvalues $E_i$. Due to the reduced dimensionality of the problem it is possible to calculate the lower eigenvalues and eigenstates with moderate computational effort. In the present work the $n$th eigenstate is obtained by an imaginary time-propagation, where any contributions of states $\psi_j$ with $j < i$ are projected out. The eigenstates will always have definite parity

$$\psi_i(z_1, z_2) = \pm \psi_i(-z_1, -z_2) \quad (2.4)$$

and be (anti)symmetric with respect to exchange of the electrons, i.e.

As we are not interested in triplet states with parallel spins here, we exclude the antisymmetric spatial wave functions. The obtainable $E_i$ will allow us to compare eigenvalue differences to the excitation energies found in the absorption spectra (see below). While the ground state $\psi_0$ provides the initial state for all time-dependent calculations, the eigenstates $\psi_i$ can be used to construct the transition density

$$p_{ij}(z) = 2 \langle dz' \psi_i(z, z') \psi_j(z, z') \rangle \quad (2.5)$$

between the states $i$ and $f$.

Finally, as a closing remark on the static equations presented so far, we note that it is an important aspect of our work that in 1D it is possible to numerically invert the SE to find $v_{\text{ext}}(z)$ for a given ground state density $n_0(z)$. This will also prove to be extremely useful in the (TD)DFT case which we discuss below.

The time-evolution of a general symmetric wave function $\psi(z_1, z_2, t)$ follows from the solution of the time-dependent Schrödinger equation, $ih\hbar \ddot{\psi} = H\psi$, governed by

$$H = \sum_{j=1,2} \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz_j^2} + v_{\text{ext}}(z_j, t) \right) + V_{\text{ex}}(|z_1 - z_2|). \quad (2.6)$$

with the time-dependent external potential $v_{\text{ext}}$. The exact electron density can always be obtained through

$$n(z, t) = 2 \langle \psi(z, z', t)|z|z', t\rangle. \quad (2.7)$$

Within standard KS-DFT the two-electron singlet system is mapped onto a system of two noninteracting particles in the same spatial orbital $\phi(z)$. This means that we are only dealing with one occupied Kohn–Sham orbital. The stationary Kohn–Sham orbitals follow from the Kohn–Sham equation (KSE)

$$\left( -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + v_{\text{ex}}(z) \right) \phi(z) = E \phi(z). \quad (2.8)$$

The evolution of a general orbital $\phi(z, t)$ is governed by the time-dependent Kohn–Sham equation (TDKSE)

$$i\hbar \partial_t \phi(z, t) = \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + v_{\text{ext}}(z, t) \right) \phi(z, t). \quad (2.9)$$

The effective potentials $v_{\text{ex}}$ and $v_{\text{ext}}$ are unique functionals of the densities $n_0(z) = 2\langle \phi(z)|z|\phi(z) \rangle^2$ and $n(z, t)$, respectively, by virtue of the Hohenberg–Kohn and the Runge–Gross theorem.

For our studies, it is a most relevant feature of the KSE that it can be inverted to obtain the $v_{\text{ex}}(z, t_0)$ corresponding to a given density $n_0(z) = n(z, t_0)$ at a fixed time $t_0$ (i.e., interpreting
\( n(z,t_0) \) as a ground-state density). In this way the exact ground state xc potential can be obtained from

\[
v_{\text{ext,0}}(z,0) = \frac{1}{2} \left[ v_{\text{xc}}(z,0) + v_h(z,0) + v_x(z,0) \right],
\]

(2.10)

where \( v_{\text{ext,0}} \) follows from the SE inversion mentioned above and \( v_x(z,0) = \int n(z',0) v_{\text{xc}}(z-z') dz' \) is the Hartree potential. \( v_{\text{ext,0}} \) is thus a spatially nonlocal functional of the corresponding ground state density. For the two-electron singlet system the exchange contribution to \( v_{\text{xc}} \) is simply \( v_x = -1/2 \hbar \) so that in the following \( v_{\text{xc}} = v_h + v_x = -1/2 \hbar \) will often be separated from \( v_h \).

On the other hand, the exact time-dependent quantities are related to \( v_{\text{ext}} \) of eqn (2.6) via the usual expression

\[
v(t) = v_{\text{ext}}(z,t) + v_h(z,t) + v_x(z,t).
\]

(2.11)

When the initial state is the ground state, the xc potential at any given time \( t \) is a spatially nonlocal functional of the exact time-dependent density \( n \) at all previous times, i.e., \( v_{\text{xc}}(z,t) = v_{\text{xc}}[n(t',0)](z,t) \) where \( t' \leq t \). The nonlocal dependency of \( v_{\text{xc}} \) on the density with respect to time is usually referred to as “memory effects” being present in the xc potential.39

As mentioned above these memory effects of \( v_{\text{xc}} \) (or equivalently the frequency dependence of \( f_{\text{xc}} \)) are crucial for TDDFT to reproduce the complete spectrum of excitations. Hence it is of considerable interest to study the specific situation when only the memory effects are missed by the employed approximation while the spatial dependence is taken into account exactly. This can be realized by the adiabatically exact approximation which is defined by treating the time-dependent density at a fixed time \( t = t_0 \) as a ground state density, i.e., \( n(z,t_0) = n_0(z) \), and by replacing \( v_{\text{xc}}(z,t_0) \) by the exact \( v_{\text{xc}}(n_0(z'))(z) \) of ground state DFT. The latter quantity is generally unknown. However, it can be constructed numerically for 1D 2-electron singlet systems by using eqn (2.10).24 This substitution ensures that the full spatial nonlocality of \( v_{\text{xc}} \) is treated exactly while memory effects are excluded. In this respect, the adiabatically exact approximation is fundamentally different from commonly used adiabatic approximations. It offers the chance to investigate exclusively the influence of memory effects on the excitation spectrum, allowing for unprejudiced insights into the nature of memory in \( v_{\text{xc}} \).

B Excitation energies from real-time TDDFT

In order to obtain photoabsorption spectra from propagating the TDSE or AE-TDKSE we need to apply a small initial perturbation to the system. For the dipole response this is done by boosting the correlated wave function according to

\[
\psi(z_1,z_2) = \psi(z_1,z_2) e^{i \theta_{\text{boost}}(z_1+z_2)},
\]

(2.12)

(and similarly for the KS orbital), i.e., giving the density distribution a spatially uniform initial velocity \( u_0 = \theta_{\text{boost}}/m \) with \( \theta_{\text{boost}} = 0.01 \) a.u. throughout. The boost parameter \( \theta_{\text{boost}} \) was chosen in such a way that the dipole response is first order in \( \theta_{\text{boost}} \), i.e., in the linear response regime. After that the system is propagated subject to the static external potential \( v_{\text{ext},0} \) and the whole evolution of the density \( n(z,t) \) is recorded. From the latter we obtain the time-dependent dipole moment

\[
d(t) = \int dzn(z,t)z.
\]

(2.13)

In a similar way we obtain the quadrupole response by

\[
\psi'(z_1,z_2) = \psi(z_1,z_2) e^{i \theta_{\text{boost}}(z_1+z_2)^2},
\]

(2.14)

corresponding to a linear initial velocity of \( u_0 = \theta_{\text{boost}}/mz \) with \( \theta_{\text{boost}} = 0.001 \) a.u. throughout. In this case we track the quadrupole moment

\[
q(t) = \int dzn(z,t)z^2.
\]

(2.15)

Due to the one-dimensionality of the system both moments are just simple scalar expressions. As a consequence, the quadrupole moment can be viewed as rather similar to the monopole in our study. The Fourier transform of these quantities yields the dipole and quadrupole power spectra \( \langle \Delta n(t) \rangle^2 \) and \( \langle q(t) \rangle^2 \). We consider these quantities because they are numerically more stable than the dynamical polarizability and we are mainly interested in the positions and not the strengths of the single peaks.

The possibility to store the whole time-evolution of the density allows us to obtain the Fourier transform \( \delta n(z,0) \) of the AE density fluctuation \( \delta n(z,t) \). The former evaluated at the excitation frequency \( \omega_{\text{ex}} \) is proportional to \( \rho_{\text{ex}} \), i.e.,

\[
\text{Im} \delta n(z,0) \sim \rho_{\text{ex}}(z).
\]

(2.16)

This allows us to qualitatively obtain the AE transition density \( \rho_{\text{ex}} \) from \( \delta n \). The exact \( \rho_{\text{ex}} \) can of course be constructed from the eigenstates of the interacting SE, cf. eqn (2.5).

C Relation to the Casida matrix approach

A more common way to obtain linear response excitation energies within TDDFT is via the frequency-dependent xc kernel. The Casida equation11 allows to derive the exact transition energies from (TD)DFT quantities. However, two density functionals are required as an input: first the ground state (DFT) \( v_{\text{xc},0} \) is necessary to obtain the correct Kohn-Sham eigenvalues and eigenstates, secondly the frequency-dependent xc-kernel of TDDFT is needed to transform the Kohn-Sham eigenvalues into the exact excitation energies.

Another issue relevant for the Casida formulation is the error introduced by the truncation of the underlying infinite-dimensional matrix equation. It is reasonable to assume that this approximation will only affect the high transition energies. Naturally, a related problem occurs in real-time propagation, where excitations above a certain energy will no longer be represented on the chosen discrete time coordinate grid.

Finally, the Casida formalism requires diagonalization of the truncated matrix system. Here some approaches rely on the so-called single pole approximation.9,23 Obviously, questions related to the diagonalization are completely circumvented in the real-time propagation.

III. Results and discussion

In the following we investigate the spectra of characteristic 1D 2-electron systems: the soft-core helium atom24,30,31,34
characterized by the ground state potential $v_{ext,0}(z) = -2W(z)$, “Hooke’s atom” with $v_{ext,0}(z) = (k/2)z^2$ (Hooke) and the “anharmonic Hooke’s atom” characterized by $v_{ext,0}(z) = (k_0z^2 + k_1z^4)$ (A6-Hooke) with $k_0 = 0.1$ a.u. and $k_1 = 0.01$ a.u. 27 (we use Hartree atomic units unless stated otherwise). The anharmonic term has been introduced to A6-Hooke to deliberately avoid the special properties of the harmonic system. The different systems are summarized in Table 1. The initial state for any time-dependent process is the ground state of the particular system. Quite generally, one should keep in mind that due to the finite numerical accuracy of the AE-TDKSE scheme, smaller spectral features should not be overinterpreted.

### A Helium

The soft-core helium system has the typical features of an atomic system in the sense of decreasing energy level spacings up to the first ionization threshold followed by a continuous spectrum. 28, 31, 33 This is reflected in the dipole and quadrupole power spectra shown in Fig. 1 and 2. The numerical reliability of the AE-TDKSE propagation results is restricted to the energy range below $\omega \approx 0.7$ a.u. In this regime, the inversion algorithms have converged sufficiently. The figures show that in the trust region the exact spectra are extremely well reproduced by the adiabatically exact ones. All transition peaks appear and are located almost at the exact energies. The latter were also calculated from the static SE (2.3) and agree with the values reported in Ref. 35. These findings imply that in this energy regime the xc kernel can only be weakly frequency dependent and the exact ground-state kernel is able to reproduce all transitions correctly. Thus, for the helium atom the AE approximation is extremely powerful not only for strong, non-perturbative fields, 24 but also in the linear response regime.

In trying to understand the excellent performance of the AE approximation we now investigate the nature of the observed excitations. To this end we project the correlated final states $f_j$ on symmetric KS product wave functions

$$\Phi_{ij}(z_1, z_2) = \begin{cases} \phi_i(z_1)\phi_j(z_2), & i = j \\ \frac{1}{\sqrt{2}}(\phi_i(z_1)\phi_j(z_2) + \phi_j(z_1)\phi_i(z_2)), & i \neq j \end{cases}$$

constructed from the exact occupied and unoccupied orbitals of eqn (2.8) for helium. In this way we can estimate the single and double excitation character of a correlated excited state with respect to the KS basis. Table 2 shows the overlap between the KS product states and the first six eigenstates of the helium Hamiltonian of eqn (2.2). States 1 to 5 are the final states of the transitions denoted with vertical lines in Fig. 1 and 2. Clearly they are completely dominated by states $\Phi_{ij}$ with single excitation character. This fits in with the general concept of energy levels in the helium atom where the single particle picture is known to work well.

![Fig. 1 Dipole power spectrum for helium obtained from TDSE (solid line) and AE-TDKSE (dashed line). Vertical lines indicate the first five transition energies from the ground state to singlet states of odd (dotted) and even parity (dotted-dashed) as obtained from eqn (2.3).](image1)

![Fig. 2 Quadrupole power spectrum for helium obtained from TDSE (solid line) and AE-TDKSE (dashed line). Vertical lines indicate the first five transition energies from the ground state to singlet states of odd (dotted) and even parity (dotted-dashed) as obtained from eqn (2.3).](image2)

### Table 1 Ground state properties of 1D 2-electron singlet systems studied in this article. All values are in Hartree atomic units

<table>
<thead>
<tr>
<th>System</th>
<th>$v_{ext,0}(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helium</td>
<td>$-2W(z)$</td>
</tr>
<tr>
<td>Hooke</td>
<td>$(k/2)z^2$</td>
</tr>
<tr>
<td>A6-Hooke</td>
<td>$(k_0z^2 + k_1z^4)$</td>
</tr>
</tbody>
</table>

*a* $k = 0.1$, *k* = 0.01.

### Table 2 Projection amplitudes $|\langle \Phi_{ij} | \psi \rangle|^2$ of correlated singlet states $\psi_f$ on KS product wave functions $\Phi_{ij}$ for the helium atom. Values less then 0.01 have been omitted

<table>
<thead>
<tr>
<th>$ij$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>01</td>
<td>0.92</td>
<td>0.97</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>0.03</td>
<td>0.90</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>03</td>
<td></td>
<td>0.05</td>
<td>0.82</td>
<td>0.09</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The transition densities for helium are shown in Fig. 3. They can be interpreted as a momentary picture of the density redistribution during a transition: negative regions correspond to density removal while positive values signal density accumulation. As a consequence of symmetry, the transition density is always antisymmetric for dipole and symmetric for quadrupole excitations. For helium we find for the dipole transitions a purely left–right oscillation (sloshing mode) and for quadrupole transitions an inward–outward redistribution (breathing mode) of decreasing intensity for growing energy. These patterns provide a hydrodynamic interpretation of the electron motion during a transition.

The discussion so far and the excellent performance of the AE approximation begs the natural question: Where are the double excitations that are expected to be missed by the adiabatically exact approximation? Unfortunately (for our analysis), for the 1D helium atom they only appear above the first ionization threshold. The lowest double excitations are in fact embedded in the one particle ionization continuum and thus have the character of autoionizing or Fano resonances. They can only be expected at energies lower than one of the first double excitation. In Fig. 5 reveals that instead of the excitations \( f = 2, 3 \) there is only one transition at \( \omega = 0.5 \) a.u. in the AE approximation. Apparently we have finally encountered a situation where the adiabatically exact approximation does not yield the proper excitation frequency.

Consequently, we investigate once more the single particle character of the relevant excitations. The projections of the final states on the Hooke KS basis are shown in Table 3. We find that, in contrast to the helium atom, even the lower states have nonvanishing double excitation contributions. The transition \( f = 1 \), though, is still predominantly of single excitation character in agreement with the ability of the AE-TDKSE to reproduce the corresponding peak in the spectrum. For \( f = 2, 3 \) there is already a strong contribution

**B Hooke’s atom**

The dipole response of Hooke’s atom is shown in Fig. 4. For this systems we found the AE-TDKSE results to be converged for \( \omega < 1 \) a.u. Here the power spectrum is more irregular with respect to the order of positive and negative parity than for helium. Clearly the dominant transition for dipole excitations is at the harmonic frequency \( \omega_{\text{h}} = (k/m)^2 \), which is well reproduced by the AE-TDKSE results. This agreement is a consequence of the fact that to first order linear response the dipole boost resembles an applied time-dependent dipole field. Thus the response to the latter in Hooke’s atom is exactly reproduced by the adiabatically exact approximation due to the applicability of the harmonic potential theorem.

The quadrupole power spectrum (cf. eqn (2.14)) shown in Fig. 5 reveals that instead of the excitations \( f = 2, 3 \) there is only one transition at \( \omega = 0.5 \) a.u. in the AE approximation. Apparently we have finally encountered a situation where the adiabatically exact approximation does not yield the proper excitation frequency.

Consequently, we investigate once more the single particle character of the relevant excitations. The projections of the final states on the Hooke KS basis are shown in Table 3. We find that, in contrast to the helium atom, even the lower states have nonvanishing double excitation contributions. The transition \( f = 1 \), though, is still predominantly of single excitation character in agreement with the ability of the AE-TDKSE to reproduce the corresponding peak in the spectrum. For \( f = 2, 3 \) there is already a strong contribution

---

**Fig. 3** Exact transition densities \( \rho_{\text{trans}} \) of helium excitations for \( n = 1 \) (solid), 2 (dotted), 3 (dashed) 4 (dotted-dashed) and 5 (triple-dotted-dashed).

**Fig. 4** Dipole power spectrum for Hooke’s atom obtained from TDSE (solid line) and AE-TDKSE (dashed line directly on top). Vertical lines indicate transition energies of the ground state to singlet states of odd (dotted) and even parity (dotted-dashed).
of the $F_{11}$ product state which can explain the failure of the AE-TDKSE in this energy regime.

To obtain a better understanding of the relevant excitations we once more look at the transition densities. For the first six excitations they are shown in Fig. 6 and 7. We find sloshing ($f = 1$) and breathing ($f = 2$) type excitations as in the helium atom but also higher order transitions ($f = 3–6$) that no longer show a structure which can easily be related to one of these two types.

The transition densities can further be used to sort out which excitation is reproduced by the AE approximation and which is not. Based on the structure of the transition density, one can identify which exact transition belongs to which (shifted) AE peak. The adiabatically exact transition densities obtained from the Fourier transform of the time-dependent density (see above) provide some evidence that the peak at $\omega \approx 0.5$ a.u. should correspond to the $f = 2$ excitation: as shown in Fig. 8 the structure of the first two transitions present in the AE spectrum closely resembles that of the exact excitations $f = 1,2$. This means that the second transition is properly reproduced by the AE-TDKSE with respect to its breathing-type character but it is shifted to the wrong energy.

### Table 3

Table 3 Projection amplitudes $\langle \Phi_i | \psi_j \rangle^2$ of correlated singlet states $\psi_j$ on KS product wave functions $\Phi_i$ for Hooke. Values less than 0.01 have been omitted.

<table>
<thead>
<tr>
<th>$ij$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0.92</td>
<td>0.02</td>
<td>0.03</td>
<td>0.10</td>
<td>0.05</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>01</td>
<td>0.81</td>
<td>0.54</td>
<td>0.35</td>
<td>0.72</td>
<td>0.18</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>0.03</td>
<td>0.05</td>
<td>0.72</td>
<td>0.18</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>03</td>
<td>0.07</td>
<td>0.43</td>
<td>0.40</td>
<td>0.16</td>
<td>0.54</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>04</td>
<td>0.14</td>
<td>0.02</td>
<td>0.02</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05</td>
<td>0.01</td>
<td>0.14</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.02</td>
<td>0.43</td>
<td>0.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.07</td>
<td>0.43</td>
<td>0.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.01</td>
<td>0.14</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.14</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.07</td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5** Quadrupole power spectrum for Hooke’s atom obtained from TDSE (solid line) and AE-TDKSE (dashed line). Vertical lines indicate transition energies of the ground state to singlet states of odd (dotted) and even parity (dotted-dashed).

**Fig. 6** Exact transition densities $\rho_{0n}$ of Hooke excitations for $n = 1$ (solid), 2 (dotted) and 3 (dashed).

**Fig. 7** Exact transition densities $\rho_{0n}$ of Hooke excitations for $n = 4$ (solid), 5 (dotted) and 6 (dashed).

**Fig. 8** Adiabatically exact transition densities of Hooke obtained from the Fourier transform of the time-dependent AE-TDKSE density (see text). The shown transition densities correspond to the adiabatically exact transitions found at $\omega \approx 0.32$ (solid) and 0.50 a.u. (dotted), cf. Fig. 4 and 5. All curves were scaled so that the peak heights are roughly the same to allow for better comparison with the exact transition densities of Fig. 6.
At the same time the \( f = 3 \) excitation is missed completely by the AE approximation. So despite the fact that in view of table 3 both the \( f = 2 \) and the \( f = 3 \) transitions could be termed “double excitations” the AE approximation treats them quite differently.

### C Anharmonic Hooke’s atom

To obtain a more complex structure of the dipole response we finally turn to the anharmonic version of Hooke’s atom. The dipole power spectrum of A6-Hooke shown in Fig. 9 indicates that the first transition is well reproduced but the AE-TDKSE produces only one peak at \( \omega \approx 1.3 \) a.u. instead of the \( f = 4 \) and \( f = 5 \) excitations. These energies are still well within the numerical validity regime of the AE-TDKSE which extends up to \( \omega \approx 1.8 \) a.u. From the quadrupole power spectrum in Fig. 10 we can infer that the AE approximation produces a peak at \( \omega \approx 0.77 \) a.u. instead of the \( f = 2 \) and 3 peaks. By varying the boost parameter we found the peaks at \( \omega \approx 0.88 \) and 1.74 a.u. to be higher order effects that can be neglected in our discussion of the linear response regime. The excitations to \( f = 6,7 \) are not present in the AE spectrum. One may speculate that the AE-TDKSE scheme might still be approximately valid around \( \omega \approx 2 \) a.u. and that thus the AE approximation reproduces only one peak (\( \omega \approx 1.9 \) a.u.) in the range of the \( f = 6,7,8 \) quadrupole triple. This would correspond to the AE-TDKSE producing only one peak among the quadrupole double \( f = 2,3 \) and the dipole double \( f = 4,5 \) respectively. In any case we have encountered two more situations where peaks are shifted to wrong energies or missing completely from the AE spectrum.

The projections for A6-Hooke are shown in Table 4. Again, a strong double excitation character is present for \( f > 1 \). One may wonder whether this difficulty is generally just a consequence of the chosen basis set. To check this we also used the single particle states corresponding to the \( v_{\text{ext}} \) of A6-Hooke as a basis (instead of the KS orbitals) and performed the overlap analysis once more. This leads to numbers quite similar to the ones reported in Table 4.

Once more the success for the \( f = 1 \) transition seems to be a consequence of the predominant single excitation character of \( \psi_1 \). The failure for \( f > 1 \) is again a consequence of considerable double excitation contribution. It appears

![Fig. 9] Dipole power spectrum for A6-Hooke obtained from TDSE (solid line) and AE-TDKSE (dashed line). Vertical lines indicate transition energies of the ground state to singlet states of odd (dotted) and even parity (dotted-dashed).

![Fig. 10] Quadrupole power spectrum for A6-Hooke obtained from TDSE (solid line) and AE-TDKSE (dashed line). Vertical lines indicate transition energies of the ground state to singlet states of odd (dotted) and even parity (dotted-dashed).

![Fig. 11] Exact transition densities \( \rho_{\Omega_0} \) of A6-Hooke excitations for \( n = 1 \) (solid), 2 (dotted) and 3 (dashed).

| Table 4 | Projection amplitudes \( |\langle \psi_f | \psi_i \rangle|^2 \) of correlated singlet states \( \psi_f \) on KS product wave functions \( \Phi_i \) for A6-Hooke. Values less then 0.01 have been omitted |
|---|---|
| \( f \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 00 | 0.95 | 0.91 | 0.03 | 0.02 | 0.07 | 0.03 |
| 01 | 0.31 | 0.63 | 0.07 | 0.36 | 0.61 | 0.30 | 0.03 |
| 02 | 0.04 | 0.66 | 0.26 | 0.08 | 0.66 | 0.26 | 0.31 | 0.32 | 0.43 |
| 03 | 0.56 | 0.31 | 0.32 | 0.43 | 0.30 | 0.30 | 0.30 | 0.30 | 0.30 |
| 04 | 0.06 | 0.66 | 0.18 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
| 05 | 0.05 | 0.66 | 0.18 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
| 06 | 0.02 | 0.66 | 0.18 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
| 07 | 0.02 | 0.66 | 0.18 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
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especially plausible that \( f = 6 \) is missing as \( c_6 \) is exclusively of double excitation character.

The transition densities for A6-Hooke are shown in Fig. 11 to 12. Similar to Hooke’s atom we only find exclusive sloshing and breathing signatures for the lowest transitions. The higher excitations show a variety of patterns.

For sorting out which AE excitation corresponds to which exact one the transition densities are again a helpful tool. Comparing the AE transition density at \( \omega \approx 0.77 \) to the ones for \( f = 2 \) and 3 in Fig. 13 shows that the AE excitation rather resembles \( f = 2 \). This implies that the latter transition is shifted to the wrong excitation energy while \( f = 3 \) is completely absent. This is noteworthy because \( \psi_3 \) has a smaller double excitation contribution than \( \psi_2 \). A similar situation is found for \( f = 4,5 \) as shown in Fig. 14.

IV. Summary and outlook

We have explored the performance of the adiabatically exact approximation—i.e., no temporal nonlocality but full spatial nonlocality—for the linear response of 2-electron systems. It is known that this approximation is not able to generally provide the exact excitation energies. This property follows from the Casida equation in a formal way but one is only beginning to understand its practical consequences for the adiabatically exact spectrum. In the present article we examine this relation more closely.

So far, it has commonly been assumed that adiabatic approximations are missing the transitions of double excitation character, or at least shift them to wrong energies. On the other hand they are expected to work for single excitations. We found that this concept generally applies to the AE approximation, but that the situation is involved when double excitations are present.

For the lower discrete part of the spectrum of the helium atom the transitions are of genuinely single excitation character and hence the AE-TDKSE reproduces all peaks of the exact spectrum. It even locates them at the virtually exact energies. These findings imply that the xc kernel in this energy regime is well represented by its \( \omega \rightarrow 0 \) limiting case, i.e., the ground state kernel. This situation is a consequence of the special nature of the system. Here double excitations are to be expected only above the first ionization threshold where they take the form of autoionizing resonances embedded in the one particle continuum.

The situation is different in the Hooke-type systems that we studied. Here large parts of the spectrum are incorrectly predicted by the AE approximation, i.e., peaks are shifted to wrong energies or missed completely. Already at the lower energies the double excitation character of a given transition is non-negligible. However, it is not straightforward to relate the failures for a specific transition to the corresponding magnitude of the double excitation contribution. Apparently it is not enough to consider the single particle character of an excitation to infer whether it will be missed or just shifted by the AE approximation.

We found transition densities to be a suitable tool to get deeper insight into the structure of specific excitations. Although they also do not provide a clear criterion to identify particularly nonadiabatic transitions, they allow for a better comparison of certain transitions and facilitate matching of
exact transitions to peaks that are incorrectly shifted in the AE spectrum.

Finally, the transition densities provide a route to a more intuitive hydrodynamic view of electronic excitations. Such a hydrodynamical perspective may be a new way to obtain an understanding of nonadiabatic effects.7–9
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I. INTRODUCTION

For the understanding of the electronic properties of a many-electron quantum system its transition energies are a valuable source of information. Experimentally, it is usually possible to determine these energies from photoabsorption spectra. On the theory side the ideal scenario would be to calculate the eigenvalues and eigenstates of the relevant Hamilton operator and to obtain the transition energies from eigenvalue differences. However, for many interacting electrons this is a prohibitively complicated task. Instead, one usually resorts to approximate linear-response methods that aim at excitation energies and oscillator strengths of the corresponding transitions.

A very common and successful approach along these lines is based on time-dependent density-functional theory (TDDFT) in the linear-response regime. This method does also depend on results of static density-functional theory (DFT). Within (TD)DFT the interacting many-electron problem is mapped onto the Kohn-Sham (KS) system of noninteracting particles, which reproduces the exact electronic density [1–3]. The price to pay for this gain in simplicity is the introduction of the exchange-correlation (xc) potential, which incorporates all nonclassical many-body effects. This quantity is well defined but needs to be approximated for practical applications.

The static xc potential, \( v_{\text{xc},0}(r) \), then allows to compute the eigenstates and eigenvalues of the noninteracting KS system. In a second step these quantities are transformed into the exact transition energies with the help of the Fourier transform of the xc kernel [4,5]. The latter is the functional derivative of the time-dependent xc potential evaluated at the ground-state density, i.e.,

\[
f_{\text{xc}}(r, r', t - t') = \left. \frac{\delta v_{\text{xc}}(r, t)}{\delta n(r', t')} \right|_{n_0},
\]

and also needs to be approximated. Like \( v_{\text{xc}} \) the xc kernel is a unique functional of the density with a nonlocal dependency in space and time. The dependency on the density at earlier times is usually referred to as memory effects being present in \( f_{\text{xc}} \).

Most applications of this linear-response approach rely on the adiabatic approximation, where \( f_{\text{xc}} \) is assumed to be local in time and the memory effects are neglected. In principle this corresponds to using the static xc kernel \( f_{\text{xc},0} \), i.e., the functional derivative of \( v_{\text{xc},0} \). However as \( f_{\text{xc},0} \) is also generally unknown one is forced to make additional spatial approximations, e.g., the local density approximation, where \( f_{\text{xc}} \) is also local in space. This mix of different approximations prevents an unprejudiced assessment of the exclusive consequences of the adiabatic approximation. Nevertheless, there have been indications that the adiabatic approximation performs especially poor for the description of transitions of double excitation character [6–12].

Only recently it has become possible to disentangle spatial and temporal approximations for the two-electron singlet system [13–15]. In this case it is possible to obtain both the exact and adiabatically exact (AE) xc potentials so that the consequences of the adiabatic approximation can be directly assessed. This approach has been applied to the linear-response regime [12], which can also be tackled with realtime propagation methods [16–20]. The latter are based just on the time-dependent \( v_{\text{xc}} \) so that knowledge of \( f_{\text{xc}} \) is not necessary here. It has been shown that doubly excited states do indeed cause problems for the adiabatic approximation while transitions of single excitation character can be reproduced extremely well [12].

Although the linear-response effects of the adiabatic approximation can thus be analyzed on the level of the xc potential, it is still of great relevance to study these effects directly for the xc kernel. This is because it is quite common to approximate \( f_{\text{xc}} \) and use it for linear-response theory in the form which often is called “Casida matrix approach.” As a consequence some guidance with respect to memory effects at the level of the xc kernel would be a helpful addition to the ongoing exploration of \( f_{\text{xc}} \) [21–31]. Consequently, it is an intriguing question whether one can construct \( f_{\text{xc},0} \), i.e., the adiabatically exact xc kernel. In the present work we show that this is indeed possible for one-dimensional (1D) two-electron singlet systems.

This paper is organized in the following way: Sec. II comprises the relevant equations of linear density-response theory for the special case of a two-electron singlet system. In Sec. III we show how to reconstruct the density-density response functions of the exact and the KS system. Their numerical inversion is explained in Sec. IV, which also com-
prises response calculations based on the static xc kernel. The role of \( f_{xc,0} \) in TDDFT is investigated in Sec. V, where it is used to compute the adiabatically exact transition frequencies and oscillator strengths. We conclude with a summary in Sec. VI.

II. THEORETICAL BACKGROUND

In this section we introduce the relevant formalism of linear density-response theory in the context of 1D two-electron singlet systems. The latter allow for an efficient numerical treatment of both the fully interacting and the KS systems while capturing important features of electronic correlation [32–38]. Furthermore we are able to compare our present findings with recent real-time studies based on the same systems [12].

We begin with the governing equations of the interacting and KS system emphasizing how they can be used to calculate the exact density response to a given ground-state (gs) potential perturbation. Then we define the response functions, their inverse counterparts, and most importantly the xc kernel. We also sketch the role of the xc kernel for the computation of the exact transition energies from linear-response theory. Next, we define the adiabatically exact approximation and its connection to the static xc kernel. This overview closes with a brief discussion of the relevant sum rules and symmetry properties.

A. Ground-state properties

The interacting 1D two-electron singlet system is governed by the static Schrödinger equation (SE),  
\[
H_0 \psi_i = E_i \psi_i,
\]
for the eigenvalues \( E_i \) and the correlated eigenstates \( \psi_i(z_1, z_2) \). The latter are in our case real functions of definite parity that are symmetric under exchange of the two electrons. The Hamilton operator for the gs potential \( v_{ext,0}(z) \) is given by
\[
H_0 = \sum_{j=1,2} \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dz_j^2} + v_{ext,0}(z_j) \right] + V_{el}(z_1 - z_2),
\]  
(2)

where the Coulomb singularity in 1D is avoided by using the soft-core interaction \( W(z) = e^2/|z|^{\alpha} \) for the electron-electron interaction \( V_{el} \) and also for the external potential of the helium atom (see below).

The density response to a given perturbation \( \delta n_{ext,0}(z) \) of the system’s gs potential \( v_{ext,0}(z) \) can then be computed directly: First we calculate the ground state \( \phi_0(z, z') \) of \( H_0 \phi_0 = E_0 \phi_0 \), where \( v_{ext,0}(z) = v_{ext,gs}(z) \). In this way we obtain the unperturbed density
\[
n_0(z) = 2 \int |\psi_0(z, z')|^2 dz'.
\]  
(3)

Then we repeat this procedure for \( \tilde{v}_{ext,0}(z) = v_{ext,gs}(z) + \delta v_{ext,0}(z) \), which provides us with \( \tilde{n}_0(z) \), so that the density perturbation is given by
\[
\delta n_{0,ext}(z) = \tilde{n}_0(z) - n_0(z).
\]  
(4)

Obviously, for the discussion of linear-response properties one needs to ensure that the potential perturbation is chosen such that \( \delta n_{0,ext}^2(z) \) is sufficiently small.

The corresponding KS system is defined by the effective potential \( v_{ext,0}(z) \) that follows from the exact density \( n_0(z) = 2|\phi_0(z)|^2 \) through inversion of the static KS equation (KSE)
\[
-\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + v_{ext,0}(z) \phi(z) = e_i \phi(z)
\]  
(5)

for \( i = 0 \) and \( v_{s,0} = v_{s,gs} [15,39] \). The uniqueness of this correspondence is established by the Hohenberg-Kohn theorem [40]. Note that for the two-electron singlet there is only one doubly occupied spatial KS orbital.

Similar to the interacting case the KS density response can be obtained from solving Eq. (5) for a perturbed \( v_{s,0} \) and computing the difference of the corresponding ground-state density and \( n_0 \). Equation (5) also provides the KS system’s eigenvalues \( e_i \) and eigenstates \( \phi_i \), necessary to apply the TDDFT response formalism introduced below.

B. Frequency-dependent linear density-response theory

Frequency-dependent linear-response theory states that for a small-amplitude frequency-dependent external perturbation \( \delta n_{ext}^\text{disp}(z, \omega) \) the density response is given by
\[
\delta n_{ext}^\text{disp}(z, \omega) = \int \chi(z, z', \omega) \delta n_{ext}^\text{cis}(z', \omega) dz'.
\]  
(6)

Here, \( \chi \) is the frequency-dependent density-density response or correlation function, which is also known as the susceptibility. The exact eigenstate or Lehmann representation of \( \chi \) for the real eigenstates of the two-electron singlet system is given by
\[
\chi(z, z', \omega) = \frac{1}{\hbar} \sum_{n > 0} \left( \frac{\rho_{0,0}(z)\rho_{0,0}(z')}{\omega - \omega_{0,0} + i\eta} - \frac{\rho_{0,n}(z)\rho_{0,n}(z')}{\omega - \omega_{0,n} + i\eta} \right),
\]  
(7)

with the transition frequencies \( \omega_{0,0} = (E_n - E_0) / \hbar \) and the transition densities
\[
\rho_{0,n}(z) = 2 \int \psi_0(z, z') \psi_n(z, z') dz'.
\]  
(8)

The noninteracting KS system can be treated similarly resulting in
\[
\chi_{\text{KS}}(z, z', \omega) = \frac{1}{\hbar} \sum_{n > 0} \left( \frac{\rho_{0,0}(z)\rho_{0,0}(z')}{\omega - \omega_{0,0} + i\eta} - \frac{\rho_{0,n}(z)\rho_{0,n}(z')}{\omega - \omega_{0,n} + i\eta} \right)
\]  
(9)

with
\[
\rho_{0,0}(z) = \delta(z) \delta(z')
\]  
(10)

and \( \omega_{0,0} = (E_n - E_0) / \hbar \).

The response equations, e.g., Eq. (6), can be Fourier transformed so that
Here it is important to recall that
\[ \chi(z, z', t-t') = \left. \frac{\delta n(z,t)}{\delta v_{\text{xc}}(z,t')} \right|_{n_0} \]
(12)
is the functional derivative of the density with respect to the external potential evaluated at the ground-state density. Consequently we can also define the inverse response function
\[ \chi^{-1}(z, z', t-t') = \left. \frac{\delta v_{\text{xc}}(z,t)}{\delta n(z,t')} \right|_{n_0}, \]
(13)
which allows to calculate the response of the potential to perturbations of the density. Analogous relations hold for the KS response function $\chi$ and its inverse $\chi^{-1}$.

On this level we can finally build a bridge between the exact interacting system and the KS system: as the time-dependent potentials are related by
\[ v_i(z,t) = v_{\text{xc}}(z,t) + v_n(z,t), \]
(14)
where $v_n(z,t) = f n(z',t)V_{\text{ex}}(|z-z'|)dz'$ is the Hartree potential, the inverse response functions can be related by functional differentiation of Eq. (14). Back in frequency space this leads us to
\[ \chi^{-1}(z, z', \omega) = \chi^{-1}(z, z', \omega) + V_{\text{xc}}(|z-z'|) + f_{\text{xc}}(z, z', \omega), \]
(15)
where $f_{\text{xc}}(z, z', \omega)$ is the xc kernel introduced above (we suppress the $|n_0$ from now on). In real time it is given by the functional derivative of the xc potential
\[ f_{\text{xc}}(z, z', t-t') = \left. \frac{\delta v_{\text{xc}}(z,t)}{\delta n(z,t')} \right|_{n_0}, \]
(16)
which means that $f_{\text{xc}}$ is generally unknown and needs to be approximated. Note that for the two-electron singlet system $f_{\text{xc}}(z, z') = -\frac{1}{2} f_{\text{xc}}(z, z') = -\frac{1}{2} V_{\text{xc}}(|z-z'|)$, i.e., the exchange contribution is independent of time, thus strictly adiabatic. This is why we will sometimes consider $f_{\text{xc}} = f_{\text{xc}} - f_{\text{s}}$ separately in the following.

The role of $f_{\text{xc}}$ in linear-response TDDFT is twofold: on the one hand it determines the response of the xc potential to a perturbation of the ground-state density,
\[ \delta v_{\text{xc}}^{\text{resp}}(z, \omega) = \int dz' f_{\text{xc}}(z, z', \omega) \delta n^{\text{exact}}(z', \omega), \]
(17)
i.e., it is the xc counterpart of the inverse response functions introduced above. On the other hand it is the crucial ingredient of the Casida matrix approach, a well-established method to derive the exact transition frequencies from those of the KS system. It can be shown [4,5] that the exact excitation energies $\epsilon_{\text{exc}}$ follow from the eigenvalues $\lambda_{\text{xc}} = \omega_{\text{xc}}$ of the matrix
\[ \Omega_{ij} = \delta_{ij} (\epsilon_i - \epsilon_0)^2 + 4 \sqrt{(\epsilon_i - \epsilon_0)(\epsilon_j - \epsilon_0)} F_{ij}, \]
(18)
with
\[ F_{ij} = \int \phi_i(z) \phi_j(z) f_{\text{xc}}(z, z', \omega) \phi_i(z') \phi_j(z') dz' dz'. \]
(19)
where $f_{\text{xc}} = f_{\text{h}} + f_{\text{sc}}$ and $\epsilon_i$ and $\phi_i$ are the KS eigenvalues and eigenstates introduced earlier. Here $i,j > 0$ denote occupied-unoccupied single-particle transitions $0 \rightarrow i$, and we have already taken into account that the two-electron singlet is a spin-unpolarized system where only the lowest KS orbital is (doubly) occupied.

The oscillator strengths can be derived from the normalized eigenvectors $x^\alpha$ of $\Omega_{ij}$ through
\[ s_{ij}^\alpha = 4 \sum_i \sqrt{(\epsilon_i - \epsilon_0)^4} \int z \rho_{\alpha,i0}(z) dz \]
(20)
for dipole and
\[ s_{ij}^\alpha = 4 \sum_i \sqrt{(\epsilon_i - \epsilon_0)^4} \int z^2 \rho_{\alpha,i0}(z) dz \]
(21)
for quadrupole excitations. In the limit of the infinite-dimensional eigenvalue problem $s_{ij}^\alpha$ and $s_{ij}^\alpha$ should satisfy the appropriate oscillator sum rules, cf. Appendix A.

C. Adiabatic approximation and static linear response

The susceptibilities $\chi$ and $\chi^{-1}$ are both retarded functions of time. Their frequency dependence is inherited by $f_{\text{xc}}$, which is the functional derivative of the exact $v_{\text{xc}}$. This is in line with $v_{\text{xc}}$ also being a retarded function of time, i.e., $v_{\text{xc}}$ is nonlocal-in-time with respect to its functional dependence on the time-dependent density.

An important concept both in linear and nonlinear TD-DFT is provided by the AE approximation. For the latter, $v_{\text{xc}}$ is replaced by the exact $v_{\text{xc},0}$ of static DFT. Equivalently, $f_{\text{xc}}$ is substituted by its static limit $f_{\text{xc},0}$. Obviously this step will change the correct transition energies that come out of the frequency-dependent Casida matrix approach of Eq. (18). However the extent and details of this error are still far from being completely understood.

To proceed toward a better understanding of the adiabatic approximation we need to obtain $f_{\text{xc},0}$ which is related to the static response functions by
\[ \chi_{\text{xc},0}(z, z')^{-1} = \chi_{0}(z, z')^{-1} + V_{\text{xc}}(|z-z'|) + f_{\text{xc},0}(z, z'), \]
(22)
The static response limit ($\omega=0$) [2] is characterized by
\[ \delta n_{\text{resp}}^{\text{sp}}(z) = \int dz' \chi_{0}(z, z') \delta n^{\text{exact}}(z') \]
(23)
with
\[ \chi_{0}(z, z') = -\frac{2}{\hbar} \sum_{\alpha>0} \rho_{\alpha}(z) \rho_{\alpha}(z') \]
(24)and, for the noninteracting KS system, by
\[ \delta n^\text{ext}_j(z) = \int d\zeta' \chi(z,z') \delta n^\text{ext}(z). \]  

(25)

where

\[ \chi_{0,0}(z,z') = \frac{2}{\hbar} \sum_{n>0} \frac{\phi_n(z)\phi_n(z')}{\omega_{n,0}}. \]  

(26)

The adiabatically exact xc kernel thus belongs to the realm of ground-state linear density response as introduced in Sec. II A.

D. Symmetry properties and sum rules

Before we embark on the reconstruction of \( f_{xc,0} \) it is helpful to summarize a few exact properties of the static xc kernel and the involved response functions. Due to the symmetry properties of the transition densities

\[ \rho_{0n}(z) = \pm \rho_{0n}(z), \]  

(27)

where the sign is determined by the parity of \( \psi_n \), \( \chi_0 \) satisfies \( \chi_0(z,z') = \chi_0(-z,-z') \). Naturally, \( \chi_0(z,z') = \chi_0(z',z) \) does also hold. These properties do apply to \( \chi_{0,0} \) and the inverse response functions, too.

Another exact constraint on the density-density response functions is provided by the sum rules \[ \int \chi(z,z',\omega)[\partial_z \psi_{xc,0}(z') - m\omega^2 z']dz' = \delta n_0(z), \]  

(28)

\[ \int \chi(z,z',\omega)[\partial_z \psi_{xc,0}(z') - m\omega^2 z']dz' = \delta n_0(z). \]  

(29)

They connect the complex, frequency-dependent response function to the static potential and ground-state density. As we are interested in the static response function \( \chi_{0,0} \) we take the limit \( \omega \to 0 \) and arrive at

\[ \int \chi_0(z,z',\omega)[\partial_z \psi_{xc,0}(z') - m\omega^2 z']dz' = \delta n_0(z). \]  

(30)

The analogous relation

\[ \int \chi_{0,0}(z,z')\partial_z \psi_{xc,0}(z')dz' = \delta n_0(z) \]  

(31)

holds for the noninteracting KS system.

Inverting relations (28) and (29) one obtains the corresponding sum rules for the inverse response functions,

\[ \int \chi^{-1}(z,z',\omega)[\partial_z \psi_{xc,0}(z) - m\omega^2 z]dz' = \delta \psi_{xc,0}(z) \]  

(32)

and

\[ \int \chi^{-1}_0(z,z',\omega)[\partial_z \psi_{xc,0}(z) - m\omega^2 z]dz' = \delta \psi_{xc,0}(z) \]  

(33)

Again, the limit \( \omega \to 0 \) leads to sum rules for the static versions of the inverse response functions. More importantly, making use of Eq. (22) it follows directly that the xc kernel satisfies

\[ \int f_{xc}(z,z',\omega)\partial_z \psi_{xc,0}(z')dz' = \delta \psi_{xc,0}(z). \]  

(34)

It is important to note that the frequency-independent \( f_{xc,0} \) does exactly satisfy the sum rule (34). This is a consequence of the fact that the AE approximation becomes exact for motion according to the harmonic potential theorem [39,41]. The sum rules also provide a useful test for response functions obtained from numerical schemes.

III. DENSITY-DENSITY RESPONSE FUNCTIONS

A. Reconstruction of the response functions

One might think of two approaches to calculate the density-density-response functions: first, one could try to directly compute their Lehmann representations (24) and (26). However, this approach is not practical because it requires all the excited states and eigenenergies of the system. The numerical computation of a sufficient number of (correlated) eigenstates is not feasible even for a simple system such as the 1D two-electron singlet.

A second route is based directly on the response equations (23) and (25). In principle it should be possible to extract \( \chi_0 \) from this integral relation by evaluating the linear response \( \delta n_i \) to each of a large number of independent perturbations \( \delta n^\text{ext}_{xc,0} \) similarly to a tomographic reconstruction scheme. This concept becomes much clearer when it is used directly for the discrete version of the response equation

\[ \delta n^\text{ext}_i(i) = \delta \sum_j \chi(i,j) \delta n^\text{ext}_{xc,0}(j), \]  

(35)

which applies for a numerical approach. Here, \( i, j = 0, \ldots, N-1 \) label points on a N-point real-space grid with \( \zeta(i) = -\frac{2\pi i}{L}dz + idz \), where \( dz \) is the grid spacing. The sum in Eq. (35) collapses for a perturbation of the type \( \delta n^\text{ext}_{xc,0}(i) = c \delta \delta_k \), where \( c \) is a (small) constant and \( \delta_k \) is the Kronecker delta, i.e., we have

\[ \chi_0(i,k) = \frac{\delta n^\text{ext}_{xc,0}(i)}{c}. \]  

(36)

The density perturbation

\[ \delta n^\text{ext}_i(i) = n^\text{ext}_i(i) - n_0(i) \]  

(37)

can be obtained from the ground-state solutions of the SE (cf. Sec. II A) with \( \psi_{\text{ext,gs}} \) and \( \psi_{\text{ext,gs}} + \delta \psi_{\text{ext,0}} \) respectively. Repeating this procedure for all \( k \) of the coordinate grid the full \( \chi_0 \) can be reconstructed. The constant \( c \) has to be chosen small enough to ensure that we are within the linear-response regime and that \( \psi_{\text{ext,gs}} + \delta \psi_{\text{ext,0}} \) is sufficiently smooth on the chosen grid. On the other hand \( c \) has to be chosen large enough to achieve stable numerics.

The KS density-response function can be reconstructed analogously. Notably this procedure only requires the solution of the single-particle problem (5) for localized perturbations \( \psi_{\text{ext,gs}} + \delta \psi_{\text{ext,0}} \) The static xc potential is not even needed here.
We have applied this reconstruction scheme to two very different two-electron singlet systems: the helium atom and the anharmonic Hooke’s atom (A6-Hooke system). The corresponding ground-state potentials $v_{\text{ext,gs}}(z)$ are given in Table I. These systems have been chosen because of their distinct behavior in earlier real-time linear-response studies: while the AE approximation reproduces the lower transition energies of helium extremely well, it fails spectacularly for the A6-Hooke system, signaling the great importance of memory effects in the latter case. These failures were found to be related to the strong double excitation character of the problematic excitations. As those features are crucial also for the Casida formalism, the two systems provide suitable test cases for the present study. Furthermore, helium and A6-Hooke system differ in another important property: whereas the 1D helium atom shows a Rydberg series and a continuous part of the spectrum, there are only discrete energy levels in the A6-Hooke system. We will come back to this qualitative difference toward the end of this paper.

The reconstructed density-density response functions for helium and A6-Hooke system are shown in Figs. 1–4. Here positive (negative) values of $\chi_0(z,z')$ or $\chi_s(z,z')$ imply that a potential increase at $z$ causes a density increase (drop) at $z'$. This provides the plausible qualitative picture that, locally, the increase of the potential leads to a reduction of the density. Due to particle number conservation this is accompanied by a nonlocal reaction, namely, the increase of the density in other parts of the system. It is also important to note that the nonzero parts of the response functions are localized in the central region, where $n_0$ is sufficiently large. Obviously the whole density is mostly unimpressed by potential perturbations localized far from the center.

As apparent from Figs. 1–4 the reconstructed response functions do indeed fulfill the symmetry conditions (cf. Sec. II D) except for tiny deviations that are due to unavoidable limitations in numerical accuracy. As any inversion scheme applied later amplifies these features we perform a further symmetrization of the response functions according to

$$
\chi_0(i,j) \rightarrow \frac{1}{2}[\chi_0(i,j) + \chi_0(j,i)]
$$

and

$$
\chi_0(i,j) \rightarrow \frac{1}{2}[\chi_0(i,j) + \chi_0(N-1-i,N-1-j)],
$$

where the latter operation ensures the symmetry under sign change of both spatial coordinates.
B. Test of the response functions

The quality of the obtained response functions can be tested in the following way: for a given potential perturbation \( \delta v_{\text{exact}}(z) \) we perform both the gs calculation (cf. Sec. II A) and the response calculation according to Eq. (35). The resulting density perturbations \( \delta n_{\text{gs}}^{\text{exact}} \) and \( \delta n_{\text{gs}}^{\text{resp}} \) can then be compared to judge the quality of the response function. For our test calculations we use the nonlocal potential changes of Table II and Fig. 5.

The interacting density response to these perturbations is shown in Fig. 6 for the helium atom. For all perturbations tested \( \delta n_{\text{gs}}^{\text{resp}} \) and \( \delta n_{\text{gs}}^{\text{exact}} \) agree very well demonstrating the usefulness of the proposed reconstruction scheme. The reconstructed KS density-response function performs equally well.

As a further test we determine the violation of the static sum rules (30) and (31) by computing their left-hand side independently from their right-hand side, \( \delta \rho(z) \). The results for helium are shown in Fig. 7, indicating that the sum rules are well satisfied quantitatively. As the KS and the exact density are identical by construction the curves lie all on top of each other. Both the response calculations and the sum

IV. INVERSE RESPONSE FUNCTIONS AND THE STATIC XC KERNEL

In this section we show how to obtain the inverse response functions and the xc kernel. The latter is then used in response calculations for the static xc potential, which are compared to exact ground-state results. We also investigate how well the kernel fulfills the applicable sum rule. Finally we discuss in how far these integral properties determine the full xc kernel without ambiguity.

A. Inversion of the response functions

After the reconstruction of the density-density response function our next step is to obtain their inverse. On the dis-

---

TABLE II. Nonlocal perturbations of the exact or KS ground-state potential used for testing the response functions. The choice of the amplitudes \( q, q=1, \ldots, 5 \) ensures that the perturbation is within the linear-response regime of the particular system. Perturbations 3 and 4 are modified with a Gaussian cutoff in regions of very low density to prevent large values of \( \delta v_{\text{exact}}(z) \) on the spatial grid.

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>( \delta v_{\text{exact}}(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \eta_{1} \frac{z}{(1-0.5</td>
</tr>
<tr>
<td>2</td>
<td>( \eta_{2} \sin z )</td>
</tr>
<tr>
<td>3</td>
<td>( \eta_{3} z )</td>
</tr>
<tr>
<td>4</td>
<td>( \eta_{4} z^{2} )</td>
</tr>
<tr>
<td>5</td>
<td>( \eta_{5} \cos z )</td>
</tr>
</tbody>
</table>

---

FIG. 4. (Color online) Noninteracting KS density-density response function \( \chi_{\text{ks}}(z,z') \) for the A6-Hooke system.

FIG. 5. Nonlocal potential perturbations \( \delta v_{\text{exact}}(z) \) from Table II adapted for the perturbation of \( v_{\text{ext,gs}}(z) \) of the helium atom (perturbation type 1–5: solid, dotted, dashed, dotted-dashed, triply-dotted-dashed).

rule analysis can also be performed for the A6-Hooke system, leading to results of similar quality.

FIG. 6. Exact gs density response \( \delta n_{\text{gs}}^{\text{exact}} \) to the potential perturbations of Fig. 5 obtained from solving the interacting SE for the helium atom (perturbation type 1–5: solid, dotted, dashed, dotted-dashed, triply-dotted-dashed). The response calculation results \( \delta n_{\text{gs}}^{\text{resp}} \) according to Eq. (35) lie directly on top of the corresponding \( \delta n_{\text{gs}}^{\text{exact}} \).
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crete numerical grid this task amounts to inverting the matrix 
$\chi_0(i,j)$, i.e., finding $\chi_0^{-1}(i,j)$ so that

$$\chi_0^{-1}(i,j)\chi_0(j,k) = \delta_{ik}. \quad (40)$$

There exist many standard numerical routines for the inversion of real and symmetric matrices like the ones we are interested in. On the other hand, the inverse response functions are known to be singular by definition. This is a consequence of the fact that they describe the potential response, with the potential being defined only up to a constant. The singularity of, e.g., $\chi_0^{-1}$ corresponds to $\chi_0$ being zero for $|z-z'| \to \infty$, i.e., the response of the density to a remote potential perturbation vanishes in the limit of infinite distance. Although this exact limit can never be represented on any finite numerical grid, the discrete response functions will have a number of rows and columns for large $z$ or $z'$ that are effectively zero for practical computational purposes. As a result the corresponding matrix is ill-conditioned.

In order to deal with this difficulty we restrict the following analysis to the inner region of the numerical grid, where $\chi_0(i,j)$ is sufficiently nonzero. This is not a particularly big loss as anyway several other necessary tools such as the inversion of the KSE are accurate only in the inner region of sufficiently high density. To the restricted matrix on the inner region we then apply a standard Gauss-Jordan matrix inversion algorithm [42].

To make sure that we choose the optimal grid interval for the inversion, we scan the possible inversion intervals on which Eq. (40) is satisfied, for the interval $A$ with the best performance of inverse response calculations,

$$\delta^{\text{exc}}_{\text{exc}}(i) = \chi_0^{-1}(i,j)\delta^{\text{exc}}_{\text{exc}}(j). \quad (41)$$

Here we plug in the density perturbations $\delta^{\text{exc}}_{\text{exc}}$ corresponding to the potential changes of Table II and compare $\delta^{\text{exc}}_{\text{exc}}(i)$ to the original $\delta^{\text{exc}}_{\text{exc}}(i)$ for $i \in A$.

For the inversion of $\chi_{c,0}$ we proceed exactly in the same way. As an aside we note that $\chi_{c,0}$ can also be computed analytically for the two-electron singlet system. More details on this topic are given in Appendix B.

### B. Test of the static xc kernel

As soon as we have obtained the inverse response functions (in our case on a common truncated coordinate grid) it is straightforward to construct the xc kernel from Eq. (15). The ingredient $f_b$ can be directly computed on the restricted grid. We will first investigate the performance of the kernel for static response calculations. As the nontrivial part of $f_{xc,0}$ is the correlation contribution we focus on $f_{xc,0}$ and $\nu_{c,0}$ for these studies.

![Diagram](image_url)

FIG. 9. Test of the sum rule (34) for helium: $\partial_{\nu_{\text{calc}}}(z)$ from direct differentiation (solid) and as obtained from $f_{\text{calc}}(z;\ldots)\delta_{\nu_{\text{calc}}}^n(\zeta')d\zeta$ (dotted). Deviations at the edges are due to the finite size of the inversion interval.
The static correlation kernel is the response function of $v_{c,0}$, i.e., for $i/H_{33528A}$,
$/$H_{9254}$v_{c,0}$ $/$H_{20849}$\text{resp}/H_{20850}$ $/$H_{20849}$i/H_{20850}$ $/$H_{20849}$2009/H_{20850}$
$/$H_{9254}$sum rule $/$H_{20849}$it is important to realize that all the properties tested previ-
$/$H_{20849}$system. Once again, similar results can be obtained for the A6-Hooke
$/$H_{49}$sum rule is somewhat larger than for the original sum rules. For each transition we plot only the dominant oscillator strength, i.e., either dipole or quadrupole. The quadrupole oscillator strengths have been rescaled for better visualization.

\[ \Delta v_{c,0}(i) = d\zeta \sum_{j=A} f_{c,0}(i,j) \Delta v_{0}^{\text{exact}}(j). \]  

To test how well the reconstructed $f_{c,0}$ performs in this context we proceed in the following way: given a physical density perturbation $\Delta \rho_{0}^{\text{exact}}$ corresponding (via a ground-state calculation) to the external potential perturbation $\Delta \rho_{c,0}$ we can compute $\Delta v_{c,0}^{\text{resp}}$ via Eq. (42). The latter can be compared with the exact correlation potential perturbation
$/$H_{9254}$\Delta v_{c,0}^{\text{exact}}(i) = \Delta \rho_{c,0}^{\text{exact}}(i) - \Delta \rho_{c,0}^{\text{exact}}(i) - \Delta \rho_{c,0}^{\text{exact}}(i), \]  

where $\Delta \rho_{c,0}^{\text{exact}}$ and $\Delta \rho_{c,0}^{\text{exact}}$ follow from $\Delta \rho_{0}^{\text{exact}}$ by direct com-
pilation and inversion of the KS equation [cf. Eq. (B1)].

We have performed this test for the five perturbations $\Delta \rho_{c,0}^{\text{exact}}$ given in Table II. The results are compared in Fig. 8 showing that $\Delta v_{c,0}^{\text{exact}}$ and $\Delta v_{c,0}^{\text{exact}}$ agree well in the central region of the grid, where the density is sufficiently large. Thus the reconstructed $f_{c,0}$ provides a correct response function for $v_{c,0}$. Generally the results of inverse response calculations (density → potential) do not have the same accuracy as the original ones (potential → density). This is a consequence of the truncated grid, on which the inverse response function is obtained, and also due to the fact that little errors in the response function get amplified by the matrix inversion procedure (see below).

As a further test we explore how well $f_{c,0}$ satisfies the sum rule (34). The results shown in Fig. 9 indicate that the sum rule is well fulfilled on the inversion interval. As for the response results presented above the violation of the inverse sum rule is somewhat larger than for the original sum rules. Once again, similar results can be obtained for the A6-Hooke system.

To finish the discussion of the reconstructed static kernel it is important to realize that all the properties tested previously just rely on integrals over $f_{c,0}(z,z')$. On the other hand our reconstruction scheme provides a numerical representa-

\[ \text{FIG. 10. (Color online) Static correlation kernel for helium on a} \]  

restricted grid of roughly $9 \times 9$ a.u. For better visualization the xc
$/$H_{33528}$kernel has been scaled according to $f_{c,0}(z,z') = \arctan[f_{c,0}(z,z')]$.

\[ \text{FIG. 11. Oscillator strengths of transition energies obtained from the} \]  

bare KS values (dotted), EXX-Casida (dashed), AE-Casida (dotted-dashed), and from the exact eigenstates (solid) for helium. For each transition we plot only the dominant oscillator strength, i.e., either dipole or quadrupole. The quadrupole oscillator strengths have been rescaled for better visualization.

V. STATIC XC KERNEL IN TDDFT

Probably the most important application of the static xc kernel is within time-dependent linear-response theory. As explained above, $f_{c,0}$ provides the adiabatically exact approximation of the frequency-dependent $f_{c,0}$, which is crucial to obtain the exact transition energies and oscillator strengths. As the common approximations of $f_{c,0}$ are both adiabatic in time and approximate in space, it is of considerable interest to see how the adiabatically exact kernel actually look like? Figure 10 provides a visualization of $f_{c,0}$ for the helium model atom. However, we find that unlike the integral properties this picture is highly sensitive to the numerical parameters. The same naturally applies to similar plots of $\chi_{0}^{i,j}$ and $\chi_{0,0}^{ij}$. Thus it seems not advisable to analyze the features of the kernel as a function of two spatial coordinates with our present methods. The high sensitivity is a consequence of the matrix inversion operation, which amplifies also small features of the response functions. However, this does not significantly affect the integral properties which have been found to be stable with respect to small changes of $\chi_{0}$ and $\chi_{0,0}$.

One should recall that the presented reconstruction method for $f_{c,0}$ is based on the availability of the (numerically) exact solution of the interacting SE (cf. Sec. III A). As a consequence, the predominant value of this approach is that it allows to study properties of the exact $f_{c,0}$. Its usefulness as a practical DFT scheme to obtain the static kernel for a many-electron system is limited as the difficulty to compute the exact interacting solution increases with the complexity of the system. In principle, though, the approach can be extended to more than two electrons in three dimensions.
To obtain the adiabatically exact excitation energies, we compute the five lowest KS eigenstates and eigenvalues \( \varepsilon_i \) for helium (A6-Hooke) and use them together with the system’s \( f_{\text{hxc},0} \) to construct the Casida matrix according to Eq. (18). Diagonalization of the latter directly leads to the adiabatically exact transition energies \( \omega_{0i} \). Due to the orbitals’ rapid falloff for large \( z \) the Casida results are stable with respect to the size of the inversion interval on which the kernel is available. Note that the coupling terms of the Casida matrix involve already two integrals over \( f_{\text{hxc},0} \). Hence the static kernel, which has been found to perform well for one-integral properties, is expected to be even more reliable. Finally, the oscillator strengths follow from Eqs. (20) and (21).

It is instructive to study how the adiabatically exact transition energies and oscillator strengths differ from the exact values and those obtained from other approximations. Here, the exact quantities are readily available from the \( E_i \) and \( \phi_i \) of the static SE (cf. also Appendix A). On the other hand the bare KS transition energies and oscillator strengths following from \( \varepsilon_i \) and \( \phi_i \) can serve as a zeroth-order approximation that corresponds to setting \( f_{\text{hxc},0} = 0 \) in the Casida matrix. A first correction to these values is provided by using only the exact exchange (EXX) kernel \( f_{\text{hxc}} \), which is independent of frequency for two-electron singlet systems.

The different approaches are contrasted in Fig. 11 for the case of helium. We can see how the bare KS values are shifted toward the exact ones by the combined effort of \( f_{\text{hx}} \) and \( f_{\text{hxc},0} \). Whereas for the first transition the Hartree-exchange contribution is dominant, the second peak benefits from a correlation effect, which corrects the overshooting caused by \( f_{\text{hx}} \). For increasing energies the KS transition frequencies gradually come closer to the exact ones implying that the single-particle picture becomes more and more relevant here.

Apparently the AE Casida method is able to reproduce the correct number of transitions at about the exact energies. However there are still some deviations between the exact and the AE transition energies and oscillator strengths. Is this a consequence of nonadiabatic memory effects that are not covered by the static kernel or is this a numerical error?

This question can be answered by comparing the present findings to a recent real-time study of the AE excitation energies for the same system [12]. This comparison, shown in Fig. 12, indicates that the transition energies obtained from real-time propagation agree much better with the exact ones than their Casida counterparts. So why do the latter deviate from the propagation results? This is a consequence of the atomic nature of the helium system: the KS spectrum quickly enters the Rydberg series and the continuum, so that the five lowest orbitals used by us are quite far from satisfying the corresponding oscillator strength sum rules, i.e., they do not...
provide a complete set necessary for the correct description of the systems’ properties within the Casida approach [43]. This problem does not exist in the real-time approach, which therefore has some advantages for atomic systems. We may thus conclude that the contributions of memory effects are negligible for the lower excitations of the helium model atom.

Finally we turn to the Casida results for the anharmonic Hooke’s atom shown in Fig. 13. We find that the AE approximation does only reproduce the first transition energy and oscillator strength correctly. The remaining excitation energies are at wrong values or completely missing in the AE Casida results signaling the importance of memory effects.

Once again we are in a position to compare these findings with the corresponding real-time results of Ref. [12] shown in Fig. 14. In contrast to the helium atom we find no discrepancy between the two methods in this case. The good performance of the Casida method is not surprising as the ten lowest KS states of the A6-Hooke system satisfy their sum rule very well. This is a consequence of the fact that the anharmonic Hooke’s atom has a completely discrete spectrum.

The Casida results for both systems imply once more that the reconstruction procedure for the xc kernel is working correctly. For completely confined systems like the A6-Hooke system, where a sufficient number of KS states can be computed with moderate effort, it is thus possible to reach energy ranges where the AE propagation scheme [12] is no longer reliable. The difficulties of the real-time approach are already apparent in Fig. 14. Here the AE power spectrum is on the one hand plagued by higher-order effects (sharp peaks) at intermediate energies and on the other it does not provide reliable predictions beyond $\omega \approx 2$ a.u.. For these issues the Casida approach based on the reconstructed adiabatically exact kernel provides valuable complementary and additional information.

VI. CONCLUSION

In this paper we have shown how the static xc kernel for one-dimensional two-electron singlet systems can be obtained. This approach is based on the reconstruction of the static density-density response functions on a discrete grid and their inversion on a smaller subgrid. The different steps of this reconstruction scheme can be checked by performing test response calculations which are then compared to exact ground-state results. The inverse response functions lead directly to a numerical representation of the static xc kernel.

Properties involving the integral kernel are found to be well converged and reliable in our approach. This is shown by conducting response calculations for the correlation potential and by checking the appropriate sum rules. Most importantly we have used the static xc kernel to calculate adiabatically exact transition energies from Casida-type matrix equations. These energies could be compared to transition frequencies that have been obtained from complementary adiabatically exact real-time linear-response calculations [12] and to exact transition energies from the correlated SE.

This comparison indicates that the reconstructed kernel is also reliable for this type of calculation. Furthermore we find that, for a system with a continuum part of the spectrum such as the helium atom, the propagation approach is more accurate. On the other hand the real-time construction of the adiabatically exact approximation for $v_{\alpha\beta}$ becomes difficult for higher excitation energies. Here the approach based on the adiabatically exact kernel offers an attractive alternative for systems with a discrete spectrum such as the anharmonic Hooke’s atom.

The latter is a useful prototype system for which the adiabatically exact transition energies break down and memory effects become important. The accessibility of this regime with Casida matrix and real-time propagation methods enables new insights into memory effects in time-dependent density-functional theory.
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APPENDIX A: OSCILLATOR STRENGTHS AND SUM RULES

For 1D systems the dipole and quadrupole oscillator strengths are defined as

$$s_n^d = \frac{m}{\hbar} \omega_{0n}|\langle 0|z|n\rangle|^2$$  \hspace{1cm} (A1)

and

$$s_n^q = \frac{m}{\hbar} \omega_{0n}|\langle 0|z^2|n\rangle|^2.$$  \hspace{1cm} (A2)

The corresponding sum rules then follow from the energy weighted sum rule [44]

$$\sum_n \omega_{0n}|\langle 0|V_{\text{pea}}(z)|n\rangle|^2 = \frac{\hbar}{2m} \int n_0(z)|\partial_z V_{\text{pea}}(z)|^2dz.$$  \hspace{1cm} (A3)

Consequently we obtain

$$\sum_n s_n^d = N$$  \hspace{1cm} (A4)

for the dipole case $[V_{\text{pea}}(z)=z]$ and

$$\sum_n s_n^q = 4q_0$$  \hspace{1cm} (A5)

for the quadrupole case $[V_{\text{pea}}(z)=z^2]$ where $q_0=\int z^2 n_0(z)dz$ is the quadrupole moment of the ground state.

APPENDIX B: ANALYTIC REPRESENTATION OF $\chi^{-1}$

Due to the explicit representability of $v_{\alpha\beta}$ in terms of the ground-state density $n_0$, i.e. [39].
which is characteristic of the two-electron singlet system, we can perform the functional derivative \( \chi_{\alpha}^0(z, z') \) analytically. This leads to

\[
\frac{\partial \nu_{\alpha}(z)}{\partial \nu_0(z')} = \frac{1}{2} \frac{\partial}{\partial z'} \left( \frac{\delta(z - z')}{2 \sqrt{n(z)}} \right) - \frac{\partial (z - z')}{{4 [n(z)]^{3/2}}} \frac{\partial}{\partial z} \sqrt{n(z)},
\]

where we have set \( \hbar = m = 1 \). The appearance of spatial derivatives of delta functions in this analytic expression is no reason to worry: in any physically meaningful context \( \chi_{\alpha}^0 \) appears as an integral kernel and the derivatives can be shufled to other functions by partial integration.

This analytical approach also applies to \( \chi_{\alpha}^0(z, z', t-t') = \partial \nu_{\alpha}(z, t)/\partial \nu(z', t) \) as \[39]\]


[43] The numerical computations become increasingly involved for higher-lying states in the helium system.
