ON THE RELATION BETWEEN DETECTABILITY AND
DISSIPATIVITY FOR NONLINEAR DISCRETE TIME SYSTEMS

MATTHIAS HOGER AND LARS GRUNE

ABSTRACT. Nonlinear detectability and strict dissipativity are two properties that
imply stability results for nonlinear model predictive control. Despite their struc-
tural similarity, the relation between these two properties has not been studied so
far. This paper closes this gap.

1. INTRODUCTION

In the literature, various concepts have been used in order to guarantee the stabil-
ity of systems controlled by nonlinear model predictive control (NMPC) and, more
general, by optimal control based feedback laws. A basic approach is to require pos-
itive definiteness of the stage cost, i.e., the stage cost vanishes if and only if the
state of the system is in the desired equilibrium and assumes small values only in
the vicinity of this equilibrium. This creates an incentive for the optimal trajectories
minimizing the stage cost to approach the desired equilibrium, which thus becomes
asymptotically stable for the optimally controlled system.

However, asymptotically stable equilibria (and more general asymptotically stable
sets) also appear in NMPC for non-positive definite stage costs. Two of the main
structural properties that were used to prove this fact are detectability and strict
dissipativity. Detectability in the nonlinear form considered in NMPC theory was
introduced in the seminal paper [5]. It requires the existence of a Lyapunov-like
function W which decreases whenever the stage cost is small®, thus ensuring conver-
gence of the corresponding solutions to the desired equilibrium (or more general set).
This way it captures the spirit of the more widely known linear detectability notion,
which demands that all (uncontrolled) solutions that yield a zero output converge to
0 or, equivalently, that all solutions that do not converge to 0 are observable. The
nonlinear detectability notion was subsequently used in robust NMPC [6] and more
recently in analyzing stability of optimal trajectories for discounted optimal control
problems [12].

Strict dissipativity in turn demands a kind of energy dissipation’, expressed via
a storage function A and a supply rate, which in this paper is given by the stage
cost. The concept was introduced by Willems in the early 1970s [14] and has found
widespread applications in control [11]. It was first used in NMPC theory in a linear
form [3] but soon after that it was realized that the general nonlinear formulation can
be used for ensuring stability and performance estimates so called economic NMPC
schemes both with [1,2] and without terminal conditions |7, 10].

Despite their structural similarity, the relation between these two properties has
not been studied so far. This paper closes this gap. Particularly, we show that under
a suitable growth condition (which is always satisfied if the stage cost is bounded on
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the state and input constraint set) nonlinear detectability implies strict dissipativity.
We also show by means of an example that the growth condition cannot be dropped.

Conversely, we give conditions on the storage function which ensure that nonlinear
detectability holds. Using this result, we are in particular able to show that for linear
quadratic problems with positive definite control penalization, detectability in the
classical linear sense implies the nonlinear detectability property from [5]. To the
best of our knowledge, this implication — although very natural — has not been
proved in the literature before.

As strict dissipativity follows from nonlinear detectability under rather mild con-
ditions, our results suggest that it is in general more rewarding to try to verify strict
dissipativity rather than nonlinear detectability. Indeed, in the literature only few
examples of nonlinear systems can be found for which the nonlinear detectability
condition has been successfully established, while dissipativity has been investigated
for many systems. Yet, this does not necessarily make the nonlinear detectability
notion obsolete. As nonlinear detectability is the stronger property, it also allows for
stronger implications, most importantly global and not merely practical asymptotic
stability statements for NMPC schemes [5]. In this context, we expect that our re-
sults allowing to conclude nonlinear detectability from strict dissipativity will turn
out helpful.

The remainder of this paper is organized as follows. After defining the notation
used in this paper in Section 2, we give the formal problem statement and define the
two properties studied in this paper in Section 3. A discussion of these properties
together with preliminary results from the literature can be found in Section 4. Our
new results are given in Section 5, followed by illustrative examples in Section 6 and
a brief conclusion in Section 7.

2. NOTATION

The sets X and U denote metric spaces with metrics denoted by dx (-, -) and dy (-, -),
respectively. We write d(-, -) for both metrics if there is no ambiguity.

The class G is the set of all continuous and nondecreasing functions a : R>¢ — Rxg
with «(0) = 0. With class K we denote the set of all strictly increasing functions
a with a € G. Finally, the class K is the set of all unbounded functions « with
a € K. Throughout this paper we make the convention that ay and vy will denote
functions of class K. ay will denote a function of class G.

The class A is the set of all affine functions a : R — R. A function a is called affine
if two constants Aj, Ay € R exist with a(z) = A; + Az for all z € R.

A function o : X — R is said to be positive definite if there exists ¢ € X with
o(x) =0 if and only if z = x°.

The symbol Id denotes the identity function and for € R™ the norm ||z|| denotes
the Euclidean norm.

3. PROBLEM STATEMENT

We consider the discrete-time nonlinear system of the form
(3.1) w(k+1) = f(z(k), u(k)), 2(0) = g
or briefly
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for a continuous map f : X x U — X. With X C X and U C U we denote state
and control constraint sets. We assume that (3.1) has an equilibrium denoted by
(z¢,uf) € X x U, ie., f(afu®) = a°.

Given a continuous stage cost £ : X x U — R5( and a time horizon K € N, we
consider the optimal control problem

(3.2) muijl;l(JK(aco, u) with Ji(zo,u) = U(x(k),u(k))
ue
subject to (3.1).
Next we state the two properties whose relation we study in this paper. We begin
with the nonlinear detectability property from [5, Definition 4].

Definition 1. Consider system (3.1), functions ¢ : X x U — Rxo, aw,vyw € Ku,
aw € G and a continuous, positive-definite function o : X — R, which are such
that for all v € X with o(x) = 0 there is u € U with o(f(z,u)) =0 and {(x,u) = 0.

The function o is said to be detectable from ¢ with respect to (aw, aw,yw) if there
exists a continuous function W : X — Rs( such that

(3-3) W(z) < aw(o(z))
(3.4) W(f(z,u)) = W(z) < —aw(o(x)) + yw(l(z, u))
forallz € X and u € U.

Note that the condition that ¢ vanishes whenever o vanishes is no part of [5,
Definition 4|, however, it follows from the standing assumption SA4 in this reference.
Next we state the strict dissipativity notion.

Definition 2. Given a steady state (2¢,u) € R" x U of (3.1), the optimal control
problem (3.1), (3.2) is called strictly dissipative with respect to the supply rate ¢(x,u)—
0(z¢,u®) if there ezists a storage function A : R™ — R bounded from below and a
function p € K such that

(3.5) C,u) = 0%, uf) + M) = A(f (2, u) = pld(z, %))
holds for all (z,u) € R™ x U.

One observes that the function o from the detectability definition does not appear
in the strict dissipativity notion. This is because the term d(x,z¢) plays the role of
o in (3.5). One could replace this term by o, but then — similar to Definition 1
— one would also have to assume that ¢ is constant on the set of zeros of o and
replace £(z¢, u®) in (3.5) by this constant value. In order to avoid this technicalities,
we rather use o(z) = d(z, 2°) in what follows. In the remainder of this paper, we will
thus investigate the relation between these two properties with this choice of o.

4. DISCUSSION AND KNOWN RESULTS

Originally, detectability is a concept for linear control systems
(4.1) f(z,u) = Az + Bu, y = Cu.

We thus briefly compare the nonlinear detectability definition and strict dissipativ-
ity to the detectability notion for linear systems. We limit this discussion to finite
dimensional linear systems, in which case v € R", v € R™ and y € RP are finite



4 ON THE RELATION BETWEEN DETECTABILITY AND DISSIPATIVITY

dimensional vectors and A, B, C are real matrices of appropriate dimensions. The
vector y = C'x is the usual output of the system. In the discrete time setting of this
paper, the pair (A, C) is called detectable if all unobservable eigenvalues lie in the
unit circle [13, Section 7.1]|. In simple words, this condition demands that all unsta-
ble solutions produce a nonzero output. This linear detectability notion is entirely
determined by the matrices A and C' and is a weaker notion than observability, which
demands that there are no unobservable eigenvalues, at all.

The counterpart to the optimal control problem (3.1), (3.2) for linear dynamics is
the linear quadratic (LQ) optimal control problem, in which

(4.2) U(x,u) = 27 Qx + u” Ru, where Q = CTC

and R € R™™. One may now conjecture that the L optimal control problem
(3.1), (3.2), (4.2) is detectable in the sense of Definition 1 with o(x) = ||z if the
pair (A, C) is detectable. This, however, is not necessarily the case, as the following
example (which is similar to Example 10.2 in [9]) shows.

Example 3. Consider the optimal control problem with X = X =R* U=U =R
and data
f(z,u) = Az + Bu
y=_Cx
((z,u) = 23

with A = <(1) i), B = (1{2) and C' = (1 O), implying QQ = ((1) 8) and thus
U(z,u) = 2T Qx. The steady state is given by (x¢,u®) = (0,0).

This pair (A,C) is observable and thus detectable in the linear sense since the
observability matrix has full rank. Yet, there do not exist functions aw,Yw € Ks

and ay € G such that o(x) = ||x||2 is detectable in the nonlinear sense of Definition
1 from € with respect to (aw, aw,yw):

Suppose o is detectable from € with respect to some aw,aw,yw. Let x = ((1)),

u=—-2,1= ( 0 > and u = 2. It follows:

—1
flz,u) =z, l(x,u) =0,
f(z,u) =z, (&, 0) =0.
Hence, inequality (3.4) yields the contradiction
W(z) = W(f(z,a)
< W(@)—aw(o(d))+0
T ww
= W(f(z,u))
< W) —aw(o() +0
" W)

The reason for this contradiction is that the nonlinear detectability condition im-
plicitly demands that a non-zero solution produces non-zero cost, which is not true
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for the choice of /. In this example, this can be fixed by penalizing the control input,
i.e., by choosing /(x,u) = 2 + u?, as we will check in Example 13. It is, however,
nontrivial to prove that such a penalization always works in order to ensure Defini-
tion 1 for detectable pairs (A, C) and we are not aware of corresponding results in
the literature. Based on results from [8] and the new results in this paper, we will be
able to give a proof of this fact in Corollary 11.

Strict dissipativity for finite dimensional L(Q) problems has been investigated in
depth in [8]. For LQ problems of the type (3.1), (3.2), (4.2) with X = R", strict
dissipativity holds if and only if (A, C) is detectable and in case X C R" is bounded,
strict dissipativity holds if and only if (A, C') has no unobservable eigenvalues A € C
with |[A| = 1, cf. [8, Theorems 6.1 and 8.3].

Let us now turn to the main topic of this paper, the relation between dectectability
and strict dissipativity in the nonlinear case. Since the choice o(x) = d(z, x¢) implies
((zf,u®) = 0, one immediately sees that detectability in the sense of Definition 1
implies strict dissipativity of the optimal control problem (3.1), (3.2) with scaled
stage cost 0(z,u) = yw (£(x,u)). The following proposition, which is Proposition 5.3
from [4], shows that this implies strict dissipativity for the original cost ¢(z,u) if yw
is bounded by a linear function, or, equivalently, can be chosen as a linear function.

Proposition 4. Let (z¢,u¢) € R" x U be a steady state of (3.1). If o(x) = d(z, z°) is
detectable from { with respect to some (ay, aw,C-1d) € G X Koo X Koo with C' € Ry
constant then the system (3.1) is strictly dissipative with respect to the supply rate

Uz, u).
In this case p and \ from Definition 2 can be chosen to be
1
Ar) = SW),
1
p(r) = an(r).
Proof. The claim follows directly from multiplying inequality (3.4) by 1/C. O

5. NEW RESULTS

The condition on vy to be a linear function on R is not a necessary condition for
the implication of dissipativity. We can generalize this result to nonlinear functions
Yw. However, we must first suitably transform the functions given in the definition
of detectability. For this purpose we use the following auxiliary lemma.

Lemma 5. Let o be detectable from { with respect to (aw,aw,yw) € G X Ky X
K. Let p € Ko be such that q(s) := (dp/ds)(s) is well defined, continuous, and
nondecreasing. Then

(oW o f)(w,u) = (po W)(x) < 2q((nw o O)(w,u) + (@w o ay} o 2w 0 0)(w,w) )

(w0 0)(a,w) — (g0 gow 0 0)(x) - (o 00)(x)

holds for all x € R"™ and u € U.
Proof. See [5, Lemma 4]. O

If o is detectable from ¢ with respect to (@, aw,yw) with vy a function that is
bounded from above by an affine function, then we can use Lemma 5 to transform
this system into one that satisfies the requirements of Proposition 4.



6 ON THE RELATION BETWEEN DETECTABILITY AND DISSIPATIVITY

Theorem 6. Let o(x) = d(x,x¢) be detectable from { with respect to (aw, aw,yw) €
G X Koo X Koo If v is bounded from above by an affine function yy € A then the
system (3.1) is strictly dissipative with respect to the supply rate {(x,u).

Proof. Define q,p : R>g — R5( by

) %min {%‘VI <min{r,;v‘vl(1)}) o %aw 0t (min{ﬁ;v‘vl(l)}> | T}

and

It can be easily verified that these functions are well defined and the conditions
from Lemma 5 hold. Note that the integral in the definition of p is finite since
0<gq(r)<r/2.

Since ayy, d;vl, %—Vl are nondecreasing functions the following properties for ¢ hold
for all r > 0:

(5-1) q(r) < %w‘#(%)
(53 or) < 5 (it o ow o) (5)
(5.4) o(r) < %(W . %QW . 545#) (W‘v;(l))

The right sides of inequalities (5.2) and (5.4) are constant. Therefore we can
combine these inequalities and get

(5.5) q(r) < ¢4

. . _ =1 . o —1(1
o (1 (). o o) (52)}
Now we show that ¢ is constructed in such a way that

2q((ny o 0)(z,u) + (Qw o ayy 0 2y o £)(x, u)> (yw o 0)(x,u)

is bounded from above by a linear term C¢(x,u) for a suitable constant C' > 0. To
prove this claim we look at three cases. The first two cases consider (z,u) € R" x U
such that (yw of)(z,u) < 1. The last case considers (yy o f)(z,u) > 1 and is respon-
sible for the assumption that vy is bounded from above by an affine function.

Case 1: (yw o f)(w,u) < 1 and (yw o €)(z,u) > (Qw o a3y 0 29w o £)(w,u). In this
case we can estimate

2q<('yw ol)(x,u) + (aw o a;[,l o 29y o 0)(x, u)) (yw o 0)(x,u)
< 2(20w 0 O(w,u)) - (w0 O, w)

< oo (B MY o 0,

= K(ZE,U) ’ (VWOE)(:E’U)
< l(z,u).
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Case 2: (yw o 0)(z,u) < 1 and (o €)(z,u) < (Qw o ayy 0 29w o £)(z,u). In this
case we obtain

2q( (9w © 0)(,w) + (@w o a! 0 29w 0 )(w,u)) - (3w 0 0)(, w)
< 2 (2(07W o ag! o 2y 0 0)(x, u)> (w0 £)(z, )

q
o (ot o qowo at) (Ao Inwo O

IA
N

)+ (w0 O)(,w)

(w0 ) (2, u)
< 7

< 20 (yw o 0)(x, u)
yw (1) <Aw

< 2C (Yw o £)(x, u)

< Col(x,u)

with Cy € R sufficiently large. Such a constant exists because 7y, is an affine function
that is evaluated away from the origin, because £(z,u) > 75,/ (1) > 0 in this case.

Hence, 2q((7w o 0)(x,u) + (aw o agy o 2y o £)(x, u)) - (yw o £)(x,u) is bounded
from above by Cl(x,u) with C' := max{1,Cy}. With 4y and ay € K defined by

i (r) = 20 (3w (r) + (@w o ot 0 29w) (1)) - 3w (7)
1 1

aw(r) = (go Z@W)(T) : ZCYW(T’)

and Lemma 5 we get
(0o W o f)w,u) = (0o W)(x) < (w0 €)(w, ) — G (d(w, )
< Cl(z,u) — aw(d(z, z°)).
Therefore, if we replace W from Definition 1 by po W, o(z) = d(x, z¢) is detectable

from ¢ with respect to (p o aw,daw,C - Id). Thus, Proposition 4 provides strict
dissipativity of the optimal control problem with

(poW)(r)
Ar) = -V
(r) =22
o) = aw(r) _ (g0 zow)(r) - jow(r)
C C
O
If ¢ is bounded from above by a constant M € R on R™ x U then 7y from Definition
1 can be replaced by
~ Yw (r) r<M
Fw (r) =
yw(M)—M+r r>M

without invalidating inequality (3.4). Furthermore 4y is bounded from above by an
affine linear function. Theorem 6 then ensures the following result:
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Corollary 7. If( is bounded from above on X xU then detectability of o(z) = d(z, x°)
implies strict dissipativity for any yw € Keoo-

Remark 8. We will see in Example 16, below, that the growth condition on ~yw or
the boundedness condition on £ cannot simply be dropped. However, in many NMPC
applications we have that (x,u) < Cpd(x,x°) + Cyd(u,u®) for constants Cy, Cy > 0.
Also, X and U are often chosen to be bounded. For such problems, Corollary 7 yields
that nonlinear detectability implies strict dissipativity. Hence, this implication holds
for a wide class of practical problems. Moreover, most available stability estimates
for NMPC with strictly dissipative optimal control problems include boundedness of £
in their assumptions. Hence, in this context the boundedness requirement on £ does
not significantly limit the applicability of our results.

In contrast to this rather general result, the converse implication needs more re-
strictive conditions.

Theorem 9. Let (2°,u°) be a steady state of the optimal control problem (3.1), (3.2).
Let ¢ > 0 and £(z¢,u®) = 0 and assume the optimal control problem is strictly
dissipative with a continuous storage function A. If \(z¢) < MNx) for all x € X,
then the system is detectable in the sense of Definition 1 with o(x) = d(z,x°),
W(z) = Ax) — A(z°), aw = p, yw = Id and aw € G suitably chosen.

Proof. W(x) = Mx) — A(z°) is nonnegative since A has a global minimum in z°¢. In
particular W (z¢) = 0 holds and therefore the existence of ay € G with W(x) <
aw(o(z)) for all x € X is guaranteed. With the definitions for ay, o and vy stated
in the theorem we verify inequality (3.4)

W(f(z,u)) = W(x) = (A(f(z,u)) = A(2%)) — (Mx) = A(z9))
= A/f(z,u)) — Az)
< (. + o)
= —aw(o(x)) +yw(l(z,u))
and conclude that o is detectable from ¢ with respect to (aw, aw,yw)- O]

Remark 10. In the context of stability analysis for NMPC without terminal condi-
tions, this result is useful because while the available strict dissipativity based stability
results only guarantee practical asymptotic stability [10], for the detectability based
stability analysis also true (i.e., non-practical) asymptotic stability statements are
available [5, Corollaries 2—4]. Combining these results with Theorem 9 allows to con-
struct true asymptotic stability statements for NMPC with strictly dissipative optimal
control problems.

Our final corollary describes an important special case in which the assumptions
of Theorem 9 are satisfied.

Corollary 11. Consider the finite dimensional LQ) optimal control problem (3.1),
(3.2), (4.2) and assume the pair (A, C) is detectable and R is positive definite. Then
the problem is also detectable in the nonlinear sense of Definition 1 with o(x) = ||z||
and W (x) = 2T Px for a positive definite matriz P € R™".

Proof. We first use [8, Theorem 6.1] in order to conclude that detectability of (A, C)
implies strict dissipativity. An inspection of the construction of the corresponding
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storage function A in [8, Theorem 6.1 and Lemma 4.1| reveals that the linear terms
in A can be dropped if there are no linear terms in the stage cost ¢, which is the
case for our setting, cf. (4.2). Hence, \ is a purely quadratic function of the form
A(z) = 27 Pz with a positive definite matrix P and thus satisfies the conditions of
Theorem 9. Moreover, from (4.2) it follows that the assumptions on ¢ in Theorem 9
also hold. Hence, nonlinear detectability with W = A follows from this theorem. [J

Remark 12. (i) The construction in [8] yields that A and thus also W in this proof are
of the form W (x) = XNx) = vaT Pz, where P is a positive definite matrixz satisfying
the matriz inequality Q + P — ATPA > 0 and v > 0 is sufficiently small. Example
18 illustrates this computation.

(ii) In case that the pair (A, C) is not detectable, strict dissipativity may still hold
on bounded sets X and U, cf. [8, Theorem 6.1]. In this case the storage function is
still of the form \(z) = x¥ Px, however, P is not positive semidefinite. In this case,
nonlinear detectability does not hold. Example 1/ illustrates this situation.

6. EXAMPLES

As a first example, we would have liked to include an example for which detectabil-
ity is known to hold but strict dissipativity is not straightforward to check. Unfor-
tunately, such examples do not exist in the literature we are aware of. All examples
given in [5,6, 12| are easily seen to be strictly dissipative with the trivial storage
function A = 0.

The more interesting aspect to be illustrated by examples thus seems to be the
converse direction, in which we explore whether we can conclude detectability from
strict dissipativity. Here we provide two positive examples and one negative one.

Our first example is Example 3 with a modified stage cost.

Example 13. Consider the optimal control problem with X = X =R?, U=U =R
and data
f(z,u) = Az + Bu
y=Cx
U(z,u) = 2] + u?

with A = <(1) 1), B = (1{2) and C' = (1 0), implying Q) = ((1) 8) The steady
state is given by (z¢,u¢) = (0,0).

This system is observable since the observability matrixz has full rank. Thus, Remark
12(i) implies that the system is strictly dissipative with a storage function of the form
M) = yal Px, where P € R?*? satisfies the matriz inequality Q + P — ATPA > 0
and v > 0 is sufficiently small. One easily checks that

P-( )
satisfies this matriz inequality. A little computation reveals that detectability holds
with W (z) = va' Px for v = 1/10 if we chose ayw (r) = 3r?/40.
The next example illustrates Theorem 9 for a non-quadratic cost.
Example 14. Let X = X = U = U = R and consider the system f : R xR — R,

f(z,u) = (z +u)/2 and stage cost {(x,u) = |zu|/2 + u?/4. This system is strictly
dissipative at (z¢,u°) = (0,0) with storage function \(x) = x* and p(x) = 3/4 - 2.
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Then x¢ = 0 minimizes A and thus Theorem 9 is applicable. Indeed, o(x) = |x| is
detectable from € with respect to (aw, p, Id) with aw (r) = r?, because with W = X
inequality (3.3)

W(z) = Az)

and inequality (3.4)

W(f(z,u) = W(x) = W((z +u)/2) - W(z)
= (x4 u)?/4 —2?
= —3/4-2° + 2u/2 + u*/4
= —p(z) + 2u/2 + v /4
< —pla) + {(z,w)
= —p(x) + 1d(l(z, u))

hold.

If the storage function A is not minimized at x¢ then a strictly dissipative system is
not necessarily detectable from ¢ with respect to any (aw, aw,yw) € G X Koo X K.
The following example, taken from [9, Example 8.8 ii)|, shows that this can indeed
happen.

Example 15. Consider the dynamics f(z,u) = 2z+u and stage cost £(x,u) = u* with
the state and control constraint sets X = [-2,2] C X =R and U=[-3,3] CU =R
and equilibrium (z¢,u®) = (0,0). It was shown in [9, Example 8.8 ii)] that the problem
is strictly dissipative with storage function \(x) = —x?/2. However, \ is maximized
at x¢ = 0 and thus does not satisfy the condition of Theorem 9.

In fact, the problem is not detectable: suppose o(x) = |x| is detectable from ¢
with respect to any (aw, aw,Yw) € G X Koo X Koo. That implies the existence of a
continuous function W : X — R that satisfies inequalities (3.3) and (3.4) for all
z € X and u € U, in particular for all x € [—1,1] \ {0} and u = 0:

W(f(z,u)) = W(z) = W(2z) - W(x)
< —aw(o(x))+0
rH£xe

<

Because of the nonnegativity of W and inequality (3.3) it follows
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W(0)=0
< W(2x)
< W(x)
for all x € [—1,1] \ {0}. But this means that W is positive and strictly increasing
along the sequence x, x/2, x/4, ..., which is not consistent with the continuity of W

in v = 0. Therefore o is not detectable from { with respect to any (aw,aw,Yw) €

G X Ko X K.

Our final example shows that, in general, detectability does not imply strict dissi-
pativity without the bounds on vy or ¢ imposed in Theorem 6 or Corollary 7.

Example 16. We consider the dynamics
| max{z/2,z — 1} +ell =1, >0
flw,u) = { min {z/2,z+1} + el =1, <0

and the cost {(z,u) = (|z| + 1)|ul|, defined on X=X =R and U=U =R.

We claim that detectability at (z¢,u®) = (0,0) is satisfied with o(x) = |z|, W(x) =
22, ay (r) = min{3r?/4,r}, and yw(r) = 2(e" — 1) + (" — 1)%. Indeed, for x > 2 we
have f(z,u) =z — 1+ el — 1 and thus

W(f(z,u) =W(z) = (z—1+eM—1)*—2?
= (z—1)%+2(x—1)(e" = 1) + (el = 1)? — 22
_ (el ful _ 132
20+ 1+ 2(x 1)56 1)+ (e - 1)
<—az=—|a| <2(e(lzl+D)]ul _1) <(ellzl+D)]ul _1)2
< —aw(|z]) +yw (l(z, u)).
For x < —2 the dynamics reads f(x,u) = x + 1+ el*l — 1, which implies
W(f(z,u) =W(z) = (z+1+e~1)*—a?
(x4+1)24+2(z + 1) (e — 1) 4 (el — 1)2 — 22
= 2241 2+ -1+ (e —1)?
S~—— v /
=—2|z[+1<~|z]
< —aw(|z]) +yw Uz, u)).
Finally, for x € [—2,2] we obtain f(x,u) = x/2 + el — 1 and thus
W(f(z,u)) —W(z) = (x/2+e —1)2—22
= 2?/4+2(z/2) (e — 1) + (e —1)? — 22
= —322/4+ x(e—1) + (el —1)?
gg(e(lwlrl)lul_n g(e(\wlflr)lul_D?
< —aw(la]) + Lz, ).

Now we show by contradiction that the system is not strictly dissipative. To this
end, assume that a storage function X\ and a p € K satisfying (3.5) exist. Observing
that ¢ = 0 and £(z°,u®) = 0, this implies the existence of p € Ko satisfying

(6.1) ((x, u) + Mz) = A(f (2, u) = p(|z]).

—~
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<(ellzl+Dlul _1)2

~—
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On the one hand, for x =0 and u > 0 (6.1) implies A(e* — 1) < |u| + A(0), which in
turn implies

Ax) < |In(z + 1)| + A(0)
for all x > 0. On the other hand, for all x > 2 for u = 0 we obtain f(x,u) =z —1
and ((x,u) = 0, which inserted into (6.1) implies AN(z) — Mx — 1) > p(|z]) > p(2).
Using this inequality inductively for x = 2,3,4, ... yields

A@) 2 (x = 1)p(2) + A(1).
Howewver, for sufficiently large x the inequality
(x —1)p(2) + A(1) > |In(x + 1)| + A(0)

holds, thus contradicting the existence of a storage function \.

We note that in order to obtain this contradiction it is enough to use p € Ko in the
strict dissipativity inequality. We also note that if we impose an upper bound & > x,
then the contradiction can be avoided by making p and thus p(2) sufficiently small.
This is expected, because on bounded sets Corollary 7 ensures strict dissipativity.

7. CONCLUSION

In this paper we have studied the relation between the nonlinear detectability
notion from [5] and strict dissipativity. We have shown in Theorem 6 and Corollary
7 that under mild growth or boundedness conditions nonlinear detectability implies
strict dissipativity. By means of Example 16 we have shown that the growth and
boundedness conditions cannot be omitted. Conversely, in Theorem 9 and Corollary
11 we have given conditions on the storage function and the supply rate which ensure
that strict dissipativity implies nonlinear detectability. These conditions in particular
apply to linear quadratic problems and allow to establish the relation between linear
and nonlinear detectability notions.
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