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A B S T R A C T

This thesis is embedded in the realm of single nanoparticle microscopy
and spectroscopy. We combine confocal microscopy, ultrafast pulsed
lasers and homodyne amplification to make the signature of single
nanoparticles and quantum emitters visible. These techniques allow
us to observe and manipulate the physical state of quantum dots
on picosecond timescales, and we show that the spectral signatures
found in our experiments compare well with what we expect from
the dynamics of a three-level quantum emitter. These emitters are can-
didates as nodes of optical networks. Furthermore, we utilize homo-
dyne amplification to analyze the magnetization of single nickel disks
and develop a model that is able to predict the optical response of the
disks when being embedded in the sample structure. The model al-
lows us to separate the magnetic properties of the nanomagnets from
the optical properties of the complete structure.

K U R Z FA S S U N G

Diese Arbeit befasst sich mit der Mikroskopie und Spektroskopie ein-
zelner Nanopartikel und Quantenemitter. Um solche sichtbar zu ma-
chen, kombinieren wir konfokale Mikroskopie, ultrakurze Laserpulse
und homodyne Verstärkung. Unser System ermöglicht uns beispiels-
weise, den physikalischen Zustand von einzelnen Quantenpunkten
mit einer Auflösung im Pikosekundenbereich zu analysieren und zu
kontrollieren. Wir zeigen, dass die spektralen Signaturen im Experi-
ment gut zu dynamischen Prozessen passen, wie wir sie von einem
Drei-Niveau Quantenemitter erwarten. Solche Emitter könnten als
Knoten in optischen Netzwerken dienen. Desweiteren nutzen wir ho-
modyne Verstärkung, um die Magnetisierung einzelner Nickelscheib-
chen zu untersuchen. In diesem Rahmen entwickeln wir ein Modell,
um die optische Antwort der in die Probenstruktur eingebetteten
Scheibchen zu berechnen. Das Modell erlaubt uns, die magnetischen
Eigenschaften der Nanomagnete von den optischen Eigenschaften
der Gesamtstruktur zu trennen.
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P R E FA C E

The two parts of this thesis, unrelated at first glance, are motivated by
the same thing: the physics of single, nanoscopic particles. A single
particle always has a different story to tell than many. Its story may be
harder to understand, harder to squeeze into theoretical models, but
it is also richer in detail. We strive to read that story using farfield
optics: with a confocal microscopy system, a single nanoparticle is
illuminated and observed at the same time. The tiny fraction of light
scattered by the nanoparticle allows us to deduce its physical state
and how it evolves with time.

With decreasing size of the nanoobject, the intensity of the scat-
tered light quickly drops below the sensitivity of the detectors or is
outshone by background light, rendering the particle invisible to us.
Nevertheless, the scattered light can be made visible by making it in-
terfere with a much stronger reference light beam, a concept called ho-
modyne detection or interferometric amplification: The magnitude of the
interferometric signature of the particle is proportional to the magni-
tude of the reference beam.

In our sample geometries, this concept is implemented by detect-
ing the scattered light together with the light reflected from nearby
surfaces, for example of the substrate in which the particle is em-
bedded. Part one of this thesis is concerned with the optimization of
interferometric amplification. This is possible by tweaking the phase
difference between the scattered electric field and the reference elec-
tric field reflected from the interfaces. We exploit the possibility to
gain control of the phase difference with a multilayer sample struc-
ture and develop a model to describe the optical response of a particle
on such a multilayer surface. Originally, this topic arose in the context
of magnetometry of single nanomagnets, trying to observe signatures
of superparamagnetism. We therefore base our discussion on a par-
ticular use case, magnetometry of magnetized nickel nanodisks using
an interferometric, confocal Kerr microscope. In such measurements
the information about the magnetization is hidden behind the optical
properties of the nanomagnet, defined by its size, material and shape.
Our model allows us to extract the information about the magneti-
zation from the optical signal of the magnet. We can show that the
variation of the measured signal with the disk size is due to changes
of the optical properties, in particular the phase of the scattered light.
The saturation magnetization essentially is constant over a large in-
terval of disk sizes.

Part one is organized as follows: After a brief motivation, we in-
troduce in chapter 2 the concept of homodyne detection and develop
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the idea that transmission microscopy of a single nanoparticle can
always be understood as being an interferometric process. Using sin-
gle nickel disks as example system, we motivate why control of the
different phases involved may help to optimize the measured signal.
In the form of a multilayer structure that changes the phase of the
transmitted light we present a possible technique to exploit this. Us-
ing a simple model, the optical properties of the nickel disks and of
the multilayer structure are merged to calculate the optical response
of the complete system.

In chapter 3 we switch from plane wave illumination to focused
Gaussian beams. The length scales of the observed system are nei-
ther very large nor very small compared to the wavelength of the
used light and render a qualitative modeling difficult. We address
the question to which extend and under which conditions the Gaus-
sian beam can still be considered as plane wave when calculating the
optical response of the multilayer structure and of the nickel disk. The
modifications necessary are used to review the homodyne detection
of a nickel disk sitting on a multilayer structure, illuminated with a
focused beam.

In chapter 4, we apply homodyne detection to measure the mag-
netization of single nickel nanodisks. We first introduce the exper-
imental technique and show exemplary measurements of the mag-
netic hysteresis of single disks. With the help of the Stoner-Wohlfarth
model, we show that the disks act as single domain magnets with
highly variable properties, emphasizing the importance of single par-
ticle measurements. Next, a multilayer structure is used to modify the
interferometric amplification of the signal. The dependency of the sig-
nal amplitude on the disk diameter is analyzed and compared with
the prediction of the model developed in the former chapters.

Finally, we summarize the results of part one in chapter 5.
With farfield optics, not only can we observe the physical state of

single nanoparticles, but also manipulate it: Using ultrafast pulsed
lasers combined with spectrally resolved homodyne detection [1, 2]
we investigate and influence the state of a single self-assembled GaAs-
AlGaAs quantum dots. These are candidates to realize an important
theoretical concept: the two-level quantum emitter of light, a device
with only two allowed quantum states, optically accessible and con-
trollable. From it we could build quantum computers[3, 4], true ran-
dom number generators[5], flashlights that deliver single photons on
demand[6], quantum memories and networks[7, 8], and so on. Part
two of the thesis is concerned with the connection between the dy-
namics of the two-level quantum emitter and the experimental signa-
tures that we expect using spectrally resolved homodyne detection.
This connection allows us to judge how close the quantum dots used
in our experiments come to the ideal two-level quantum emitter. By
considering coherent control experiments [9, 10], we show that the
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scattering spectra of the quantum dots agree with the dynamics that
we expect of a three-level emitter. Like the two-level emitter, these
also could act as a basic element of optical networks. Thus, we also
study theoretically, how delocalized states in networks of randomly
distributed quantum emitters form and show that they can be influ-
enced and shaped by locally patterning the eigenenergies of the in-
dividual quantum emitters. This could help to create first functional
quantum networks from high-density quantum dot films. The itera-
tive process of optimizing the properties of quantum dots calls for fast
techniques to characterize them. While experiments with ultrafast op-
tical pulses allow access to the quantum dot on picosecond timescales,
they are technically demanding and time consuming. Resonant spec-
troscopy using narrow-line continuous-wave lasers is a good alter-
native when temporal resolved control of the quantum dot is not
required. The temporal resolution is replaced with a high spectral
resolution while at the same time the complexity of the experimental
setup can be reduced considerably. We thus investigate techniques
that allow us to implement spectrally resolved homodyne detection
using a continuous-wave diode laser as light source. The focus lies on
non-invasive modulation techniques that are necessary for sufficient
noise suppression while providing maximal freedom with respect to
the sample design.

Putting aside the introduction and summary, part two is organized
in three chapters. In chapter 7, we first develop the theoretical formal-
ism to describe the dynamics of the physical state of the quantum
emitter. Then we establish the connection to the experimentally ac-
cessible quantities, the scattering spectrum of the quantum dot. The
scattering spectra expected for absorption bleaching, perturbed in-
duction decay or resonance beating are investigated and compared
to the experimental data. Rabi oscillations observed on the dots show
an unexpected stretching. We show that the stretched Rabi oscilla-
tions can be reproduced in theory by taking into account a strong
electric field produced by free photo carriers close to an interface, the
so-called Dember field. It changes the optical properties of the quan-
tum dot via Stark’s effect.

In chapter 8, we discuss the formation of delocalized states in grids
of coupled two-level systems. We start with a simple hybridization
model that allows us to visualize the shape of the delocalized grid
states. By introducing variance of the eigenenergies of the two-level-
systems we influence the shape of the delocalized states. Correlation
of the eigenenergies of neighboring two-level-systems can lead to the
formation of sub-ensembles. These can be manipulated by controlling
the distribution of eigenenergies. Finally, we briefly discuss how the
ensemble states could be investigated optically and what the signa-
tures of coupled states are.
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In chapter 9 we concentrate on non-invasive modulation techniques
for homodyne detection with narrow-line diode lasers. When using
homodyne detection, the long coherence length of these lasers im-
poses the risk of spurious interference, which – when also modulated
– enters the signal path. After briefly discussing the signal formation,
four different modulation approaches are tried that can be divided
into modulation of the laser-emitter energy detuning and modulation
of the laser-emitter displacement.
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Part I

O P T I M I Z AT I O N O F D I F F E R E N T I A L
T R A N S M I S S I O N I N C O N F O C A L M I C R O S C O P Y





1
I N T R O D U C T I O N

why single nanomagnets? Magnetism is one of the most im-
portant phenomena of nature. From large planetary scales down to
microscopically small structures the action of magnetism is found. In
the bodies of living organisms we find these very different worlds
acting together, allowing a bird to find its way on a journey of thou-
sands of kilometers[11]. The bird does sense the magnetic field of the
earth, an ability commonly called magneto-reception. Remarkably,
even though magneto-reception has been observed in many differ-
ent animals for half a decade, it is yet unclear which are the mech-
anisms that allow the animals to sense the magnetic field[12, 13]. In
the beaks of pigeons and other birds, complex structures of magnetite
particles were found[14]. Bacteria and insects also are known to in-
corporate magnetite particles and align their movement relative to
magnetic field[15, 16]. But by which means they allow the pigeon to
feel the magnetic field is an open question. Studies on this subject try
to establish a link between the behavior of the animals and the phys-
ical properties of the magnetite nanoparticles[17]. For example[18],
pulsed magnetic fields are applied to the head of the pigeon, reori-
enting the magnetization in the magnetic particles. The bird loses its
ability to correctly navigate with the help of the magnetic field, but it
recovers within a certain time. The recovery time should be linked to
the magnetic properties that allow the bird to sense the magnetic field.
For example, superparamagnetic particles would show different time
constants compared to single domain magnets[14]. It is essential to
characterize the magnetic structures that can be found in the animals.
Johnson and Lohrmann stated[19], that „attempts to locate magnetite in
animals have been impeded by several factors, the first of which is that the
crystals are small (50 nm diameter) and difficult to resolve microscopically.“
This is just one example where methods are required that allow the
detection and characterization of small magnetic structures.

why far field optics? There is different methods that allow the
detection of small nanomagnets. The size regime between 0.01− 1µm
in particular is interesting because here single domain magnetiza-
tion and superparamagnetic behavior can be observed. The advan-
tage of optical methods is the combination of high temporal and spa-
tial resolution. Magnetometers based on magneto-optics with pulsed
light sources reach temporal resolutions in the femtosecond regime
and allow to investigate high-speed magneto-dynamics. Recently, the
magneto-dynamics of sub-100 nm particles have been measured with
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4 introduction

a pulsed Kerr magnetometer based on simple far-field optics[20]. The
spatial resolution of far field optics is limited to about λ/2. Spatial res-
olutions down to 200nm are common in Kerr magnetometers work-
ing close to ultra-violet range[21]. This restriction may be overcome
with near-field optics, that allows spatial resolutions below 100 nm.
However, compared to near-field techniques, far-field optics is much
easier to implement and for many applications, a spatial resolution of
a few hundred nanometers is sufficient. For example, with nowadays
technology it is possible to fabricated single nanomagnets such that
they are separated enough to be resolved by far-field microscopy.

interaction of plane waves with nanoobjects is small

We use a very sensitive optical interferometer developed by Xia et al.
to measure the magnetization of nanoparticles[22]. They have shown
that Kerr rotations on the order of µrad can be measured on ferro-
magnetic films. Switching from bulk materials and films to single
nanoparticles, a great deal of measurement performance is due to
the sample design. A careful sample design allows us to increase the
interaction of far-field optical modes with nanoobjects and thus to in-
crease the sensitivity of the setup to the particle magnetization. The
interaction with light is usually small because the k-space spectrum of
a sub-wavelength nanoobject contains a large number of evanescent
modes that do not propagate into the far-field. A possible solution
to this are optical antennas that work as a bridge between far-field
modes and near-field modes. There is many examples for antenna
enhanced far-field optics[23] and also for antenna enhanced Kerr mi-
croscopy[24]. Using an antenna is like confining the electro-magnetic
energy of the far-field to a sub-wavelength volume. Another option is
to increase the interaction time of the far-field modes with the nanoob-
ject by using optical cavities[25, 26]. They store electro-magnetic en-
ergy for a longer time in the vicinity of the nanoparticle.

In this work we investigate another approach that allows for the
tweaking of the optical response of the sample, using neither anten-
nas nor optical cavities. We exploit the interferometric nature of far-
field scattering experiments and take control of the phase difference
between scattered and transmitted fields. The test case of our investi-
gations is the Kerr rotation of nickel disk, which are easy to fabricate
and pattern with electron beam lithography. The phase difference is
controlled by means of a dielectric multilayer systems that is used as
substrate of the nickel disks.

In the course of our investigations we develop a model that syn-
thesizes the optical response of the complete nanostructure from the
optical response of its constituents. This allows us to work with tools
and methods that are optimized for simulating the optics of the in-
dividual constituents, making the design and optimization of such
structures very simple and flexible.



introduction 5

Furthermore the model solves a basic problem of Kerr magnetom-
etry of single nanoobjects, namely that the information about the
magnetic properties is intermixed with the optical properties of the
nanoobject. Size, shape and environment of a particle obscure the di-
rect link between the Kerr rotation angle and magnetization because
the signal is diluted depending on the scattering amplitude of the
nanoobject. We separate the intrinsic Kerr rotation angle from the
scattering amplitude. To proof the validity of the model and its limits
we compare its prediction with Kerr rotation measurements of single
nickel disks on a multilayer substrate.

Excluding introduction and conclusion, the text is organized in
three chapters. In chapter 2 we start by emphasizing the interfero-
metric character of transmission experiments using the example of
nickel disks. We discuss a method that allows us to tweak the phase
difference between scattered and transmitted light, not with a typical
interferometer, but by with a multilayer reflector as sample substrate.
We put together the individual optical responses of the nanoobject
and the reflector to synthesize the total response of the structure.

In chapter 3 we discuss the usage of focused beams and how they
influence the measurement. We show that for our systems, the disks
are effectively illuminated by plane waves and use a model by Nahm
and Wolfe to describe the shadow of the nickel disks in a Gaussian
beam.

In chapter 4 we present measurements of the Kerr rotation and dif-
ferential reflection of single nickel nanodisks. We show that they in-
deed behave like individual nanomagnets and that their Kerr rotation
signal strongly depends on their size, obscuring the underlying mag-
netic properties. We show that the data can be described by the model
and that we are able to track down unexpected phenomena found in
the measurement to be optical effects unrelated to magnetism.





2
L I G H T T R A N S M I S S I O N A S I N T E R F E R O M E T R I C
P R O C E S S

In this chapter we discuss the idea that optical transmission is an in-
terferometric process. As with any interferometer we like to exploit
the phase sensitivity and tweak the phase working point such that
it fits our needs best. In the first section we briefly introduce homo-
dyne mixing, that is, mixing of two signals of the same frequency.
Any optical interferometer where the interfering beams are derived
from the same light source performs homodyne mixing. The concept
is introduced in sec. 2.1, where we also motivate why control of the
phases of electric fields is important in transmission experiments. In
sec. 2.2 and sec. 2.3 we investigate the optical properties of single
nickel disks and how they influence transmission experiments in the
context of homodyne mixing. In sec. 2.4 we introduce a possible tech-
nique to actually control the phase of the light scattered by a single
particle with a multilayer substrate.

2.1 transmission measurements imply homodyne mixing

If two time-dependent signals are multiplied to generate a third one,
we say that the input signals are mixed. Mixing shifts spectral power
to frequencies not present in the input signals. The new frequencies
are sums and differences of any pair of the input frequencies.

Often the input signals are modulated. If the modulation frequency
of both signals is derived from the same source we speak of homo-
dyne mixing. The advantage is that any fluctuation of the source is
imposed on both signals. Any difference in the signals must be due to
something other than the source. One of the inputs is usually called
the reference while the other is simply named the signal. We make the
signal interact with some physical system that we want to study. If
the system is linear, then it merely changes the phase and the ampli-
tude of the signal by ∆φ and α respectively. Finally, the signal and the
reference are mixed and the output of the mixing process recorded.
The outcome of the mixing is

out(t) =

reference︷ ︸︸ ︷
sin(ωt) ·

signal︷ ︸︸ ︷
α sin(ωt+∆φ)

=
α

2
(cos(−∆φ) − cos(2ωt+∆φ))

(2.1)

∆φ and α provide the physical information we are interested in.
The constant offset − cos∆φ in eq. 2.1 is the essence of homodyne

mixing. We deduce from it the changes made to the signal relative

7
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beam
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B

I+ ~ cos2(Δϕ/2)

Δϕ I- ~ sin2(Δϕ/2)

Figure 2.1: Beam path of a Mach-Zehnder interferometer.

to the reference. The sum frequency component cos(2ωt+∆φ) is re-
moved with a low pass filter. To determine both parameters α and
∆φ, the experiment is repeated with an artificial phase shift of 90◦

between the signal and the reference.
In optics, homodyne mixing can be realized in Mach-Zehnder in-

terferometers (figure 2.1). The input signals are the electric field am-
plitudes of coherent laser beams, EA,B = |E| exp iωt. They are derived
from the laser source by a 50% beam splitter and propagate along the
optical paths A and B. The sample is put into path A and induces
a phase difference ∆φ between the beams. Then the beams are su-
perposed by a second 50% beam splitter. The reflections on the beam
splitter interfaces add additional phase shifts to the two beams. Con-
sequently, at one of the output ports of the second beam splitter the
electric field amplitudes are added. At the other one they are sub-
tracted. The emerging beams are fed to non-linear transformers, the
photo diodes.

Feeding the sum of two signals to a non-linear transformer is
called additive mixing. Compared to pure multiplicative mixing as
described by eq. 2.1, the output contains products of each input with
itself. The output voltages I± of the photo diodes are proportional to
the electric field magnitude squared,

I± = |EA ± EB|
2

=
∣∣E · (1± ei∆φ

)∣∣ ∝
cos2 ∆φ2 , +

sin2 ∆φ2 , −

(2.2)

The phase shift ∆φ due to the sample can be derived from I±.
The optical transmission of a small particle in a light beam can

be understood just like that. Imagine the electric field of the beam
being split into a reference part Er and a signal part Es, as illustrated
by figure 2.2. The signal interacts with the particle while the reference
does not. There is no beam splitters, though, and no spatial separation
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with sample
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Figure 2.2: A simplified sketch of a transmission experiment. The light scat-
tered by the particle can be understood as the signal path of a Mach-
Zehnder interferometer. The light passing the particle unhindered can
be understood as the reference of the interferometer. The particle is a
linear system that modifies the signal with respect to the reference.

of the two parts. At some point after the interaction region, a detector
is placed to mix the reference and the signal.

The particle acts like a linear system if the light intensities are low.
The spectral components of the incident light are scaled and phase
shifted when interacting with it,

Es(ω) = σ(ω) · E0(ω), σ(ω) = σ(ω) · ei∆φ(ω) . (2.3)

The complex scale factor σ is called the scattering amplitude of the
particle. Es is the scattered electric field of the particle.

The photo diode does additive mixing as in the Mach-Zehnder in-
terferometer. Its output is

I = |Er + Es|
2

= |E0|
2|1+σ|2

= |E0|
2
[
1+ σ2 + 2σ cos∆φ

] (2.4)

The result is similar to the Mach-Zehnder interferometer, except that
we have no control over the total phase difference and only one out-
put port.

Interpreted as a function of σ alone (considering ∆φ as a parame-
ter), eq. 2.4 describes a parabola,

I∆φ(σ) ∝ (σ+ cos∆φ)2 + sin2∆φ . (2.5)

∆φ determines the position (x,y)a of the apex, which itself moves on
a parabola,

ya = 1− x2a, xa = − cos∆φ . (2.6)

Figure 2.3a visualizes this. When ∆φ is tuned from 0 to π, then the
apex moves on the parabola indicated by the dashed line. The posi-
tion of the apex determines the slope of I∆φ(σ) at small values of σ.
When the apex is located at σ = 0, the slope is zero. Consequently, a
small particle is nearly invisible if ∆φ = ±π2 .

We can visualize eq. 2.5 for all values of ∆φ in a polar diagram, see
figure 2.3b. The radial axis represents σ and the azimuthal axis repre-
sents ∆φ. Each cut along the radial axis corresponds to a parabola like
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Figure 2.3: a The detected intensity I∆φ(σ) can be understood as a parabolic
function of the scattering magnitude σ of the nanoparticle. The position
of the apex of the parabola is determined by the phase difference ∆φ of
the scattered field and the reference field. b The detected intensity can
be visualized in a polar diagram where the azimuthal axis corresponds
to the phase ∆φ and the radial axis corresponds to the magnitude of the
scattered electric field. c,d shown is the relative change of the detected
intensity if the magnitude or the phase is changing.

shown in fig. 2.3a. The polar diagram gives us an overview of how
the transmitted intensity changes around a particular value of σ. We
can look for good working points in the diagram, depending on what
we want to measure. Maybe we want to use the particle as a probe
of the environment, want to detect a particle on some background
or discriminate particles with respect to some physical property (like
magnetization, size, shape). All this boils down to a single thing. We
want to detect changes of σ, that is, σ or ∆φ. Lets see how these changes
are reflected by equation 2.4. Its partial derivative with respect to σ
and ∆φ is

1

I

∂I

∂(∆φ)
=

2σ sin∆φ
1+ σ2 + 2σ cos∆φ

(2.7)

1

I

∂I

∂σ
=

2σ+ 2 cos∆φ
1+ σ2 + 2σ cos∆φ

(2.8)

These equations are visualized in polar diagrams presented in fig-
ures 2.3c and d. They show that a small change of either ∆φ or σ is
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Figure 2.4: a A disk is illuminated with a linearly polarized plane wave and
scatters a fraction σ of it. The disk axis and the propagation direction of
the plane wave fall together. The electric field is probed at separate points
on the optical axis. b The phase of the electric field at the probe points
depends on the wavelength and the distance between the disk plane and
the probe point.

reflected well in the transmitted intensity only for certain regions in
the diagram. In an interferometer we could add an offset to ∆φ by
adjusting the length of the optical paths to move into these regions.
In a transmission experiment we cannot do that. Happily there is a
special sample geometry that works like an interferometer and allows
us to manipulate the phase. We discuss it in section 2.4.

Before we come to this we need to know σ for the particular particle
we like to study. And we need to know how σ changes in a particular
experiment. In this work, we want to discriminate nickel disks with
respect to their size and with respect to their magnetization. Hence,
in the next section we address these questions by calculating the scat-
tering amplitude of small nickel disks illuminated by a plane wave.

2.2 the scattered field of a small disk in an effective

medium

Different methods are available to determine the electric field scat-
tered by a small particle. For spheroids, analytical expressions for the
polarizability can be found [27, 28]. For spheres we can use Mie the-
ory [28, 29].

We employ COMSOL, a numerical finite element solver, providing
high flexibility in implementing complex geometries without periodic
boundaries. An isolated structure in an infinite universe is simulated
using a finite volume enclosed in perfectly matched layers.

The geometry is sketched in figure 2.4a. The disk is placed in an
effective medium with refractive index Neff. The optical constants
of nickel are taken from Johnson and Christy [30]. The plane wave
comes from the left. The optical axis is normal to the disk plane. The
polarization is linear.
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Figure 2.5: a shows the magnitude of the scattering amplitude σ of nickel
disks with respect to the wavelength and the disk diameter. For each
diameter, the magnitude is normalized to the spectral maximum. wb
shows the phase of σ. c and d show the same for gold disks.

The scattered field is the total field minus the incident field. It is
represented by a complex number, σ = σ exp(iφscat). We probe it in
forward direction at points on the optical axis. It is sufficient to probe
only the forward direction because the disk is too thin to be sensitive
to the propagation direction of the plane wave. The scattered field
therefore has a mirror symmetry with respect to the disk plane.

The probe points are located in some distance to the disk plane to
avoid the near field region. Consequently there is some wavelength
dependent phase added to σ proportional to the optical path between
the disk plane and the probe points (see fig. 2.4b). We remove the
offset by multiplying σ with a complex exponential,

σ(λ)corr = σ(λ, zProbe) · e−2πi·Neff·
zprobe
λ . (2.9)

In the following, if not declared otherwise, the label σ always refers to
the offset corrected scattering amplitude σcorr, as defined by eq. 2.9.
σ depends on the wavelength of the incident plane wave and the

radius r of the disk. Figures 2.5a,b show this dependency in terms of
its magnitude |σ| and of its phase φscat. The spectral maximum of
the magnitude shifts red as the disk diameter increases. The phase fol-
lows this general pattern. This is due to particle plasmon resonances
that change with the particle shape. Metals with lower damping show
similar but more pronounced behavior. Figures 2.5c and d show the
magnitude and phase of σ of gold disks for comparison. In the next
section we substitute σ(λ, r) into eq. 2.4 and estimate the outcome of
a transmission experiment.
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Figure 2.6: a Shown is the dependency of σ and φscat of nickel disks at
λ = 800nm. b The pairs σ and φscat visualized as a path σ(φscat)

in the complex plane for different disk diameters at λ = 800nm. c The
path shown in b can be transfered directly to the polar intensity dia-
gram. d The path σ(φscat) depends on the wavelength. The wavelength
is marked by the line color.

2.3 differential transmission of a small particle

Given σ in dependency of the disk radius and wavelength, we can
determine in which region of the polar diagrams in fig. 2.3 we are. In
the experiments described later we use a wavelength of λ = 800nm.
Figure 2.6a shows the magnitude σ and phase φscat taken from the
corresponding cross sections in figures 2.5a,b. Figure 2.6b shows the
same cross section represented as a path in the complex plane, in the
following termed σ(φscat). This curve can be transfered to the polar
diagrams of I∆φ(σ) using eq. 2.5, as is shown in figure 2.6c.

Moving outwards along the path in the polar diagrams, the radius
of the disks increases. Discriminating disks with respect to their ra-
dius is easy if the path goes close to the gradient of the polar dia-
gram 2.6c. In our example this is true for small disks and for large
disks. If the disks are small, then the transmitted intensity changes be-
cause the magnitude of σ changes. If the disks are large, then the in-
tensity changes because the phase of σ changes. This behavior is also
wavelength dependent, as can be deduced from figure 2.6d, showing
how σ(φscat) depends on the wavelength. In the near infrared (de-
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noted by red colors), the phase of σ(r) changes gradually with the
disk radius. At the blue end of the spectrum (denoted by blue colors)
the phase changes significantly at smaller diameters, but is approxi-
mately constant above 80 nm. Only the magnitude changes.

We are working in the near infrared. There is an intermediate in-
terval of diameters where the path σ(φscat) evolves nearly perpen-
dicular to the gradient of the polar diagram. No discrimination of
disks with different sizes is possible in this interval. It would be con-
venient if we could rotate the path σ(φscat) as a whole such that it
goes along a gradient path for the particle configuration of interest.
The rotation is the same as adding a phase difference between the
scattered electric field and the background electric field passing the
disk. The next section discusses how this could be done by placing a
reflector behind the particle.

2.4 phase control with a multilayer reflector

In the former chapters we stated that a transmission experiment is
essentially an interferometric process. The transmitted light is a su-
perposition of a signal electric field and a reference electric field that
interfere with each other. Just as with a real interferometer the light
intensity at the detector is influenced by the phase difference between
the interfering fields. But unlike with a real interferometer we cannot
control it because the optical path of the forward scattered light and
the light that passed the particle is the same. There is different meth-
ods that circumvent this issue. Most of them separate the optical path
between the reference electric field and the scattered field before the
interaction takes place [31–33], like it is done in the Mach-Zehnder
interferometer described in section 2.1. This kind of separation, al-
though necessary, is a drawback. Asynchronous fluctuations of the
optical paths are reflected in the detected intensity. The length of the
separated optical paths should therefore be as small as possible.

Our solution is to observe the backscattered light instead of the for-
ward scattered light. Its optical path is intrinsically separated from
the forward passed light. We let the forward passed light acquire ad-
ditional phase by traveling some optical path and then merge it again
with the backscattered light simply using a mirror. The arrangement
is shown in figure 2.7a. The resulting phase difference is defined by
the distance between the particle and the mirror. The distance h needs
to be on the order of the wavelength to add a phase of 2π. The overall
separation of the optical paths can thus be made very small. Similar
geometries are used in interferometric scattering microscopy (iSCAT),
where interference between light reflected from an interface and the
light scattered by particles on the interface is used to enhance the
image contrast[34]. A possible implementation of the concept that
allows us to control of the distance between particle and mirror is
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Figure 2.7: a The backward scattered light and the forward passed light
are merged with a reflector in some distance h behind the particle. b
The distance between the reflector and the particle is controlled with a
transparent spacer. Its thickness controls the phase difference between
the backscattered field and the reference field that passes the particle.

shown in figure 2.7b. A simple transparent layer is evaporated on the
mirror. The thickness of the spacer layer controls the phase difference
∆φ of the reference light and the scattered light.

At this point we may ask some basic questions: What happens to
the forward scattered light? Does the reflected light interact with the
particle a second time? Does the particle interact with its dipole im-
age? It is not easy to get definite answers to these questions. The big
challenge is the intermediate character of the length scales involved.
The observed disks are neither very small nor very large compared to
the wavelength of the light. The distance between particles and inter-
faces is also neither large nor small. A quantitatively correct approach
requires us to solve Maxwell’s equations for the the complete struc-
ture numerically. However, our goal is to get a qualitative, intuitive
picture. We like to separate the problem into smaller pieces that give
a better insight of the different physical mechanisms involved here.
So, instead of resorting to numerical calculation, we start with the
most simple answers to the posed questions and extend the model in
combination with further experiments.

An intuitive model of the electric field returning from a scatterer
sitting on top of a reflecting interface is presented by Nahm and
Wolfe [35]. The model also addresses the questions stated above.
Nahm and Wolfe take into account effects of multiple interactions
and obstruction of the passed light by the particle. The incident plane
wave is divided in two parts: One is scattered by the particle directly,
the other one is first reflected by the mirror and then scatters. In the
same way they divide the scattered fields. The backward scattered
light reaches the detector directly. The forward scattered light is re-
flected by the mirror and then reaches the detector. All four parts are
illustrated in figure 2.8. The first case is the direct scattering of the
incident beam. In the second and third case, either the incident wave
or the scattered field is reflected by the mirror once, and thereby ac-
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Figure 2.8: From a–d, this figure sketches the possible optical paths that con-
tribute to the total scattered field. They correspond to the equations 2.10a
to d. ρ is the reflection coefficient of the mirror. φ is the phase due to
the optical path between the mirror and the particle. h is the distance
between the mirror and the particle. The figure is drawn with oblique
incidence angle for clarity. The equations refer to normal incidence.

quires some phase φ due to the additional path. Moreover, we have
to take into account the complex reflection coefficient ρ of the mirror.
In the fourth case, both the excitation light and the scattered light are
reflected by the mirror. They sum up to the total scattered field. The
model assumes that the particle does not interact with its own mirror
image. Additionally it assumes that the particle blocks a fraction of
the passing fields to guarantee energy conservation. In formulas the
four contributions read [36],

Es,1 ∝ σ

Es,2 ∝ ρ · F(σ) ·σ · e4πi·
h
λ

Es,3 ∝ ρ · F(σ) ·σ · e4πi·
h
λ

Es,3 ∝ ρ2 · F2(σ) ·σ · e8πi·
h
λ

(2.10)

ρ is the reflection coefficient of the mirror and σ is the scattering
coefficient of the particle. F(σ) describes the partial blocking of the
incident and scattered fields by the particle. F(σ) decreases when the
particle cross section increases. The exponential phase factor takes
into account the optical path between the mirror and the particle.
The path is traversed twice, hence the factor 4π. Note that we assume
normal incidence of the plane waves.

We implement the arrangement in fig. 2.7b using a transparent di-
electric spacer made of silicon oxide between the disks and the mirror.
The spacer layer and the mirror form a multilayer structure. The disks
sit directly on top of it. The phase shift due to the distance between
the mirror and the disk is absorbed into the reflection coefficient ρL
of the multilayer structure. ρL can be determined using the transfer-
matrix method [37, 38]. Our structure corresponds to a single slab
with refractive index nL enclosed by half-spaces of air and gold. One
finds [37]

ρL =
ρ1 + ρ2 · e−2iφL
1+ ρ1 · ρ2 · e−2iφL

, φL = 2π
nLd

λ
. (2.11)
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Figure 2.9: a and b show the phase and the magnitude of the reflection
coefficient ρL of a gold mirror covered with a silicon oxide layer. Both
depend on the wavelength and the thickness of the SiO layer.

ρ1 is the reflection coefficients of the interfaces between the air and
the dielectric. ρ2 is the reflection coefficient of the interface between
the dielectric and the gold mirror,

ρ1 =
nair −nL
nair +nL

,

ρ2 =
nL −nAu
nL +nAu

.
(2.12)

nx denotes the complex refractive index of material x. ρL depends
on λ and the layer thickness h. This dependency is illustrated in fig-
ures 2.9a and b, showing the phase and the magnitude of ρL respec-
tively.

Except for the D-band absorption range of gold the magnitude of
ρL is close to one. We could replace it by silver or aluminum if a
high reflectivity is desired for wavelengths less than 600 nm. Within
the shown wavelength interval, the phase tunes over a 2π-cycle for
layers thinner than 400 nm. That is to say, we can shift the phase
of an incident wave to any value and at the same time preserve its
magnitude.

The total scattered field is the sum of the contributions denoted in
eq. 2.10, multiplied with the incident field

Es =
∑
i

Es,i

=
(
1+ 2ρLF(σ) + ρ

2
LF
2(σ)

)
·σ · Ein

(2.13)

The reference field is the incident field reflected at the multilayer
structure,

Er = ρL · Ein

If the particle is very large and completely shadows the incident
beam, F(σ) is zero. In this case Es is not dependent on ρL, allow-
ing us to adjust the phase difference φL −φscat between Er and Es

to take any value. If the particle is small, then the freedom to manip-
ulate the phase is limited because the secondary scattered waves are
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Figure 2.10: a shows the phase difference ∆φ = φref −φscat as a function
of the reference phase φref. b shows |Es| with respect to ∆φ in a polar
diagram.

also phase shifted by the reflector. It depends mostly on the product
ρL · F(σ) which phase differences are accessible to us.

In fig. 2.10a the phase difference ∆φ = φL−φscat is plotted against
the phase shift φL induced by the reflector. Differently colored curves
correspond to different values of F(σ). From red to green the par-
ticles get larger. At first glance it seems that by tuning ρL, ∆φ can
take any value between 0 and 2π independent of the particle size.
Only the slope around φL = π increases. But it turns out that, if
the particles are small, the magnitude |Es| is diminished for most
values of φL −φscat due to destructive interference of the backscat-
tered light and the reflected, phase shifted forward scattered light.
That is emphasized in fig. 2.10b, which shows |Es| as a function of
∆φ = φL −φscat. If the particle is small, the scattering magnitude is
small except for a narrow interval around ∆φ = 0. The interval grows
with the shadowing of the particle until in the limit of a very large
particle, |Es| does not depend on ∆φ anymore because the specular
reflections are suppressed by shadowing. The shadowing factors are
thus significant parameters that determine the effectiveness of the re-
flector as a phase shifting element. A model for the estimation of F(σ)
is discussed in the next chapter.
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T H E E F F E C T S O F F O C U S I N G A N D L I M I T E D S P O T
S I Z E

So far we have been concerned with plane wave illumination. In the
experiment the light used to excite the nickel disks is tightly focused.
In contrast to plane waves, the energy of such a spatially limited beam
is finite. The nickel disk draws part of that energy from the beam
mode and reduces the amplitude of the reference field Er, which was
assumed to be constant. Furthermore, we used a plane wave to cal-
culate the scattering amplitude of the nickel disks and the complex
reflectivity of the multilayer structure. A focused beam in general has
a large number of spatial frequencies (or curved wavefronts). We have
to investigate whether or not we can approximate the incident light
as a plane wave in our system.

In the following discussion we use the Gaussian beam model and
start with a brief review of its properties. Then we investigate whether
the curvature of the wavefronts is low enough to justify the plane
wave approximation. The shadowing of the beam by a particle is dis-
cussed next and we finish by reviewing the interferometric response
of a disk in front of a multilayer illuminated by a Gaussian beam.

3.1 review of gaussian beams

The Gaussian beam is a solution to the paraxial Helmholtz equa-
tion [39]. It is a plane wave exp(ikz) traveling along the z-axis with
a Gaussian intensity profile in the x-y-plane. In polar coordinates
(r =

√
x2 + y2, z) the Gaussian beam is defined as

G(r, z) = U(r, z) · exp(ikz)

=
A

q(z)
· exp

(
−ik

r2

2q(z)

)
· exp(ikz), q(z) = z− iz0 .

(3.1)

U(r, z) is a complex envelope function that describes the lateral profile
of the beam. The two free parameters are the amplitude A and the so
called Rayleigh range z0. It defines the width of the Gaussian beam in
the focal plane and its divergence. To separate the magnitude and the
phase of U, q(z) is usually redefined in terms of two new functions
R(z) and w(z),

1

q(z)
=

1

R(z)
+ i

λ

πw2(z)
. (3.2)
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Substituting into eq. 3.1 we get

G(r, z) = i
A ·w0
z0 ·w(z)

· exp
(
−

r2

w2(z)

)
· . . .

· · · × exp
(
iπ

r2

λR(z)
− i tan−1

(
z

z0

)
+ ikz

)
.

(3.3)

The first exponential in eq. 3.3 is the magnitude profile of the electric
field in a given x-y plane. The function w(z) is thus identified as the
lateral 1/e beam width at a position z on the optical axis. w−1(z)

also defines the longitudinal profile on the optical axis. The second
exponential determines the phase of the electric field in the x-y plane
and along the z-axis respectively. R(z) is the radius of curvature of the
wavefronts. R(z) and w(z) can be expressed in terms of the Rayleigh
range z0,

R(z) = z ·
(
1+

z20
z2

)
, (3.4)

w(z) = w0 ·

√
1+

z2

z20
, (3.5)

w0 =

√
λz0
π

. (3.6)

The term

ζ(z) = −tan−1

(
z

z0

)
. (3.7)

is called Gouy phase[40, 41]. It implies that the phase of a Gaussian
beam at some position z on the optical axis differs from the phase
of a plane wave exp(ikz) by − tan−1 z

z0
. In particular, far away from

the focal plane the Gaussian beam has a phase difference of ±π/2
compared to a plane wave. The Gouy phase is implemented in our
model by multiplying an additional phasor exp(−iπ/2) to the refer-
ence plane wave amplitude Er, an approach commonly used in the
literature[31, 34].

To summarize, the relevant implications to our model are:

• The second exponential implies that the phase of the electric
field is not constant on the surface of a large disk and of the
reflector. How large is the wavefront error for our system?

• The lateral confinement of the electric field due to the first ex-
ponential implies a finite energy content. Part of this energy is
removed from a beam by a disk within it. One says that the
particle casts a shadow.

• We have to add the far-field Gouy phase to the reference plane
wave used in our model, Er → Er · exp(−iπ/2).
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Figure 3.1: a Shown is the phase of a Gaussian beam at the points (r, z). The
radial axis is normed to the beam waist w0. The z axis is normalized
to the Rayleigh range z0. The disks we use are typically well below a
radius of 0.5w0. This region is marked by the white shade. b Shown is
the standard deviation σφ of the phase along the radial axis in units
of π. A different color refers to a different radial interval over which
the deviation is calculated. The red curve corresponds to the interval
marked in part a of the figure. The height of our structures is typically
below 100 nm which is 0.2z0.

In the next sections we discuss if the wavefront error due to the
curved wavefronts of the Gaussian beam is small enough to justify
the plane wave approximation for our kind of structure. Afterwards
we investigate the shadowing of the spatially confined beam by the in-
vestigated particles and its influence on the phase control mechanism
of the multilayer reflector.

3.2 wavefront error at the focal plane of a gaussian

beam

When calculating the reflection coefficient of the multilayer reflector
we assumed that the incident field is a plane wave propagating per-
pendicular to the layer structure. In the same way, we assumed that
the nickel disks are illuminated by plane waves. The wavefronts of
a Gaussian beam, however, are curved. We check now that close to
the focal plane the approximation of the Gaussian electric fields as
a plane wave is valid. First we check this with respect to the nickel
disks. Afterwards we handle the multilayer reflector.

The phase of the electric field G(r, z) of a Gaussian beam is illus-
trated in dependency of r and z in fig 3.1a. The r-axis is normalized to
the beam waist w0 in the focal plane and the z-axis is normalized to
the Rayleigh range z0. The black line mark cross sections of constant
phase. The shaded area marks the radial interval that corresponds to
the maximum size of the nickel disks we use in our experiments. The
curvature of a wavefront determines the wavefront error in the corre-
sponding x-y plane. In the focal plane the wavefronts are flat. Hence,
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the thinner an object is and the closer to the focal plane it is located,
the smaller is the wavefront error on its surface.

But how thin is thin enough? The answer depends on the diameter
of the nickel disks. Close to the optical axis the phase Φ of G is ap-
proximately a quadratic function of the radial coordinate. Except for
an offset depending on the z-coordinate we have

Φ(r, z = const) ∝ π · r2

λ · R(z)
.

Then, in the limit of a disk with a radius rD such that r2D � λ · R,
we have Φ ≈ const on the disk surface. Since R(z) gets smaller if z
increases, a disk with large diameter must be close to the focal plane
to keep this approximation valid.

We use the standard deviation σφ(z) ofΦ on a specified radial inter-
val, corresponding to the diameter of the nickel disks, to quantify the
wavefront error in a distance z from the focal plane. Figure 3.1b shows
σφ(z) for three different radial intervals. The red curve corresponds
to the the interval r ∈ [−w0/2,w0/2] as is marked in fig. 3.1a by the
gray shade. The maximum is for all curves at z = z0 where wavefront
curvature is maximal. For structures with diameters less than w0 and
heights less than 0.2z0 the deviation is below 1%. In praxis, with the
disk sizes and heights we use, this is sufficiently small.

In the next paragraph we discuss the validity of the plane wave
approximation with respect to the multilayer reflector. The following
argumentation shows that the multilayer structure, although in prin-
ciple extended in z-direction and supporting multiple reflections, can
be reduced to act like a bare mirror surface in the focal plane of the
Gaussian.

The multilayer reflector in essence splits the single incident Gaus-
sian beam into several copies. These copies are due to the multiple
reflections at the interfaces and have different focal planes. We can
use the ABCD-Method [42] to see this by means of an example. The
ABCD-Method is used in paraxial ray optics to describe the prop-
agation of a ray through an optical system. An optical element is
characterized by a 2x2 matrix, the so called ray-transfer matrix,

M =

(
A B

C D

)
. (3.8)

These matrices describe how the parameters of a ray are changed
by an optical element. In standard ray optics this is the distance of
the ray from the optical axis and its inclination. The ABCD-Method
also applies to Gaussian beams and describes the change of the q-
parameter when the beam propagates through an optical system. If
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an optical element is defined by M, then the q-parameters q1 and q2
of the incident and the outgoing beam are related by [42]

q2 =
A · q1 +B
C · q1 +D

. (3.9)

The reflector is a dielectric slab between air and a mirror. It is de-
scribed by three subsequent optical elements, namely the interface
between air and the dielectric, the propagation over a distance d
inside the dielectric slab and the reflection at the gold surface. The
ABCD-matrices are

M1 =

(
1 0

0 na
nd

)
, an interface between two media (3.10)

M2 =

(
1 d

nd

0 1

)
, propagation over a distance d (3.11)

M3 =

(
1 0

0 1

)
, reflection at a planar mirror . (3.12)

na and nd are the refractive indices of air and the dielectric. To get
the matrix of the complete optical system, the ray-transfer matrices of
subsequent optical elements are concatenated. The passage through
the multilayer system consists of several different optical paths, de-
pending on the number of internal reflections the beam undergoes.
For each path we have to calculate the ray-transfer matrix separately.
The matrix for a single reflection at the gold mirror is

M =M ′1 ·M2 ·M3 ·M2 ·M1

=

(
1 2dnand
0 1

)
.

(3.13)

Note that the dielectric layer and the air-dielectric interface are passed
twice and that for the second passage of the air-dielectric interface
we have to swap the refractive indices in the ray-transfer matrix, in-
dicated by the prime added to the matrix label M1. Using eq. 3.9, we
compute the new q-parameter,

q2 = q1 + 2d
na

nd
(3.14)

⇒ q2(z) = q1(z+ z
′), z ′ = 2d

na

nd
, (3.15)

since q(z) = z+ iz0. The beam envelope is translated along the z-axis
by 2dnand . All other parameters stay constant. Each additional internal
reflection at the dielectric-air interface adds another copy of the beam
shifted along the z-axis. For k internal reflections the shift is

z ′k = 2kd
na

nd
.
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The insight is that the multilayer systems produces copies of the in-
cident Gaussian beam with shifted focal planes. The focal shift grows
with the number of internal reflections. If it is larger than the Rayleigh
range, then the wavefronts are curved significantly already within the
multilayer structure. We need to check that these copies are negligi-
ble. The k-th copy experiences k internal reflections in the multilayer.
Its magnitude is reduced by a factor [37]

ρk = (−ρ1)
k · (1− ρ1)2 · ρk+12 , (3.16)

where ρ1,2 are the Fresnel coefficients of the air-dielectric and
dielectric-gold interface for normal incidence as defined in eq. 2.12,
page 17. Table 3.1 shows the magnitude of ρk and the focal shift z’
for up to five internal reflections in a silicon oxide slab on a gold mir-
ror1. The focal shift z ′k is normed to the Rayleigh range of a Gaussian
beam with a numerical aperture of NA=0.65 at 800 nm.

Order k 0 1 2 3 4 > 5

ρk 0.923 0.220 0.052 0.012 0.003 < 10−4

z ′k/z0 0.20 0.40 0.60 0.80 1.01 1.21

Table 3.1: Comparison of the relative amplitude and the focal shift of a beam
after k internal reflections in the multilayer.

Obviously, only copies with less than two internal reflections con-
tribute significantly. For those, the focal shift is less than 0.5z0. The
integrated contribution of higher order copies is below 7%. We con-
clude that for our structures we can approximate the incident field
as a plane wave when calculating the optical response of the particle
and the multilayer reflector.

3.3 modeling the shadow of a particle in a gaussian

beam

In section 2.4 we use the approach by Nahm and Wolfe [35] to de-
scribe the light scattered by a particle in front of a planar reflector.
They also address the issue of energy conservation. A beam of finite
spatial extend carries a finite amount of energy. A scatterer placed in
the beam removes a certain fraction of it by scattering and absorp-
tion. The intensity of the passed light must decrease accordingly. If
the incident field is a plane wave, then the optical theorem states[43]
that the total cross section (scattering plus absorption) of the parti-
cle is proportional to the imaginary part of the scattering amplitude
in the forward direction. From the cross section of the particle, we

1 At a wavelength of 800nm the refractive indexes of silicon oxide is nSiO = 1.63 as
determined by ellipsometry. For gold we use data from Johnson and Christy [30], so
nAu = 0.14+ 4.91i
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can compute by how much it reduces the integrated intensity caught
by a screen in a far distance. In our case, a system with multiple
reflections, multiple scattering processes and focusing the optical the-
orem cannot be applied in this way. Nahm and Wolfe suggest that
the amount of energy removed from the background beam by each
scattering process is determined by the geometrical shadow of the
particle as emphasized in figure 3.2a. The particle blocks the area C
of the beam intensity profile Ib. The transmitted power is the total
intensity minus the intensity integrated over C. Assuming that the
particle has a circular cross section and is in the center of the beam
profile (compare with fig. 3.2b), the integrated power relative to the
total power P is

α =
1

P

∫
C

|G(r)|2 · dA

=
1

P

rd∫
0

|G(r, z = 0)|2r · dr · dθ

= 1− exp
(
−
2r2d
w20

)
,

(3.17)

where rd is the radius of the cross section C, andw0 is the beam waist
of the Gaussian beam in the focal plane (eq. 3.6). Therefore the passed

intensity is 1− α = exp(−2r
2
d

w20
). If applied to field amplitudes instead

of intensities, we have to use the square root of these expressions. The
equations 2.10 change to

Es,1 ∝ σ ,

Es,2 ∝ ρ ·
√
1−α ·σ · e4πi·

h
λ ,

Es,3 ∝ ρ ·
√
1−α ·σ · e4πi·

h
λ ,

Es,3 ∝ ρ2 · (1−α) ·σ · e8πi·
h
λ .

(3.18)

In the same way the background field Er is obstructed twice when
passing the particle and its mirror image.

Er = (1−α) · ρ · exp(−iπ/2) · Ein . (3.19)

The total field now reads

Etot = [(1−α) · ρ · exp(−iπ/2)

+
(
1+ 2ρ ·

√
1−α+ ρ2 · (1−α)

)
·σ
]
· Ein

=

[
(1−α) · ρ · exp(−iπ/2) +

(
1+ ρ ·

√
1−α

)2
·σ
]
· Ein .

(3.20)

As we said before (see sec. 2.4), the shadow factors play a crucial
role for the application of a multilayer reflector as a phase controlling
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Figure 3.2: a A particle casts a shadow that is proportional to the integrated
intensity

∫
C IB blocked by its cross section C. b The problem is reduced

to one dimension if the particle is located in the center of the beam. α
is the intensity blocked by the particle, normalized to the total intensity.
1−α is the fraction passing the particle.

element. We want to estimate how large α is in our system. The cross
section C is the extinction cross section Cext of the disk for a given
geometrical size and wavelength. We use the extinction cross section
because it is the effective area of the disk as seen by a plane wave.
The effective radius of a disk that we have to substitute into eq. 3.17

is

reff =

√
Cext

π
. (3.21)

The beam width w0 depends on the numerical aperture of the objec-
tive used in the experiment and the wavelength. It is given by [42]

w0 =
λ

π ·NA
. (3.22)

Figure 3.3a shows
√
1−α for different geometrical sizes of the nickel

disks. Different line colors correspond to different wavelengths as in-
dicated by the color bar.

In the near infrared shadowing is not significant for sub-100 nm
particles.

√
1−α is larger than 75%. In the blue wavelength range

shadowing sets in earlier but will not block the specular reflections
and forward scattered light. We stated already in section 2.4 that
the forward scattered light locks the phase of the reference field and
the total scattered field, reducing the effectiveness of the reflector as
phase shifting device. The shadowing factors given by eq. 3.17 can
now be used to estimate the optical response of a nickel disk for
different multilayer phase shifts. Figure 3.3b shows the magnitude
of Es =

∑
Es,i of nickel disks with respect to the phase difference

∆φ = φref − φscat. The wavelength is 800 nm. Red to green colors
designate small to large disk diameters. For σwe substituted the opti-
cal response of the nickel disks from the FEM calculations (see fig. 2.5,
page 12). The phase shift of the reflector we varied from 0 to 2π by
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Figure 3.3: a The shadow factors
√
1−α plotted with respect to disk diam-

eter and wavelength. b The magnitude of Es with respect to the phase
difference ∆φ = φref −φscat at a wavelength of 800 nm. The disk diam-
eter increases from red to green color. For each particle size, the phase
shift of the reflector is tuned from 0 to 2π.

tuning its thickness. For small disk diameters, the phase difference of
Es and Er is pretty much a constant. The phase of Es is locked to the
phase of Er because the specular reflections contribute a large fraction
to the total scattered light.

According to this model the multilayer reflector would not separate
the optical paths of the reference field and the scattered field very
well, especially for small particles. However, we heavily simplify a
rather complicated system:

• geometrical optics is applied to a sub-wavelength system

• it is assumed that the scattered light has the same shadow factor
as the Gaussian beam

• possible coupling between the mirror and the particle is ignored

Furthermore we will see in chapter 4 that the model also fails to
describe experimental data when we include any forward scattered
contributions and indirectly scattered light. For this reason we will
for the moment assume that the scattered light is given by

Es = σ · Ein , (3.23)

and that the shadow of the particle only affects the reference field.
Together with the Gouy phase shift it is given by

Er =
√
1−α · ρL · exp(−π/2) · Ein . (3.24)

The total field is then given by

Etot =
(√
1−α · ρL · exp(−π/2) + σ

)
· Ein . (3.25)
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3.4 differential reflection of a particle on a multi-
layer reflector with gaussian beam illumination

In chapter 2.1 we calculated the differential transmitted intensity, the
phase response and the amplitude response of a single particle illu-
minated by a plane wave. We found out that all these quantities are
sensitive to the phase difference between the reference field and the
scattered field. The multilayer reflector allows us to tweak the phase
difference to some extend. In this section we review the optical re-
sponse of a nickel disk, taking into consideration that it is put onto a
multilayer reflector and not into vacuum. We use eq. 3.25 to describe
the total field at the detector and tune the phase difference by assum-
ing a certain spacer layer thickness. In the calculations the operation
wavelength is 800 nm. We use gold as a mirror material and silicon
oxide as spacer layer2. The scattering amplitude σ of the nickel disk
is the taken from the FEM simulations (review fig. 2.5, page 12). The
shadow factor α of the reference field is given by equation 3.17. The
effective area of the disk is the extinction cross section determined by
the FEM simulation.

Figure 3.4a shows the phase difference ∆φ = φref −φscat for dif-
ferent spacer layers heights. We see that the multilayer reflector adds
the expected phase bias φref to the scattering phase φscat. For a
constant layer thickness, the equi-phase lines are bend because the
scattering phase changes with the size of the disks. For certain layer
thicknesses (e.g. h ≈ 150nm) it seems that this bending is flattened
out a little. This is because φref does not change linearly with the
thickness of the spacer layer. Close to a layer thickness of 150 nm the
slope is highest. The phase shift induced by the reflector repeats ev-
ery 270 nm of layer thickness. Compare this with the Rayleigh range
of our system which is about 600nm. If we like to exploit the full 2π
phase difference interval we come close to a structure height of 0.5 · z0,
where the phase fronts of the incident field are not flat anymore. The
angular spectrum of the Gaussian should be taken into account in
this case.

Figure 3.4b shows the change of total intensity, |Etot|
2/|Etot,0|

2 − 1,
when the particle is put into the beam. Like ∆φ, it depends on the
spacer layer thickness. The path of maximum change for a given di-
ameter is marked by the solid lines. It is impossible to optimize the
change of the total intensity for all disk diameter at the same time
with a single spacer layer thickness. For larger particles, the thickness
of the spacer layer must increase. However, the dashed line indicates
that a linear increasing layer thickness approximates the optimal layer
thickness quite well. In practice a layer with continuously increasing

2 The refractive index of gold at 800nm is nAU = 0.15 + 4.91i and determined by
interpolation of experimental data taken from [30]. The refractive index of silicon
oxide was determined by ellipsometry and is 1.65.
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Figure 3.4: a and b show the dependency of ∆φ and ∆I/I on the disk diam-
eter and the thickness of the spacer layer. The solid lines in b mark the
path maximum transmission contrast. The dashed line is a linear approx-
imation. c is a polar diagram of ∆I/I with respect to ∆φ and the magni-
tude of Es. The cross sections mark spacer layer heights of 0 nm (green),
85 nm (red) and 165 nm (blue). The dashed line corresponds to the path
of maximum contrast d shows the cross sections along the marked paths
in c.

thickness can be fabricated on a single substrate by thermal evapora-
tion combined with a cover that is slowly removed from the sample.
The layer thickness is proportional to the integrated exposure time of
the uncovered area. In this way, any monotonously increasing thick-
ness profile can be realized. Figure 4.14 in chapter 4 shows dark-field
microscopy images of a sample that was fabricated this way.

For a better comparison with the results in section 2.1, we visualize
the change of the intensity again in a polar diagram shown in fig-
ure 3.4c. The phase difference ∆φ for a given spacer layer thickness
is used as azimuthal coordinate. The radial coordinate is |Es|. Due
to shadowing of the Gaussian beam, Er depends on Es. Accordingly,
the differential intensity is no longer a parabolic function of |Es|, as
was the case in section 2.1. In contrast to plane wave illumination,
the equi-intensity curves are thus bend much stronger (compare with
fig. 2.3, page 10). We can use that to our advantage, making the path
σ(φscat) go close to a gradient in the polar diagram by adjusting
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the multilayer properties: σ(φscat) tends to bend against the equi-
intensity lines for phase differences from 0◦ to 180◦ and tend to bend
along the equi-intensity lines for phase differences from 180◦ to 360◦.

This behavior is visualized in the polar diagram by the three col-
ored paths which correspond to the optical response of nickel disks
for fixed heights of the dielectric layer of 0 nm, 85 nm and 165 nm. The
dashed line corresponds to the path of maximum transmission con-
trast as marked in figure 3.4b. The red path crosses the equi-intensity
lines nearly at right angles and is rather sensitive to changes of the
disk radius. It turns out, that especially for small nickel disks, a bare
mirror without dielectric spacer already provides a very good inten-
sity contrast. For disks larger than 200 nm a dielectric spacer may
provide advantages.

3.5 summary

In the present chapter we described a method that allows us to ex-
ploit the interferometric nature of transmission experiment by sepa-
rating the phase of the two interfering fields, namely the field scat-
tered by the particle and the field passing the particle. The separation
is achieved using a multilayer structure that is placed behind the par-
ticle. The optical response is determined in two steps. First we calcu-
late the optical properties of the particle and the multilayer reflector
separately. Then we combine the results to construct the optical re-
sponse of the complete system. The joint between the reflector and
the nanoobject is eq. 3.20, which makes assumptions about how the
electric fields of the scattered light and the reflected light must be
merged to describe the complete structure. Most important is the pro-
cess of multiple scattering and how the particle obscures the beam
that is used as a reference. To describe the latter, we assume that the
particle casts a shadow that is proportional to its effective area. The
energy withdrawn from the incident light is proportional to the inte-
grated intensity that falls on the particle cross section.

The combination of these separate results is challenging because
we are in a regime of neither very small now very large particles. The
usual approximations may not work reliably. For example, we have
seen that the reflector does not work if we take into account specular
reflections of the reference field and forward scattered light. In this
case the phase of the reference field and the scattered field is locked
as in an ordinary transmission experiment. In spite of this, we will see
in the next chapter that the model does describe experimental data
well if these contributions are neglected.

What is a possible explanation for this? It is clear that the forward
scattered field must exist. Yet, we made several assumptions in our
model that to this date we have not tested in experiment. Especially
the shadow of a particle in a Gaussian beam may not be suited to
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describe the optics of our sub-wavelength structure. A more sophisti-
cated model that includes the angular spectrum of the incident and
scattered light might resolve this issue and will be integrated into the
model in the future.

A possible coupling of the metal particle with the gold mirror and
the spacer layer is not addressed in this work. Especially for very
thin layers we have to consider a possible coupling of plasmonic res-
onances. Up to now we found no indication for a direct coupling of
the nickel disks with the gold film down to spacer layer heights of
75 nm. In the next chapters we will see that the experimental data
is fit well without assuming a coupling in the model. The situation
may be different when thinner spacers and materials with more pro-
nounced resonances are used.

All these questions can be addressed by simulating the complete
structure with numerical tools. It is clear that our model cannot com-
pete quantitatively with a numerical solution of the problem. How-
ever, goal of this model is to gain a qualitative insight with a few basic
assumptions. Effects on the optical response of the complete structure
can be clearly addressed to the individual parts of the system, yield-
ing an intuitive picture of the relevant parameters. Additionally it is
very flexible concerning the means by which the optical response of
the nanoparticle and the reflector are determined. Very simple and
fast methods such as Mie theory or a Clausius-Mosotti type of model
can be utilized for the particle response. The methods used can be
refined step by step as needed to get a more realistic picture. In the
next chapter we will apply the described model to magnetized nickel
disk on a multilayer reflector, and show that it is able to predict the
radius dependence of the Kerr rotation of the disks correctly.





4
C O N F O C A L K E R R M I C R O S C O P Y O F N I C K E L
N A N O D I S K S

The model described in the former chapters was originally devel-
oped to understand the dependency of the magneto-optic Kerr Effect
(MOKE) on the size of individual nanomagnets that we observed in
our experiments. MOKE refers to the phase shift of circularly polar-
ized light that is reflected by a magnetized ferromagnet. The sign of
the phase shift depends on the handedness of the wave. The mag-
nitude of the phase shift depends on the magnetization of the ferro-
magnet at its surface. In effect, the polarization of a linearly polar-
ized light beam will be rotated by an angle φk proportional to the
magnetization M of the illuminated surface. Depending on the angle
of incidence, different components of the magnetization vector con-
tribute. For normal incidence only the component vertical to the sur-
face is relevant. This configuration is called polar MOKE, as opposed
to longitudinal MOKE for parallel incidence of the light. Longitudi-
nal MOKE is sensitive to the parallel component of the magnetization.
Our experimental setup is restricted to polar MOKE measurements.

Closely related to MOKE is Faraday’s effect. It is a polarization
rotation of linearly polarized light when passing through a param-
agnetic, transparent material such as fused silica. Faraday’s effect is
used in optical isolators in which the polarization rotation is used to
block unwanted back-reflections from optical elements. Both MOKE
and Faraday’s effect are used to investigate the magnetic properties
of functional materials. Detailed information about the microscopic
origins of MOKE and Faraday’s effect can be found in [44–46].

We observed that the Kerr rotation of sub-wavelength nickel disks
does depend on the disk diameter. Similar effects have been observed
by other groups[25, 47]. This can be partly attributed to the dilution
of the optical signal when nano particles are observed. Hence, if the

M⊥

magnetic field
direction

M‖

Figure 4.1: The polarity of the magnetization is always positive with respect
to the external magnetic field, if the field strength is larger than the coer-
cive field strength.
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Figure 4.2: a Shows the Kerr rotation of nickel disks on a SiO-gold multilayer
and b shows the corresponding differential intensity. The insets show the
corresponding 2D scan of the disk array. From left to right the diameter
of the disks increases. The numbers at the peaks denote the disk diam-
eters in nanometers. The line graphs are the averaged horizontal cross
sections marked by the shaded rectangle in the inset. The color gradient
corresponds to the color map of the 2D scan.

Kerr rotation of a particle is understood merely as a measure of mag-
netization, the experimental results seem to contradict magnetic the-
ory. Consider for example a ferromagnetic particle in a magnetic field
(see fig. 4.1). The external field magnetizes the particle. Possible mag-
netization anisotropies may prevent us to magnetize the particle com-
pletely along the field axis. Nevertheless, if the field strength is larger
than the coercive field strength, the parallel component of the magne-
tization will always be positive with respect to the external magnetic
field, independently of the particle size. Yet, we observed sign rever-
sal of the Kerr rotation of single nickel disks with diameters below
120 nm. Figure 4.2a and b show the Kerr rotation and the differential
intensity of nickel disks on a gold mirror covered with a 75 nm thick
SiO spacer layer. The numbers at the peaks denote the disk radius in
nanometers and the inset shows a 2D picture of the disk array. The
graph corresponds to the cross sections along the x-axis averaged in
the shaded area. As expected, the differential intensity increases with
the diameter of the disks. However, at a diameter of around 120 nm
the Kerr rotation changes its sign from negative to positive. This indi-
cates that the direct relation of Kerr rotation and magnetization is lost.
Lindfors et al. have observed similar contrast reversals in scattering
experiments of gold nanostructures on reflecting surfaces[34].

It turns out that this is the result of the interferometric nature of far
field particle microscopy. With the methods described in the former
chapters we can restore the link between Kerr rotation and magneti-
zation. To show this we investigate in the following the size depen-
dency of nickel disks experimentally and use our model to explain
the data. First, we describe in the next section the experimental tech-
nique. Then, in sec. 4.2, the magnetic hysteresis and size dependency
of the Kerr rotation of single nickel disks is investigated. Finally, in
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sec. 4.3 and 4.4 we compare the data to our model to explain the
mechanisms of the size dependency.

4.1 confocal kerr interferometer

Typically, Kerr rotation is measured directly using polarization optics.
However, if very high precision and sensitivity is required, the phase
shift can be determined with interferometers. We performed our mea-
surements with a zero-loop-area Sagnac interferometer described by
Xia et al [22]. In contrast to Kerr magnetometers based on polariza-
tion optics, Sagnac interferometers reject polarization rotation due to
optical activity or birefringence. Additionally, low frequency noise is
rejected by a sophisticated modulation scheme. Measurement of the
absolute Kerr rotation angle of a magnetized film with microrad res-
olution is possible [22]. Parts of the following discussion are already
covered in greater detail in [48] and repeated here for convenient
reading.

4.1.1 Why Sagnac interferometers?

This type of common-path interferometer was invented by Georges
Sagnac [49]. Its optical path is a loop in which light can propagate
in opposite directions. It is especially suited to detect magnetization-
induced phase shifts because it is insensitive to phase shifts with time-
inversion symmetry, which is most non-magnetic sources of phase
shifts. Figure 4.3a shows a sketch of a Sagnac interferometer. The loop
is created by a beam splitter. The reflected beam propagates in the
loop clockwise, the transmitted beam propagates counter-clockwise.
Parasitic phase differences observed in other interferometer types are
eliminated because the optical path of both beams is the same except
for the propagation direction. The phase shifts due to MOKE and
Faraday’s effect do depend on the propagation direction and are thus
visible in Sagnac interferometers. A transparent sample is put inside
the loop as indicated. The quarter-wave-plates are used to make the
polarization of the light circular. A second beam splitter is necessary
when opaque samples must be investigated in reflection (see for ex-
ample the works of Dodge et al[50].).

A phase difference is also induced if the interferometer rotates as
a whole. The optical path is shortened for the beam that propagates
against the rotation and it is elongated for the beam that propagates
along with the rotation. The total phase shift depends linearly on the
rotation speed and the area A enclosed by the loop. This is used in
interferometric fiber gyroscopes to measure absolute rotation speeds.
The effective area of these interferometers is made very large by using
fibers with lengths of several kilometers, winded in coils. In magne-
tometry the effective area of the loop must be zero to eliminate phase
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Figure 4.3: A Sagnac interferometer is based on an optical loop in which
light can propagate in opposite directions. a shows a setup which is sen-
sitive to rotation of the whole setup. The beam circulating with the same
handedness as the rotation (black arrows) travels a longer optical path
than the other one (white arrows). The path difference is proportional to
the area A enclosed by the loop and the rotation frequencyω. A transpar-
ent sample can be placed inside the loop. To measure MOKE or Faraday
rotation, quarter-wave-plates are used to change into circular polariza-
tion. b shows a setup that is insensitive to rotations. By forming two
loops with opposite handedness, the path difference of the two counter-
propagating beams is compensated. The enclosed areas A of the loops
must be identical.

shifts due to rotations. This can be done by forming a double loop
with the shape of the digit eight (see fig. 4.3b). The exact shape is not
important, but the areas of the two loops must be identical. In this
case the phase difference acquired in one of the loops is compensated
by the other. The principle of zero loop area is also used in our setup,
but the implementation is different.

4.1.2 The optical path of the interferometer

We will first describe the optical path of our setup and show that it
is an implementation of the zero-area Sagnac interferometer, as illus-
trated in figure 4.3a. Then we discuss the modulation technique and
derive a relation between the detected intensity and Kerr rotation.

Figure 4.4a shows a simplified sketch of the setup with the most
important optical elements. The beam passes a polarizer, an electro-
optical modulator and a quarter-wave-plate. Afterwards it is reflected
from the sample and passes the same optical elements in reversed or-
der. An avalanche photo diode (APD) operated in proportional mode
is used to measure the intensity of the returning light.

Figure 4.4b shows that the polarizer splits the incoming beam into
orthogonally polarized components and feeds them to distinct optical
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Figure 4.4: Simplified sketch of the Sagnac interferometer. a shows the true
optical path. b emphasizes that the optical path is a loop formed by
two orthogonal polarization axes. Two independent beams can travel in
opposite direction through the loop. The sample acts as a reflector and is
magnetized by an external magnetic field. When the circularly polarized
beams hit the reflector, it induces a phase difference proportional to the
magnetization. The sign depends on the handedness of the incoming
light and is thus opposite for the two beams.

paths. Consider the vertical polarized component. As indicated in the
figure, it propagates along the upper path. It passes a high frequency
electro-optical modulator which induces a periodic phase shift. The
modulator acts on the vertical polarization axis only and its effect is
described later in detail. The combination of the wave plate and the
reflector forms the return point. It guarantees that the polarization of
the light is rotated by 90◦: The 45◦ quarter-wave-plate transforms the
vertical polarization to left-handed circular polarization. The hand-
edness flips upon reflection from the sample and the polarization is
transformed to horizontal instead of vertical when the wave plate is
passed the second time. The beam then returns to the polarizer on
the bottom path in figure 4.4b. In this way a loop is formed.

Consider now the horizontal component of the incoming beam. It
propagates in the loop in the exact reverse order. Hence, when both
beams reach the polarizer again they traveled on the same optical
path with opposite propagation direction. In contrast to fig. 4.3, the
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vanishing loop area is not achieved by matching counter-oriented
loops, but by folding the beam path onto itself. This scheme is easy
to implement with fiber optics and much less vulnerable to thermal
drifts or vibrations. Single mode fibers can be used to allow only a
single optical mode in the loop. This ensures that the beams travel
exactly along the same path.

4.1.3 Signal detection and modulation principle

To avoid low frequency noise a phase modulation technique is ap-
plied using the electro-optic modulator shown in figure 4.4. We said
before that the interferometer is not sensitive to phase shifts with
time-reversal symmetry. A static phase shift has thus no effect on the
detected signal because both of the counter-propagating beams are
shifted. In contrast, a dynamic phase shift on one of the polarization
axes within the round-trip time of the loop is not compensated. If
there is such a phase shift, the polarization of the returning beam
will be slightly elliptical and partly blocked at the polarizer. The de-
tected intensity decreases accordingly. For optical path lengths of a
few meters the round-trip time is some hundred nanoseconds, corre-
sponding to frequencies in the MHz-range. We use a resonant electro
optical modulator to generate HF phase modulations,

φm(t) = φm,0 cosωmt . (4.1)

The modulation frequency ωm is matched to the round-trip time of
the loop such that the beams reach the modulator with a time dif-
ference Tm/2 = π/ωm. Because φm(t+ Tm/2) = −φm(t), the phase
difference between the returning beams is 2φm(t). The polarization
of the resulting electric field at the polarizer oscillates periodically
between circular and linear states. The intensity transmitted by the
polarizer changes accordingly due to partial blocking of the ellipti-
cally polarized states.

The detection of Kerr rotation is based on the following statement:
The oscillation of the detected intensity with the modulation frequency ωm
is zero unless there is an additional phase offset φk due to some magne-
tized material. We proof this by calculating the detected intensity with
Jones vector calculus. To simplify the abstraction, we switch to an
equivalent representation of the setup, shown in figure 4.5. In this
representation, we neglect the first half of the optical path and the
quarter wave plate. Instead, we consider only the returning, linearly
polarized beams. They have a small phase shift ±φk due to the inter-
action with the sample. Although in reality the two beams pass the
electro-optic modulator at different times and positions in their loops,
we can make use of φm(t+ Tm/2) = −φm(t) to shift the modulator
to the same position in the loop for both beams. The optical path is
now symmetric for the two components except for the polarity of the
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Figure 4.5: This equivalent representation of the setup is used to simplify
the calculation of IAPD. See text for details. We imagine the two counter-
propagating beams in fig. 4.4 as being created at the sample with linear
polarization and a small phase shift ±φk due to MOKE. Both beams
are phase shifted by ±φm(t) using the electro optic modulator before
they are superimposed in front of the polarizer. The polarizer projects
both components to the same polarization axis. The beam paths are sym-
metric, but the phase shifts have opposite sign. The total phase shift is
∆φ = 2φk + 2φm(t).

phase shifts. When the beams are recombined at the polarizer, the to-
tal phase difference is 2φ(t) = 2φk + 2φm(t). The total electric field
at the APD is given by

EAPD(t) =
1

2
√
2
·

Jpol︷ ︸︸ ︷(
+1 −1

−1 +1

)
·

Epol︷ ︸︸ ︷(
eiφ(t)

−e−iφ(t)

)

=
cosφ(t)√

2
·

(
1

−1

)
,

(4.2)

where Jpol is the Jones matrix of a −45◦ polarizer and Epol represents
the polarization state of the incoming electric field in terms of its
vertical and horizontal component. The complex exponentials intro-
duce the phase difference of 2φ(t) between the counter-propagating
beams. The polarizer projects both components of Epol to the same
polarization axis. The intensity is

IAPD(t) = E†APD(t) · EAPD(t)

= cos2φ(t)

=
1+ cos 2φ(t)

2
.

(4.3)

Substituting φ(t) we then finally have

IAPD(t) =
1+ cos(2φk + 2φm,0 cosωmt)

2
. (4.4)
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Figure 4.6: This figure illustrates the modulation principle of the Sagnac
interferometer. The right part shows the dependency of IAPD on the
angle φ = φk +φm. The left size shows temporal evolution of IAPD if
φm is modulated at a frequency ωm. In the top row the Kerr rotation
angle φk is zero. In the lower part φk is finite.

The argument of the cosine function oscillates with period Tm =

2π/ωm and magnitude 2φm,0 around a constant offset 2φk. The be-
havior of IAPD is visualized in figure 4.6. The left part shows the
intensity IAPD as a function of φ. The angular interval covered by
φ(t) is marked red on the φ-axis. If φk = 0, it is symmetric around
zero (upper part), otherwise it is shifted by 2φk and the symmetry is
lost (lower part).

On the right side the corresponding temporal evolution of IAPD(t)
is shown for a single modulation cycle. If φk = 0, the temporal pat-
tern repeats twice per modulation cycle due to the identical heights
of the points A (t = 0) and C (t = Tm/2). Hence the spectral power at
frequency 2ωm is high and at frequency ωm it is zero.

On the lower row the same is shown for some finite Kerr phase shift
φk > 0. The range covered by φ(t) shifts slightly and is no longer
symmetric around zero. This lifts the degeneracy between points A
and C and the temporal intensity pattern now repeats only once per
modulation cycle. The Signal power at frequency 2ωm drops while at
frequency ωm it rises. Please note that in the figure φk is of the same
order as φm,0 to make the effect visible. In practice φk is by a factor
of 103 or more smaller than φm,0 and the change of signal power at
the second harmonic can be neglected.
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Now we show that the ratio of the signal powers at the two frequencies
ωm and 2ωm is a measure of the phase shift φk. This can be seen eas-
ily for small modulation amplitudes if in eq. 4.3 we approximate the
cosine up to second order in φ(t), that is cos(φ(t)) ≈ 1−φ(t)2. Omit-
ting all time-independent factors and using the identity 2 cos2 x =

1− cos 2x we get

IAPD(t) ≈ −φ2m,0 cos(2ωmt) − 4φm,0φk cos(ωmt) . (4.5)

The signal magnitudes at ωm and 2ωm are

I1ωm = 4φm,0φk

I2ωm = φ2m,0 .
(4.6)

Taking the ratio of the powers we find a direct correspondence with
the Kerr phase shift,

I1ωm
I2ωm

= 4
φk
φm,0

⇒ φk =
φm,0

4

I1ωm
I2ωm

. (4.7)

It is important to note that the result does not depend on the to-
tal intensity of the detected light, which makes the technique very
robust and makes absolute measurements of φk possible. Assuming
shot noise limited operation and I1ωm � I2ωm , it turns out that the
relative error of the measured Kerr phase shift can be reduced by
making the modulation depth φm,0 large,

∆φk
φk

=
√
I−11ωm + I−12ωm ≈

√
1

4φm,0φk
. (4.8)

In this case we have to use the exact result for IAPD(t) and extract
the signal powers from eq. 4.4 by Fourier transformation,

I1ωm = F{IAPD(t)}(ωm)

I2ωm = F{IAPD(t)}(2ωm) .
(4.9)

Noticing that all time-dependent terms of eq. 4.4 are of the form
g(t) = A cos(β cosωmt + α), we can use the Jacobi-Anger expan-
sion [51] to get the Fourier transform coefficients at ωm and 2ωm.
The theorem states that (see also appendix A)

F{g(t)}(ω) = −
√
2π ·A ·

J1(β) sin(α), if ω = ωm

J2(β) cos(α), if ω = 2ωm .
(4.10)

J1 and J2 are the Bessel functions of the first kind [51]. Applying the
Jacobi-Anger theorem to eq. 4.4 we get

I1ωm =
√
2π · J1(2φm,0) sin 2φk

I2ωm =
√
2π · J2(2φm,0) cos 2φk .

(4.11)
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Figure 4.7: The confocal imaging in the Sagnac interferometer is realized
using single mode fibers as mode filters.

and eq. 4.7 is replaced by the correct expression for φk,

φk =
1

2
tan−1

(
J2(2φm,0)

J1(2φm,0)

I1ωm
I2ωm

)
. (4.12)

As before, the total intensity does not need be known to determine
φk. Since in practice φk � π, we can approximate tan x ≈ x to get
again a linear relation between I1ωm/I2ωm and φk,

φk ≈
1

2

J2(2φm,0)

J1(2φm,0)

I1ωm
I2ωm

, φk � π . (4.13)

The signal powers at the two frequencies are measured with lock-
in amplifiers that act as high-Q band passes, rejecting noise at other
frequencies. The width of the pass band is typically 10-100 Hz which
corresponds to a Q ≈ 2M - 200k at 20 MHz. Modulation frequencies
much lower than 20 MHz are sufficient in principle since typical 1/fα-
noise usually is important only up to a few kHz. However, to match
the modulation period Tm to the round-trip time of the loop, we have
to use frequencies in the MHz range.

4.1.4 Confocal imaging

The interferometer is equipped with a confocal imaging system using
single mode fibers as mode filters and a high-NA microscope objec-
tive for illumination and imaging of the sample (see fig. 4.7). The
sample is mounted on a 3-axes linear stage. The nanostructure on the
sample is brought roughly into focus using micrometer screws. Fine
adjustment of the working distance and automated scanning of the
illuminated spot is achieved using a computer controlled steerable
scan mirror in front of the objective and a piezo actuator that moves
the objective along the optical axis (not shown in the sketch). The lat-
eral range of the laser scanner is about 100x100µm2. We use a super-
luminescent diode with a center emission wavelength of 796 nm as
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light source. At this wavelength the spatial resolution with a 0.7 NA
objective is approximately 700 nm.

A typical measurement consists of scanning the laser focus later-
ally along the sample to get a spatially resolved map of the reflected
intensity. For each focus position, the detected signal power is de-
modulated at frequencies ωm and 2ωm and recorded. Figure 4.2 on
page 34 shows a typical example of such a scan.

4.2 kerr rotation of a single nickel nanodisk

In the last section we described a confocal Kerr interferometer, en-
abling us to measure the Kerr rotation of nanoparticles with microrad
angular resolution. In this section we first present magnetic hysteresis
measurements on single nanodisks in the sub-100 nm regime. Then
we analyze the dependency of the Kerr rotation on the disk diame-
ter and use the model described in the last sections to show that the
dependency is a purely optical effect.

4.2.1 Magnetic anisotropy and particle hysteresis

We use an electro magnet to generate a variable magnetic field for
hysteresis measurements. Figure 4.8 shows a sketch of the arrange-
ment. The sample is mounted directly on the pole of the magnet. On
the lateral scale of the observed nanostructures the magnetic field can
be assumed to be homogeneous. The current in the coils is generated
with a voltage controlled power supply driven with a ramp generator
at a frequency of 1 mHz. The magnetic field also leaks into the micro-
scope objective which can be used as a field probe by observing its
Faraday rotation at non-magnetic spots on the sample.

The hysteresis measurement procedure for a single particle is as fol-
lows: The magnetic field is slowly ramped at a rate of approximately
40µT/s. At the same time the signal powers I1ωm and I2ωm are mea-
sured on the particle itself and additionally at two separate reference
spots on the bare, non-magnetic substrate (see fig. 4.9a). In the fol-
lowing these measurement are labeled sig, refA and refB . The measure-
ments at the different spots are performed in turns (see fig. 4.9b). The
integration time at each spot is typical on the order of a few seconds.

The reference signal is due to Faraday rotation in the objective and
is therefore a linear function of the magnetic field strength B at the
sample. This means that we can use the reference signal as field probe.
The calibration factor that relates I1ωm/I2ωm at the reference spots
and the magnetic field B is determined in two steps: First, I1ωm/I2ωm
is measured as a function of the magnet drive voltage. Then the sam-
ple is replaced with a Hall probe magnetometer and the magnetic
field is also measured as a function of the magnet drive voltage Umag.
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Figure 4.8: Sketch of the experimental arrangement for the measurement
of magnetic hysteresis. The magnetic field is generated with an electro
magnet and homogeneous on the length scale of the nanostructures. It
extends into the objective lens which can used as a field probe by Fara-
day’s effect. The current source is driven by a ramp generator.
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Figure 4.9: a Shown is a sketch of the spatial arrangement of the reference
and signal measurements to determine the magnetic hysteresis. The ref-
erence spots are well separated from the nickel disks. See the text for
details. b The temporal evolution of a measurement cycle: The mag-
netic field is ramped linearly and continuously in time. The Kerr sig-
nal I1ωm/I2ωm thus increases. Subsequently the focal spot is switched
between point A, the nickel disks and point B. On each position the
I1ωm/I2ωm is averaged over a given time interval.

We can then establish a linear relation between B and the reference
signal,

B =
∆B

∆Umag
·
∆Umag

∆ref
· ref+ refoff . (4.14)

where refoff is an offset determined from the reference signal at
the extremal electro magnet drive voltages ±Umax. Notice that this
method has the advantage of being insensitive to the hysteresis of the
iron core.

Figure 4.10a shows on the left a typical example of I1ωm/I2ωm dur-
ing a linear ramp cycle of the magnet drive voltage. The gray curve
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Figure 4.10: a shown is the reference and the signal of a complete ramp
cycle of the magnetic field during a hysteresis measurement of a single
nickel disk. The inset shows the switch point where the magnetization
of the nickel disk reverses its sign. b From the data on the left graph the
hysteresis of the particle is calculated by subtracting the reference from
the signal.

is the background level estimated from the average of refA and refB .
The red curve is the on-particle signal level for a nickel disk with a
diameter of 90 nm and a height of 27 nm. The substrate is a 100 nm
gold layer on SiO2. The main contribution to both curves is Faraday
rotation of the objective lens which follows the magnetic drive volt-
age in a linear fashion. The on-particle signal, however, has jumps at
certain drive voltages that switch it from below to above the back-
ground level and vice versa. At these drive voltages the particle mag-
netization flips due to the external magnetic field. The inset shows a
magnified range around the switch point. The particle hysteresis is ex-
tracted by subtracting the background level from the signal level. The
result is the particle hysteresis as shown in figure 4.10b. The abrupt
switching of the magnetization indicates the existence of only a single
magnetic domain. On the other hand the hysteresis is not flat above
the switching points, as one would expect of a single domain magnet.
This might be due to a slight calibration mismatch for different spots
on the sample.

To get a basic understanding of the hysteresis curves, we imagine
the nickel disks as spheroids with an uni-axial magnetic anisotropy
due to the shape of the magnet. Shape anisotropy is due to reduced
magneto-static energy for a certain distribution of magnetic poles on
the surface of the magnet. Magnetization along the long axis of the
spheroid is preferred. The preferred axis for magnetization is called
easy axis. Any axis orthogonal to the easy axis is called hard axis.

A widely used theory of the magnetization of single domain mag-
nets with uni-axial anisotropy in external magnetic fields is the
Stoner-Wohlfarth model [52]. It states that the direction of the mag-
netization vector is stable if there is no torque acting on it. The
torque is calculated from the derivative of the magnetic energy Emag
with respect to the orientation of the magnetization vector M. Fig-
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Figure 4.11: a The Stoner-Wohlfarth model describes a single domain mag-
net with a uni-axial magnetic anisotropy. The angle θ is the inclination of
the magnetic easy axis and the magnetic field. The angle Φ is the inclina-
tion of the magnetization vector M and the magnetic field axis. b shows
hysteresis curves of single domain magnets with different orientations θ
of the magnetic easy axis, predicted by the Stoner-Wohlfarth model. The
corresponding values of θ are shown in the legend. The horizontal axis
is the normalized magnetic field strength h as described in the text. The
vertical axis shows the z-component of the magnetization.

ure 4.11a introduces the relevant quantities. The external magnetic
field H = |H| · ez defines the z-axis of the system. The angle between
the magnetization vector M and the z-axis is φ. The angle between
the easy axis of the magnet and the z-axis is θ. The energy of the
system can be expressed in terms of φ and θ,

Emag = KuV sin2(φ− θ) − µ0V |M||H| cosφ . (4.15)

Here Ku ·V is the energy contribution due to the magnetic anisotropy
for a magnet with volume V , and µ0V |M||H| is the energy contri-
bution due to the interaction of the magnetic moment and the ex-
ternal field. µ0 is the vacuum permittivity. Note that for single do-
main magnets |M| = Ms. Defining a normalized field strength h =

µ0|M||H|/2Ku and a normalized magneto-static energy η = E/2KuV ,
eq. 4.15 can be rewritten,

η =
1

2
sin2(φ− θ) − h0 cosφ . (4.16)

At a stable equilibrium orientation of the magnetization the first
derivative of the energy with respect to φ is zero while the second
derivative is positive,

dη

dφ
=
1

2
sin(2φ− 2θ) + h sinφ = 0 , (4.17)

d2η

dφ2
= cos(2φ− 2θ) − h cosφ > 0 . (4.18)

For a given angle θ of the easy axis, we calculate h from eq. 4.17,

h(φ) = −
1

2

sin(2φ− 2θ)

sinφ
, (4.19)
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Figure 4.12: Magnetic hysteresis measurements of different nickel disks. The
diameter and height of each disk is denoted in the figure title. To each the
Stoner-Wohlfarth model was fitted by tuning the angle of the magnetic
soft axis θ. The hysteresis of figure d is not described by the model.

subject to the constraint equation 4.18. By plotting h(φ) against the
z-component of the magnetization, Mz = |M| · cosφ we get the hys-
teresis curves of the single domain magnet. Figure 4.11b shows calcu-
lated hysteresis curves of a single domain magnet for different angles
of the easy magnetic axis. The magnetization is always aligned paral-
lel to the field axis if the magnetic easy axis and the magnetic field
axis fall together. For |h| 6 1 there is two solutions φ± that fulfill
equation 4.18. In this case the particle shows a magnetic hysteresis.
For |h| > 1 only one stable orientation exists. If the easy axis is tilted,
the region with two stable solutions shrinks until at θ = π/2 there is
only one stable solution for all magnetic field magnitudes. The parti-
cles show no hysteresis in this case.

We fit the Stoner-Wohlfarth model to the measured hysteresis by
adjusting the tilt angle θ of the easy axis and finding appropriate
values for the saturation magnetization Ms (in units of the Kerr ro-
tation) and the anisotropy constant Ku. The choice of the anisotropy
constant and the saturation magnetization effectively scales the nor-
malized magnetic field axis, H = 2Ku

µ0Ms
h = αh. α can be deduced

from the experimentally measured magnetic field Hflip at which the
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magnetization of the particle flips. By definition, h = 1 at the flip
point, so Hflip = 2Ku

µ0Ms
= α.

Using α, we can compare the anisotropy parameters Ku of two
particles,

α1
α2

=
Ku,1

Ku,2

Ms,2

Ms,1
. (4.20)

Figure 4.12 shows a collection of hysteresis curves for a number of
particles. The particles were positioned close together to ensure com-
parable field strength. Subfigures 4.12a to c show the hysteresis of
four particles of similar size. Nevertheless, we observe quite diverse
behavior. Table 4.1 collects the scale factors and tilt angles used to
adapt the model to the measured hysteresis. The saturation magneti-
zations are of the same order.

Particle α (arb. u.) Ms (arb. u.) θ (deg)

(a) 8 40 18

(b) 10.5 75 54

(c) 1 65 66

Table 4.1: The parameters used to fit the Stoner-Wohlfarth model to the
hysteresis curves in fig. 4.12a to c.

Using eq. 4.20 we can estimate the difference in the magnetic
anisotropy, for example for particles (b) and (c) we have

αb
αc

=
Ku,b

Ku,c

Ms,c

Ms,b
⇒ 10.5 =

Ku,b

Ku,c

65

75
⇒ Ku,b ≈ 12Ku,c . (4.21)

The comparable low shape anisotropy of particle C corresponds to the
observed low coercive field strength and indicates a rather sphere-like
shape. Particles A and B have similar anisotropy constants. However,
the magnetic easy axis of particle B seems to be tilted, resulting in the
gradually decreasing magnetization before it flips completely. The tilt
of the easy axis may be a result of a distortion of the particle shape
or rupture of the particle during the lift-off process. The hysteresis
curves shown in figs. 4.12a to c is in contrast to the hysteresis curve
shown in figure 4.12d, which belongs to a nickel disk with 110 nm
diameter (red). The height is the same as for the other particles. The
110 nm disk shows a hysteresis, but lacks a switching point, showing
that it is not a single domain state.

The analysis emphasizes the importance of single particle measure-
ments to discriminate the properties of nominally similar structures.
This is helpful for the optimization of manufacturing processes and,
in combination with other measurement techniques, allows the direct
relation of cause and effect of various observed properties. In an en-
semble measurement, these relations would be averaged out.
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Figure 4.13: Sketch of the sample structure. A 50 nm thick titanium adhesion
layer and an opaque gold film of 100 nm is evaporated onto a fused silica
substrate. In a second step, a silicon oxide layer is evaporated. Finally,
nickel structures are written to the top of the silicon oxide in a standard
electron beam lithography procedure. Titanium is again used for better
adhesion of nickel to the silicon oxide. On the top of the figure, SEM
images of the fabricated disk arrays are shown.

4.2.2 Size dependency of the magneto-optic effect

We have seen that far-field Kerr microscopy is a potential technique,
enabling magnetic hysteresis measurements on the single particle
level. But the information is intermixed with the optical properties
of the investigated object. One of the most crucial parameters that
determine these properties is the particle shape and its size. We in-
dicated already in the introduction, that the Kerr rotation of a nickel
nanodisk does reverse its sign if their diameter drops below some
threshold even though the magnetization of a nanoparticle is aligned
along the external magnetic field. In this section we show details of
this experiment and present experimental data on the size depen-
dency of the Kerr rotation. Afterwards we show that the data can be
explained with the model that was developed in the last chapter.

The sign change of the Kerr rotation was observed with nickel disks
on a multilayer reflector. To analyze this behavior we fabricated arrays
of disks with diameters between 50 nm and 200 nm on a multilayer
structure made from a gold mirror and a 75 nm silicon oxide spacer
layer.
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A schematic sketch of the sample structure is depicted in the lower
part of figure 4.13. The individual layers were created by thermal
evaporation. To increase the adhesion between the gold film and
fused silica and between the nickel and silicon oxide we used layers
of titanium. We chose titanium as adhesion layer because the stan-
dard choice for this procedure, chromium, is known to show anti-
ferromagnetic behavior[53]. Titanium is a diamagnet. In general we
chose diamagnetic metals to exclude possible ferromagnetic interac-
tions with nickel. The nickel disks were fabricated with electron beam
lithography. The solubility of a resist layer (PMMA) is changed lo-
cally with a focused electron beam. At the exposed areas the resist
is removed with a solvent. Afterwards nickel is evaporated on top of
the structured resist. It covers both, the remaining resist film and the
holes created by the solvent. Afterwards the remaining resist is re-
moved with another solvent, taking with it all the nickel on top. Only
the nickel in the former holes is left on the surface. This process is
called lift-off.

The fabricated nickel nanostructures where checked and charac-
terized using scanning electron microscopy (SEM). The upper part of
fig. 4.13 shows an typical overview of a disk array recorded with SEM.
In the corners large markers where written for orientation. The cen-
tral three rows are nickel disks with decreasing diameter (from top
to bottom). The distance between the individual disks is 3µm, which
is larger than the optical resolution of our confocal microscope. The
inset shows a zoom on one of the marker disks with a diameter of
200 nm. It can be seen that the quality of the disks is not very good.
Until now no procedure was found to produce reliably high quality
nickel disks using EBL. Most often the disks are simply ripped off
the surface or ruptured during lift-off as can be seen in the inset. A
considerable amount of fencing[54] is seen, even though a secondary
resist was used to prevent this. Additionally, SiO tends to build up
tension if large areas of the SiO2 substrate are covered with it. Of-
ten the complete film will disrupt and get opaque when the sample
is mounted or otherwise strained. We therefore tried other materials
as spacer layer such as PC403, which is a photo-polymer that can be
spin-coated. However, thickness control is limited with spin-coating
and it turns out that the sample quality is worse. The best approach
is to evaporate the SiO only to small parts of the substrate, leaving
free any part that touches the sample holder.

The SEM measurements must be done after the optical mea-
surements because the samples are contaminated with carbon that
changes the optical properties. We post-select the optical measure-
ments that where performed on destroyed disks and exclude them
from further evaluation.

The height of the silicon oxide spacer was controlled by evaporat-
ing at a constant rate for a certain time. By covering parts of the
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Figure 4.14: Darkfield microscope images of the sample structure on differ-
ent spacer layer heights. The height is denoted in nanometers on each
image.

substrate while evaporating the silicon oxide and moving the cover
after specified time intervals, several layers of different height can
be realized on one sample. The nickel structures are then written to
the particular areas on the substrate. Figure 4.14 shows dark-field mi-
croscopy images of such structures that where written to areas with
different spacer layer heights. The height of the layer is denoted on
each image. Note how the color of the scattered light changes with
the spacer layer height.

The disks where driven into magnetic saturation with a permanent
magnetic field of 0.5 T. Confocal maps of the Kerr rotation and the in-
tensity contrast were recorded with the setup described in section 4.1.
To determine the dependency of the Kerr rotation and the intensity
contrast on the disk diameter, nearby disks were scanned while keep-
ing the magnetic field and the optical configuration constant. A typi-
cal scan of an array was shown in fig. 4.2.

With the current setup, an absolute measurement of the Kerr ro-
tation is not possible due to the Faraday rotation of the microscope
objective. The Kerr rotation of a nickel disks is therefore understood
relative to the background, at positions where no magnetic material
is present on the sample surface. The same is true for the intensity
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Figure 4.15: This figure shows on the left measured Kerr rotation maps and
intensity maps of a 90 nm nickel disk. The color maps are normalized
to the maximum for comparison. In the middle the fitted Gaussians are
shown. On the right the residuals, data - fit, are shown.

signal. In what follows we will always consider the contrast with re-
spect to the background next to the particle. The signature of a disk
in a 2D scan is a Gaussian since the particles are much smaller than
the spot size.

To get the Kerr rotation of an individual disk, the relevant section
of a 2D scan is first offset corrected and detrended. Then a Gaussian is
fitted to the peak. Its amplitude is taken to be the Kerr rotation of the
disk. The same procedure is applied to the intensity map. Figure 4.15

shows the different steps of the analysis. On the left we see the Kerr
rotation map and the intensity map of a 90 nm nickel disk. In the
middle, the fitted Gaussian is shown and on the right the difference
of the data and the fit is shown. In general, the intensity signature
is very well fitted by a Gaussian. The Kerr rotation map often shows
features that deviate from a Gaussian. A possible explanation is a
slight misalignment of the two circular polarized beams.

The sensitivity to Kerr rotation of the setup itself is in the microrad
range and much smaller than the signal due to the particles. Main
sources of error are the particle shape and size. Nominally the parti-
cles should be disks, but the SEM images reveal that their real shape
may differ significantly from disks and therefore they may have sig-
nificantly different optical properties. Because the particles are not
round we cannot determine their effective diameter from the lateral
extensions. In this case it is not clear what the diameter of the particle
should be if it is elliptical or bend. We use the surface area As of the
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Figure 4.16: a Shown is the diameter of nickel disks as determined by scan-
ning electron microscopy against the nominal diameter. Not shown are
larger disks for which the deviation is negligible (d > 100 nm). Blue and
red markers refer to different samples. b Shows scanning electron mi-
croscopy images of nickel disks of various diameter. Note how the shape
gets irregular when the disks get smaller.

particle in the SEM images and define the radius of the particle to be
that of a disk with the same surface area,

rdisk =

√
As

π
. (4.22)

Figure 4.16 shows on the right a comparison of the nominal radius
of the disks as specified by the lithography design and the radius
as measured by SEM and equation 4.22. The measurements where
taken from two different samples and the measurements correspond-
ing to one or the other sample are marked in different colors. Espe-
cially for smaller disks the spread is high. With increasing diameter
the spread gets smaller, because the surface-to-circumference ratio in-
creases. Above 100 nm the difference between the nominal diameter
and the real diameter is negligible. On the left side some examples of
measured disks are shown. Nominally large disks are indeed round.
The smaller the particle, the more irregular the shape is.

We measured the Kerr rotation of disks with diameters between
40 nm and 180 nm. Only one sample provided high enough quality
to measure the Kerr rotation in this size regime. Figure 4.17 shows
the corresponding scans. We see that the sign of the Kerr rotation
flips at a disk diameter of 100 nm. The intensity drops monotonically
and does not show a sign flip.

To extract the Kerr rotation and intensity signal strength we ap-
ply the method described above. The diameters of the disk are deter-
mined from the corresponding SEM images. Figure 4.18a and b show
the Kerr rotation and the intensity with respect to the experimentally
determined diameter. We applied logarithmic scale to make the signal
evolution for small diameters better visible.

In figure 4.18c and d we plotted the same data as in a and b, but
this time only the absolute values and in double logarithmic represen-
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Figure 4.17: Shown are Kerr rotation maps and intensity maps of nickel
disks on a reflector with a 75 nm silicon oxide spacer and gold mirror.
The top row shows the Kerr rotation and the lower row shows the re-
flected intensity. The bars on top of the figures indicate the relative sig-
nal strength, normed to the largest disk. The color indicates positive (red)
and negative sign (blue).

tation. We see that the Kerr rotation and the intensity actually follow
the same power law, which corresponds roughly to the diameter to
the fourth power (m = 4.4), that is, the volume squared. This indicates
that in this size regime pure scattering is dominating the optical sig-
nal and that the interference term discussed in the last chapters plays
a minor role (it goes roughly linearly with the volume). Interestingly,
the sign change of the Kerr rotation can be tracked down to be an
interference effect, related to the change of the scattering phase of the
disks with increasing disk diameter. This we will see in the following
sections where we apply the model developed in the first chapter to
our experiment. The next step is to develop a connection between the
electric fields Es and Er that we can describe with our model, and the
Kerr rotation signal I1ωm/I2ωm that we measure with our setup.

4.3 adaption of the model to the setup

We have seen in section 4.1 that for a homogeneous magnetization
within the focal spot, a direct relation between the Kerr rotation angle
and I1ωm/I2ωm may be established:

I1ωm
I2ωm

=
J1(2φm)

J2(2φm)
· tan(2φk) . (4.23)

φm is a well known constant and no sample related quantity enters
the expression. We can indeed say that I1ωm/I2ωm is the Kerr rotation
due to the magnetized film at this position. If, on the other hand,
a particle smaller than the focal spot area is observed, only part of
the incident light interacts with the particle. The signal at the 1st
harmonic frequency is diluted and the direct correspondence between
I1ωm/I2ωm and the Kerr rotation of the particle is lost.

We derive now an expression for I1ωm/I2ωm that includes the sig-
nal dilution. We use the model described in the former chapters to
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Figure 4.18: a Shown is the Kerr rotation of single nickel disks on a reflector
made from gold and a 75 nm silicon oxide layer. Large signal amplitudes
are plotted in log-scale for better visibility. b Shown is the corresponding
intensity of the same disks. The largest disks show approximately 20%
intensity drop. In c and d the absolute values of graphs a and b are
shown respectively in a double logarithmic fashion. The dashed line is
a guide to the eye and indicates a slope of 4.40 and is the same in both
graphs.

calculate the electric field reflected by the sample. We have to per-
form the following steps:

• represent the electric field coming from the sample as the super-
position of a component interacting with magnetized material
and a background component left unchanged

• apply Jones formalism to describe the propagation through op-
tical elements of the setup

• perform a Fourier analysis of the detected intensity to get the
power at the first and second harmonic of the modulation fre-
quency

Figure 4.19 shows a schematic sketch of the relevant optical com-
ponents. The electric field coming from the sample is composed of
orthogonally polarized components named Ev and Eh. They repre-
sent the two light beams traveling in the Sagnac interferometer in
opposite directions and interact with the sample independently. Each
is a coherent superposition of scattered and reflected light. Only the
scattered part interacts with magnetized material. Before reaching the
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Figure 4.19: This equivalent representation of the setup is used to simplify
the calculation of IAPD. See text for details. We imagine the two beams
counter-propagating in the Sagnac-interferometer (review fig. 4.4) as be-
ing created at the sample with linear polarization and a small phase
shift ±φk due to MOKE. Additionally, the beams acquire a phase shift
of ±φm(t) due to the electro-optic modulator. The polarizer projects
both components to the same polarization axis. The beam paths are sym-
metric, but the phase shifts have opposite sign. The total phase shift is
∆φ = 2φk + 2φm(t).

photo diode the two beams are projected to the same polarization axis
so that they can interfere.

The expression of Ev,h is our starting point:

Ev,h = ±
[
Er + Es · e±iφk

]
· e±iφm(t) · ev,h , (4.24)

where ev,h correspond to the Jones vectors of horizontal and vertical
polarization. The field Es describes light that interacts with the mag-
netized particle. It is phase shifted by Kerr’s effect, hence the multi-
plication with the phasor exp(±iφk). The field Er does not interact
with the magnetized part of the sample. Another phasor exp(iφm(t))

is applied to take the periodic phase modulation of the beams into ac-
count. The phase shift φk is of opposite sign for the vertical and hori-
zontal component, as is the phase shift φm(t) = φm,0 cosωmt due to
the electro-optic modulation. Additionally, the horizontal component
undergoes a phase shift of 180◦ under reflection by the sample. We as-
sumed that the reflection and scattering coefficients are the same for
both polarizations except for Kerr’s effect. This is true in theory due
to the symmetry of the structure but may not hold true in practice.

The projection of Ev,h by the −45◦-polarizer may be expressed us-
ing the Jones matrix

Jpol =

(
+1 −1

−1 +1

)
, (4.25)
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so we have

EAPD = Jpol · (Ev + Eh)

= 2 · [Er cosφm(t) + Es cos(φk +φm(t))] · (ev − eh).
(4.26)

The detected intensity Idet is

Idet(t) = E∗APD · EAPD

= 4
[
|Er|

2 cos2φm(t) + |Es|
2 cos2(φk +φm(t))

+2<{ErE∗s } cosφm(t) cos(φk +φm(t))] .

(4.27)

E∗ denotes complex conjugation and transposition. In the next step
we use the trigonometric identities 2 cos(x) cos(y) = cos(x + y) +
cos(x − y) and 2 cos2 x = 1 + cos(2x) to simplify the result. Addi-
tionally we omit any term constant in time as we are interested in
the signal power at high frequencies only. To indicate this we use the
label IAC instead of Idet,

IAC(t) = 2|Er|
2 cos 2φm(t) + 2|Es|

2 cos(2φk + 2φm(t))

+ 4<{ErE∗s } cos(φk + 2φm(t)) .
(4.28)

Using the Jacobi-Anger theorem again (review eq. 4.10, page 41) we
get

I1ωm = −2π|Es|
2J1(2φm,0) sin 2φk

− 4π<{ErE∗s }J1(2φm,0) sinφk ,
(4.29)

I2ωm = −2π|Er|
2J2(2φm,0) − 2π|Es|

2J2(2φm,0) cos 2φk
− 4π<{ErE∗s }J2(2φm,0) cosφk .

(4.30)

It can be seen that I1ωm → 0 if |φk| → 0, as expected. The signal
power has an interferometric signature <{ErE∗s } at both frequencies.
For I1ωm/I2ωm we have

I1ωm
I2ωm

=
J1(2φm,0)

J2(2φm,0)
· |Es|

2 sin 2φk + 2<{ErE∗s } sinφk
|Er|2 + |Es|2 cos 2φk + 2<{ErE∗s } cosφk

.

(4.31)

For |Er| → 0 the result simplifies to eq. 4.23 as it should. For small
Kerr rotation angles φk � π we may apply approximations, namely
2 sinφk ≈ sin 2φk and 1 ≈ cosφk ≈ cos 2φk. This yields an expres-
sion that allows for a very intuitive interpretation of the signal dilu-
tion,

I1ωm
I2ωm

=
J1(2φm,0)

J2(2φm,0)
· tan 2φk ·

|Es|
2 +<{ErE∗s }

|Er|2 + |Es|2 + 2<{ErE∗s }
, (4.32)

The result corresponds to eq. 4.23, except for the last product term.
It describes the dilution of Kerr’s effect in terms of the optical proper-
ties of the sample alone. Equation 4.32 states that the ratio I1ωm/I2ωm
expected for a particle is by a factor

∆opt =
|Es|

2 +<{ErE∗s }
|Er|2 + |Es|2 + 2<{ErE∗s }

(4.33)
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Figure 4.20: Relative deviation of eq. 4.31 and 4.32 with respect to the Kerr
rotation angle φk. The red bars mark the variation when the magnitude
of Es is increased from 10−3 to Er.

smaller compared to that of the bulk material, assuming that the
phase shift due to the magnetized material is the same. We can use
the model developed in chapter 3 to calculate ∆opt for our experi-
mental arrangement. This allows the prediction of the signal detected
with the confocal Sagnac interferometer.

limits of the small angle approximation The deviation
of eq. 4.32 from eq. 4.31 increases with the Kerr rotation angle φk.
Figure 4.20 shows the normed difference of the full and approximated
form,

|I1ωm/I2ωm − I1ωm/I2ωmapprox|

|I1ωm/I2ωm |+ |I1ωm/I2ωmapprox|
, (4.34)

in dependency of φk on a double-logarithmic scale. The deviation
also depends on the ratio of |Er| and |Es| as is indicated by a verti-
cal bar. However, this dependency is negligible. The slope indicates
that the deviation increases quadratically with φk. The Kerr rotation
of the structures investigated by us is 10 mrad or less. In this range
the deviation is on the order of 10−4 to 10−3, which is below the
resolution limit of the setup.

4.4 comparison of experimental data and the model

With the modification described in the last section we are able to
simulate the Kerr rotation and the intensity contrast detected with
the Sagnac interferometer. We will first compare the data with the
model, ignoring the forward scattered light. In the second step we
will take the forward scattering and specular reflections into account
and again compare the model prediction with the data.
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The equations that are fitted to the data are eq. 4.30 and eq. 4.32.
The expression for I1ωm/I2ωm is taken directly because it is back-
ground free,

I1ωm
I2ωm

=
J1(2φm,0)

J2(2φm,0)
· tan 2φk ·

|Es|
2 +<{ErE∗s }

|Er|2 + |Es|2 + 2<{ErE∗s }
. (4.35)

The intensity at the second harmonic I2ωm always has an offset due
to the mirror reflection. Since the data is offset corrected we fit to
it the difference ∆I2ωm = I2ωm − I02ωm , where I02ωm is the second
harmonic signal strength without the particle, Es → 0. That is,

∆I2ωm = I2ωm − I02ωm

= 2π · J2(2φm,0)
[
|Er|

2 + |Es|
2 + 2<{ErE∗s }

]
−

− 2π · J2(2φm,0)|E0
r |
2 .

(4.36)

E0
r is the reference field when no particle is present (σ→ 0).
When the forward scattered light and specular reflections are ig-

nored, Er and Es are given by eq. 3.24 and 3.23 (see page 27 in sec-
tion 3.3),

Er =
√
1−α · ρL · exp

(
−
π

2

)
· Ein , (4.37)

Es = σ · Ein , (4.38)

and the reference field without particle reads

E0
r = ρL · exp

(
−
π

2

)
· Ein . (4.39)

The reflection coefficient ρL of the multilayer is given by eq. 2.11,
page 16. The shadow factor α is given by eq. 3.17, page 25. The scat-
tering amplitude σ of disks with the experimentally measured di-
ameters is determined by interpolation of the FEM simulations, see
section 2.2.

The fit parameters of the model are the amplitude Ein of the in-
cident field and the Kerr rotation angle φk. φk is assumed to have
the same value for all disk diameters. This is reasonable since it was
shown that the saturation magnetization of nanocrystals is approx-
imately constant in this size regime[55, 56]. Exceptions may be the
largest particles observed by us. They show a strong anisotropy, the
easy axis being within the disk plane. With our electro magnet, which
delivers a maximum field strength of 20 mT at the sample, we were
not able to saturate disks larger than 120 nm. However, in this exper-
iment a permanent magnet was used with a field strength of 500 mT
at the sample.

The waist of the Gaussian beam – used to calculate α – can be deter-
mined theoretically from the numerical aperture of the objective used
during the measurements or experimentally from the intensity profile
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of a small particle. We use a microscope objective with a numerical
aperture of NA = 0.65. The theoretical beam waist is[42]

w0 =
λ

π ·NA
=
800nm

π · 0.65
≈ 392nm .

Based on fitting a Gaussian exp(−2ρ2/w20) to the intensity profiles of
five different particles we find a larger experimental beam waist of

w
exp
0 = (540± 20)nm .

We use its nominal value of 75 nm for the height of the silicon oxide
spacer layer. The other quantities necessary to calculate ρL are the
refractive indexes of gold and silicon oxide. They are taken from the
literature [30, 57] and are nAu = 0.15 + 4.9i and nSiO = 1.93 at a
wavelength of 800nm.

We use the method of least squares to fit the data to the model. Both
the Kerr rotation and the intensity are a strong function of the disk
diameter, rising approximately with the forth power. The data thus
spreads over several orders of magnitude. We use logarithmic scaling
to guarantee that the fit converges to the data not only for large disks.
A probabilistic optimizer is used to minimize the residuals

RI2ωm =
∑

(ln(∆I2ωm)
exp −

−ln(∆I2ωm)
theo

)2
,

(4.40)

RKerr =
∑

(ln(∆I1ωm/I2ωm)
exp −

− ln(∆I1ωm/I2ωm)
theo

)2
.

(4.41)

Figure 4.21 compares the results of three different fit configurations,
termed A, B and C. Fit A uses the theoretical value for the beam waist,
w0 = 394nm. Fit B allows the beam waist to be optimized within the
experimental bounds w0 = (540± 40)nm. Fit C allows both the beam
waist and the spacer layer thickness to be optimized freely. For each
configuration the optimization is repeated a hundred times to get a
statistical distribution of the optimized fit parameter values. In the
figure, the results of all runs are plotted on top of each other with a
high level of transparency. The color density thus gives a feeling of
the distribution of the individual runs. The spread of the distribution
of course increases with the number of fit parameters. Table 4.2 shows
a summary of the fit parameter values. They are the average values of
the different runs. The bound is an estimate taken from the standard
deviation of the distribution.

The Kerr rotation is fitted by all configurations comparably well.
Significant differences we find at the intensity contrast. Fit B has the
highest deviation from the data. Fit A is better and the data is fit
best when the layer thickness and the beam waist are free parameters.
Note, however, that the optimized value for the layer height corre-
sponds to the nominal value. It is mainly the much smaller value of
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Figure 4.21: a and b show the fit results for I1ωm/I2ωm and I2ωm when
specular reflections are ignored. Fits A, B and C refer to different fit
configurations as described in the text.

Fit hSiO(nm) w0(nm) φk(mrad) |Ein|
2(arb.u.)

A 75 (f) 394 (f) −15± 1 (14± 1) · 10−3

B 75 (f) 521± 2 −15± 1 (31± 2) · 10−3

C 76± 1.2 279± 18 −13± 1 (6± 1) · 10−3

Table 4.2: Optimized fit parameter values for the fit configurations A, B and
C. The suffix (f) denotes that the parameter is fixed to this value. The
error range corresponds to the standard deviation of 100 fit runs.

the beam waist that leads to a better fitting. The optimal value is con-
siderably smaller than the theoretical and experimentally measured
one. This is equivalent to a larger shadow factor and indicates that
the particle obstructs the incident beam stronger than estimated. The
results supports the assumption that the method used to determine
the shadow factor may not be suited for our nanoscale system.

Now we like to include also specular reflections and the forward
scattered light. We switch to the complete expression for the scattered
electric field,

Er = (1−α) · ρL · exp
(
−
π

2

)
· Ein ,

Es =
(
1+ ρ ·

√
1−α

)2
·σ · Ein .

(3.20 revisited)

Figure 4.22 shows the fit results with multiple scattering and spec-
ular reflections for three fit configurations. Fit D uses the nominal
spacer layer height of 75 nm and a free beam waist. Although there is
good agreement for the intensity contrast, the Kerr rotation does not
agree with the model. The model does only agree well with the data
if the spacer layer thickness is left a free parameter. This is the case
for fit E and fit F. In fit E the beam waist is left a free fit parameter.
In fit F it is restricted to the experimental bounds. Both fit the data
comparably well, but both converge only for spacer layer heights of
about 20 nm, which is considerably smaller than the nominal value of
75 nm.
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Figure 4.22: a and b show the fit results for I1ωm/I2ωm and I2ωm , including
specular reflections. Fit D, E, and F refer to different fit configurations as
described in the text.
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Figure 4.23: a and b show the polar diagrams of I1ωm/I2ωm and I2ωm .
The azimuthal axis corresponds to the phase difference ∆φ = φref −

φscat. The radial axis corresponds to |Es|. Marked in red is the path on
which the intensity evolves with increasing disk diameter when a spacer
height of 76 nm is used. The dots indicate where the disks observed in
experiment are located. The inset shows a zoom of the polar diagram
and the cut along the marked path for comparison.

We can use the optimized parameter values to predict the interfer-
ometer response when other spacer layer heights are used. We set
w0 = 279nm, φk = −13mrad and |Ein|

2 = 6 · 10−3. The spacer
layer height we tune from 0 to 300 nm and calculate I2ωm and
I1ωm/I2ωm . Figures 4.23a and b show the resulting polar diagrams of
I1ωm/I2ωm and I2ωm . The radial axis corresponds to the magnitude
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Figure 4.24: a Shown is the evolution of I1ωm/I2ωm with the disk diameters
for different spacer layer thicknesses. The height of the spacer layer for
each curve is denoted above the graph in units of nanometers. b The
absolute values of the curves in the right graph in a double logarithmic
scale. The slope of the curves is two for small diameters. The offset does
change with the spacer layer height according to eq. 4.35.

of the scattered field, |Es|. The azimuthal axis is the phase difference
∆φ = φref −φscat. The color scale of both plots is normalized. The
red curve marks the path with a fixed spacer layer height of 76 nm
and increasing disk diameter. The dots on the path mark the radial
position that corresponds to the experimental diameters. The inset at
the bottom is a zoom to the center area. The diameters of the disks
are denoted in nanometers next to the dots.

The model predicts correctly the experimentally observed sign re-
versal of I1ωm/I2ωm . We see that it is indeed related to the phase
difference between Er and Es. The sign of I1ωm/I2ωm changes be-
cause ∆φ increases with the diameter of the disks and at some point
the zero line is crossed. It is a purely optical effect (remember that
in the model φk is assumed to be constant for each diameter). The
diameter at which the sign reversal occurs can be controlled with the
spacer layer thickness. Figure 4.24a shows the predicted evolution of
I1ωm/I2ωm for a number of different spacer layer heights. The actual
heights are denoted in the legend in units of nanometers. With in-
creasing height of the spacer layer the diameter, at which the sign flip
occurs, increases. This is because the phase difference decreases and
the curved path marked in red in fig. 4.23 rotates clockwise.

Figure 4.24b shows the absolute value of I1ωm/I2ωm . Note that the
slope of all curves is approximately two before the sign flip occurs. In
this region we can neglect the pure scattering term in eq. 4.35. This
is in contrast to our experimental data which shows a much larger
slope of 4.4 also for smaller particles. Once again this could be due
to inaccurate model of the shadow factor, which is the only quantity
that may change the scaling of the interference term.





5
S U M M A RY A N D C O N C L U S I O N

We showed that we can use the interferometric nature of confocal
transmission experiments to our advantage, taking control of the
phase difference of the contributing electric field with a multilayer
substrate. The multilayer structure can be as simple as a dielectric
spacer on top of a mirror, its height determining the phase differ-
ence between light reflected by the mirror and light scattered by the
nanoobject on top of the dielectric.

A major part of the text discussed how the electric fields return-
ing from the sample upon illumination with a Gaussian beam can be
computed. The intermediate character of the involved length scales,
that is to say, the sizes of the disks relative to the wavelength and
laser spot and the distance between the particle and the interfaces
of the multilayer substrate, requires simulation of the complete sam-
ple structure with a numerical solver. Nevertheless, we developed an
ansatz that treats the multilayer structure and the particle separately,
allowing great flexibility considering the tools used to compute the
optical responses. The reflectivity of the multilayer structure is cal-
culated with a simple T-matrix approach. The nanodisks are treated
using a numerical FEM solver, but depending on the geometry, other
tools such as Mie theory can be used. The results of the separate
computations are combined by superposition, weighting each electric
field to take into account the shadow of the particle and second-order
scattering processes.

Given this model, we demonstrated that a multilayer reflector does
allow for a tweaking of the phase difference only, if the light scattered
by the particle in forward direction (towards the mirror), is blocked to
a large extend by shadowing. This is equivalent to ignore the forward
scattered light and second order scattering processes. Otherwise the
efficiency of the method is heavily reduced due to destructive interfer-
ence of the forward scattered light and the backward scattered light.
Comparison of the model prediction and measurements of the Kerr
rotation of single nickel nanodisks indicates that multiple scattering
and the forward scattered light is indeed negligible. Why this is the
case remains an open question and subject of further investigations.

Additionally, the model was used to extract the magnetization of
a single, magnetized nickel disks on top of a dielectric layer by ob-
serving the change of the overall intensity returning from the sample.
The intensity change is due to the phase shift of light scattered by
a magnetized object. However, when observing nanoparticles, the in-
tensity does also change with its geometry, orientation and size. Us-
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ing our model we showed that it is possible to distinguish between
these different contributions and extract the true magnetization. In
this context it was possible to show that the saturation magnetization
of nickel disks is essentially constant for diameter-to-height ratios be-
tween 2 and 8.

Additionally, we were able to record the magnetic hysteresis of sin-
gle nickel nanodisks. A comparison with the Stoner-Wohlfarth model
indicates single domain magnetization. From the hysteresis we are
able to deduce the saturation magnetization and the orientation of
the easy axis. Our technique, combined with the model and the mul-
tilayer substrate, may open a new possibility to study single nano-
magnets using simple far-field optical microscopy.
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Part II

D Y N A M I C S A N D C O H E R E N T C O N T R O L O F
Q U A N T U M E M I T T E R S





6
I N T R O D U C T I O N

If the optics of a nanoobject cannot be explained by classical theories
but only with quantum mechanics, we speak of a quantum emitter. In
contrast to classical emitters, the state spectrum of a quantum emit-
ter may be discrete. As a consequence, it is often possible to restrict
optical transitions in the system to a single pair of quantum states.
This involves an important advantage: We can model the physics of
such an emitter with a very basic and well-understood conceptual
quantum system, the two-level-system. Those are the sound theoreti-
cal basis of a number of today’s technologies such as spin resonance
techniques, single photon sources[58, 59] or the upcoming concept of
quantum information processing[3, 4, 60, 61].

Atoms and molecules can function as two-level-systems, but with
advances in fabrication technology on the nanoscale, artificial two-
level-systems can be build, for example, in the form of semiconductor
quantum dots. These are small bits of a low-band-gap semiconductor
embedded in a high-band-gap host semiconductor[62, 63]. Within the
quantum dot, electrons and holes can be trapped, the spatial confine-
ment of the wavefunction leading to the formation of discrete states
necessary for two-level-systems. These structures have advantages
over atoms. Being embedded within a host material, they are chem-
ically stable and no special measures are necessary to hold them in
place. They have many degrees of freedom regarding their properties
and can be designed to fit particular needs[62].

Within the context of quantum information processing, the dynam-
ics of the quantum dot state are of particular importance. The pro-
tocols used in quantum information theory involve preparation of a
particular state of a two-level-system and a subsequent sequence of
manipulations[64]. While all this happens, the information stored in
the quantum state is subject to the degrading interaction with the host
material. Eventually the information is read. Preparation and manipu-
lation of the quantum dot state are done using short optical pulses[65,
66], which at the same time provide temporal resolution necessary to
operate on the two-level-system before the information stored within
it degrades. Our task, and the topic of this part of the thesis, is to
develop the experimental tools to perform these operations and mea-
surements, and to develop the connection to the theoretical models
we have of the emitters and their interaction with light.

Of the experimental tools, we have recently demonstrated [1, 2]
transient pump-probe spectroscopy and coherent control of a sin-
gle self-assembled quantum dot with a non-invasive, far-field spec-
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troscopy technique. In chapter 7 we show, based on the experimental
data, that the self-assembled quantum dots we use behave like two-
level-systems, and establish the link between the dynamics of the
quantum dot state and the optical spectra of scattered laser pulses
as observed in the experiment. This allows us to characterize and
quantify the properties of the quantum dots, required to successively
improve their performance. In this context, we also show that a major
deviation of our quantum dots from the theory of two-level-systems,
stretched Rabi cycles, can be attributed to the creation of a photo car-
rier cloud close to the dot.

With a future transition from single emitters to emitter networks in
mind, we study in chapter 8 a special type of emitter network, namely
an ensemble of randomly distributed semiconductor quantum dots. It
has been shown[67] that delocalized states exist within such ensem-
bles, that is to say, states that indeed spread over a kind of network.
We study the influence of the local distribution of eigenenergies on
the network quantum states and show that, depending on the correla-
tion between the eigenenergies of neighboring emitters, sub-networks
can form in the ensemble. This gives first hints on how such networks
can be made by manipulating the local energy landscape.

To realize this vision, the quality and properties of the emitters
must be improved successively and step-by-step. To increase the op-
tions we have in studying single quantum emitters, we plan to in-
tegrate a continuous-wave laser spectroscopy experiment into our
setup. We require a design that allows maximum flexibility in sam-
ple design. In particular, we require that it is not necessary to change
the sample structures in order to perform measurements in the setup.
This is also the main challenge: Single emitter spectroscopy usually
demands for modulation techniques that suppress noise and these of-
ten require modification of the sample structure. For example Stark-
shift modulation of the exciton resonances of single quantum dots
was successful implemented [68, 69], but requires electrodes close to
the quantum dots to provide the electric field. To prevent such mod-
ification, we investigate in chapter 9 four different approaches for a
modulation technique that imposes as few restrictions on the sample
design as possible. We show that spatial modulation of the sample po-
sition is the most promising route to go, presenting also preliminary
experimental data on single emitter measurements.



7
T R A N S I E N T S P E C T R O S C O P Y O F S I N G L E
S E M I C O N D U C T O R Q U A N T U M D O T S

Mimicking two-level-systems well, quantum dot excitons can take
the role of qubits, the basic element of quantum information process-
ing. In this context, we investigate how the state of a semiconductor
quantum dot exciton can be controlled and evaluated on ultrafast
timescales with pulsed laser light. The general scheme of such pro-
cesses is always the same: The quantum state of a dot is prepared
or manipulated with one or several subsequent light pulses. Between
the pulses, the state is allowed to evolve freely. Aside from manipu-
lating the quantum dot, the pulses carry information about it to the
outside world and can be used to deduce the state, for example by
observing the absorption spectrum.

We have recently demonstrated coherent control of single self-
assembled GaAs/AlGaAs quantum dots with far-field pump-probe
spectroscopy [70]. In this chapter we describe the formalism used to
establish the connection between the theory of the dynamics of the
so-called V-atom, which is a special type of three-level-system, and
the scattering spectra observed in the experiment. Not only is this im-
portant to understand and predict the dynamics of a V-atom when it
is excited with a certain pulse sequence, but also it is necessary to de-
duce unknown parameters of the real sample from the experimental
data, such as relaxation rates of coherence and the excited states.

The outline of this chapter is as follows: In section 7.1 we first in-
troduce the Hamiltonian and the density matrix of a V-atom that is
excited by a classical optical field and develop a convenient represen-
tation of its dynamics. Then the formalism is used to reproduce a
number of test cases that have been investigated experimentally with
the transient pump-probe setup described in [70], namely absorption
bleaching, perturbed induction decay (both in sec. 7.1.5), and quan-
tum beating (sec. 7.1.6). The test cases show that the quantum dots
we use act close to theory. For each test case we discuss the dynam-
ics that are associated with characteristic signatures found in the ex-
perimental data. In section 7.2 we discuss the power dependence of
absorption bleaching. The quantum dots we use show a significant
deviation of the observed Rabi cycles from theory. By including into
the model of our system a DC-electric field induced by photo carri-
ers, we show that the deviation can be qualitatively traced back to a
modification of the optical properties of the emitter via Stark’s effect.

The text at hand focuses on the the main contribution of the author,
which is the theoretical reproduction, analysis and interpretation of
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the measured data. Although the author contributed significantly to
the experimental work discussed in the following, the data recording
and the implementation of the optical setup was mainly done by our
former PhD student Christian Wolpert. He covers in his thesis [70] the
measurement technique, sample fabrication, and the experimental re-
alization of the test cases named above. The measured data presented
here is understood to originate from close collaboration with Chris-
tian Wolpert and we introduce only those parts that are necessary to
understand the text.

7.1 dynamics of the v-atom under pulsed excitation

Transient pump-probe experiments are a versatile tool to study the
dynamics of single quantum emitters and, in particular, their coherent
interaction with light pulses. In contrast to continuous-wave irradia-
tion, light pulses allow us manipulate the quantum dot in restricted
time windows, much shorter than typical relaxation processes within
the dot. Additionally, complex pulse sequences allow us not only to
study the quantum dots, but also to control the interaction of the dot
with subsequent pulses and by that implement protocols, to be used
for example in quantum information processing devices. In order to
achieve this, we must know in detail how the internal dynamics of
the quantum dot translate to experimentally observable properties.
In this section we study the dynamics of a special type of three-level-
system, the V-atom or V-level-system, under pulsed excitation and
how the dynamics translate to scattering spectra recorded with a spec-
trometer. In the V-atom, the upper two levels have nearly the same
energy and a direct transition between them is forbidden. Excitation
transfer is mediated via the ground state. This is the case for the dots
we use, motivating the choice of the V-atom in our studies.

The self-assembled GaAs/AlGaAs-quantum dots we use were de-
signed and prepared in the group of Oliver G. Schmidt in Dres-
den [71]. Their structure is sketched in figure 7.1a. The lower AlGaAs-
barrier, sitting on a GaAs substrate, contains nano-holes that are filled
by growing a GaAs wetting layer on top. The filled holes form the
quantum dots. Then follows the upper AlGaAs-barrier, the thickness
of which can be chosen to be about 30-100 nm. A GaAs-capping layer
prevents oxidation of the AlGaAs. The shape of the quantum dots
resembles one half of a heavily oblate ellipsoid. The extension along
the growth direction (z-axis) is about 3 nm. The extension in the sam-
ple plane (x- and y-axis) is about 60 nm. The formalism that describes
the formation of excitons in such dots is presented in great detail by
Bayer et al. in [72]: We can define four neutral exciton states from
the combination of the single particle spin eigenstates of the electron
(Sz = ±1/2) and the hole (Jh,z = ±3/2) caught in the dot. Two of
the combinations have angular momentum z-projections |Jex,z| = 2,
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Figure 7.1: This figure illustrates the formation of excitons with linear se-
lection rules in the used quantum dots. a shows the semiconductor het-
erostructure in which the quantum dots are embedded. The substrate is
made from GaAs. Then comes a 10 nm thick AlGaAs layer which forms
the lower barrier. It is fabricated such that it contains circular dips, which
are covered with a GaAs wetting layer. The filled dips form the actual
quantum dot. The upper barrier is again made from AlGaAs. Another
thin GaAs capping layer prevents oxidation. b shows the level scheme
of the bright excitons in a circular quantum dot, termed Xlh and Xrh.
They couple to circularly polarized light of left and right handedness re-
spectively. c In an elliptical dot, Xlh and Xrh are coupled via exchange
interaction. They hybridize to from new eigenstates X1 and X2, which
couple to light polarized along the long and the short axis of the ellipsis.

hence do not couple to the optical field and are called dark excitons.
They take no part in the further discussions. The other two combi-
nations yield Jex,z = ±1, hence couple to circularly polarized light of
left and right handedness respectively. They are called bright excitons,
labeled Xlh and Xrh.

The excitons are subject to exchange interaction[72]. If the quantum
dot is circular (see fig. 7.1b), Xlh and Xrh are degenerate eigenstates
of the exchange Hamiltonian, but if the quantum dot is elliptically
(see fig. 7.1c), Xlh and Xrh couple and hybridize. The new eigenstates,
termed X1 and X2, are the symmetric superpositions (Xlh±Xrh)/

√
2.

The spin z-projection of the hybridized excitons is Jex,z = 0, hence
they couple to light polarized linearly along the two axes of the el-
lipsis. Their energy differs by the exchange energy, which is about
50− 150µeV in our quantum dots.

With X1 and X2, the transition dipoles ~µ1 and ~µ2 are associated.
The dipoles are oriented orthogonal to each other along the two axes
of the ellipsis formed by the quantum dot boundary. They are excited
by – and emit into – orthogonally linearly polarized optical modes.

Figure 7.2 shows a simplified sketch of the experiment. The quan-
tum dot is illuminated with two orthogonally polarized, pulsed laser
beams derived from the same light source. The beams, called pump
beam and probe beam, are delayed with respect to each other by a
time ∆tp. ∆tp is controlled by us and may assume positive and nega-
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Figure 7.2: The figure illustrates the principle of a transient pump-probe
measurement as described in the text. In the lower part of the figure, the
beam path and the sample structure is sketched. In the upper left part
the orientations of the optical polarization of the pump beam and the
probe beam relative to the exciton dipole moments are shown.

tive values, determining the pulse order. When reaching the sample,
part of the light is reflected from the sample surface, and another part
is scattered back by the quantum dot. Both parts are detected with a
spectrometer. The pump beam is blocked with a polarization filter be-
fore reaching the spectrometer. This and the polarization is the only
principal distinction between the pump beam and the probe beam.
The axes of the dipole moments and the axes of the pulse polariza-
tion make an angle of ϑ, as shown by the inset in the upper left corner
of figure 7.2. The choice of ϑ is free to us and defines the type of ex-
periment that we like to carry out. If ϑ = 0,π/2, . . . , then each of the
incident beams interacts with only one of the excitons. If ϑ = ±π/4,
then each beam interacts with both excitons.

In the next subsection we introduce the formalism to describe the
dynamics of a V-atom exited in this way. It is based on the density op-
erator approach. Its dynamics is covered by the Von-Neumann equa-
tion.

7.1.1 Von-Neumann equation of a V-atom

The formalism used to describe the dynamics has two ingredients:
The first one is the abstraction of a quantum dot interacting with a
classical light field, described by a Hamiltonian. The second one is the
introduction of the density operator and an ensemble representation
of the dynamics, describing the averaging process that is performed
in our experiments due to the integration over many repetitions of
the pulse sequence.
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Figure 7.3: a A typical low temperature luminescence spectrum of the self-
assembled quantum dots used in our experiment. The marked transi-
tions correspond to the exciton transitions (X1,2), trions (Xc) and bi-
excitons (XX). b Simplified level scheme of the quantum dot. |1〉 and
|2〉 correspond to the excitons X1 and X2. ωrot is the excitation laser cen-
ter frequency used for the rotating frame approximation, from which the
excitons are detuned by the frequencies ∆1 and ∆2. γ1 and γ2 are the
relaxation rates of the excitons back into the ground state.

We first start with the abstraction of the quantum dot, of which we
show a typical luminescence spectrum in figure 7.3a. The quantum
dot shows a number of resonances, excitons (X1,X2), charged exci-
tons (Xc), and bi-excitons (XX). The laser light is resonant with X1
and X2, which are distinct by a small energy splitting on the order
of 100µeV (not resolved in the graph). X1 and X2 have orthogonal
optical selection rules and a direct transition between them is dipole
forbidden. The other transitions, charged excitons and bi-excitons, are
energetically well separated and are not excited. They take no part in
the dynamics of our experiment and are ignored.

We thus describe the quantum dot as a V-atom, the states being the
crystal ground state |0〉 and the two excitons X1 = |1〉 and X2 = |2〉.
The dynamics of such a system are conveniently described in a co-
ordinate frame rotating with a frequency ωrot close to the eigenfre-
quencies of the excitons and the optical field, a method called rotating
wave approximation [73]. We choose ωrot to be identical with the fre-
quency of the optical field. All other frequencies are defined relative
to ωrot. Figure 7.3b shows the resulting level scheme with the param-
eters used later on. The eigenenergies of the excitons are ∆1 and ∆2,
their decay rates into the crystal ground state are γ1 and γ2. There
is no direct coupling between the excitons. The Hamiltonian, also de-
fined in the rotating coordinate system, reads

Ĥ =  h∆1σ11 +  h∆2σ22 + [ hΩ1σ10 +  hΩ2σ20 + h.c.] . (7.1)
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The projection operators σij are defined in the eigenstate basis of the
V-atom,

σij = |i〉 〈j| , (7.2)

so σ10 = |1〉 〈0| describes a transition from the crystal ground state
to the exciton X1. The first two terms of eq. 7.1 are the eigenenergies
of the excitons. The terms containing the Rabi frequencies Ωi(t) =
 h−1 · ~µi · ~E(t) define the interaction energy of the transition dipole
moment ~µ and the classical, time-dependent electric field ~E(t) of the
laser pulses. For example, the Rabi frequency of a transition dipole ~µ

due to a Gaussian pulse at time tp with 1/e2-duration τp reads

Ω(t) = ~µ ·~Ep · exp
(
−
(t− tp)

2

2 · τ2p

)
· exp(−iωpt) . (7.3)

The vector product term on the left is the projection of the electric
field amplitude vector to the transition dipole orientation of the ex-
citon transition. The exponential in the middle defines the envelope
function of the pulse and the rightmost exponential is an oscillatory
term due to the detuning ωp of the pulse carrier frequency from
the rotating frame frequency. If several pulses are interacting with a
transition, then the total Rabi frequency is the sum of the individual
contributions. In the following, if not explicitly stated otherwise, we
set ωp = 0 and the pump pulse and probe pulse are always meant to
be defined according to equation 7.3.

Although we use a single quantum dot, we create a statistical en-
semble by repeating the experiment many times. Fluctuations partly
diminish the correlation between the individual trials. The quantum
state of an statistical ensemble is defined by the density operator ρ̂,
which describes the intrinsic statistics of quantum mechanics and the
classical statistics due to lack of information at the same time. Given
ρ̂, we can compute the expectation values of observables that we want
to study. For an ensemble of quantum systems, the density operator
is defined as [74]

ρ̂ =
∑
i

pi · |ψi〉 〈ψi| , (7.4)

where pi is the probability to find a randomly picked ensemble mem-
ber in the pure state state |ψi〉. Given an orthonormal basis |n〉, the
matrix representation of ρ̂ is

ρ̂ =
∑
nm

∑
i

piψniψ
∗
mi |n〉 〈m| , ψki = 〈k| ψi〉 . (7.5)

To determine the optical emission of the excitons we need to know the
expectation value of the transition dipole operator, V̂ = µ̂ · Ê, where
µ̂ = e · x̂ is the dipole moment operator. The ensemble average of the
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observable Θ̂ (or any operator) can be computed from the density
matrix as

〈Θ̂〉 = tr{ρ̂Θ̂} =
∑
i

∑
k

ρ̂ikΘ̂ki . (7.6)

So the ensemble average of V̂ is given by

〈V̂〉 = tr{ρ̂ · µ̂ · Ê} ∝
∑
i

∑
k

ρ̂ik 〈k| x̂ |i〉 . (7.7)

As 〈i| x̂ |i〉 = 0 for any i, the ensemble average of V̂ is entirely de-
termined by the off-diagonal elements of ρ̂. For this reason, an off-
diagonal elements are commonly termed polarizations in optics. The
diagonal elements ρii are termed populations, because they define how
many of the ensemble members, on average, are found in state |i〉 of
the basis set.

In an ensemble of classical, oscillating dipoles the off-diagonal ele-
ments of ρ̂ would be a measure of phase stability of the oscillation. If
the off-diagonal elements are zero, the phases of the individual mem-
bers are random. The optical emission would be incoherent. Hence,
even if the excited states of an ensemble are strongly populated and
many members may decay into their ground state via optical emis-
sion, coherent radiation is only found when the polarization is not
zero.

In the Heisenberg picture, the dynamics of the density matrix ele-
ments can be expressed with the Hamiltonian of the ensemble mem-
bers by

dρ̂

dt
= −i

[
ρ̂, Ĥ

]
+ Lρ̂ . (7.8)

This equation is commonly called Von-Neumann equation or master
equation. In our case, H is given by eq. 7.1. The damping operator
Lρ describes phenomenologically the decay of populations and po-
larizations. Population decay involves energy loss, e.g., decay of the
quantum dot into its ground state. Polarization decay involves elastic
scattering processes that randomize the quantum phase of individual
ensemble members.

The damping operator elements are constructed from the phe-
nomenological exciton population decay rates γ1,2 and the pure de-
phasing rates γ ′1,2, associated with the two exciton transitions X1,2. If
we express the density matrix as a vector

ρ̂ = (ρ00, ρ10, ρ20, ρ01, ρ11, ρ21, ρ02, ρ12, ρ22)T , (7.9)

and use the abbreviations

αj = γj, βj =
γj

2
+ γ ′j , (7.10)
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then we may write [75]

Lρ̂ = (L1 + L2) · ρ̂ , (7.11)

with the two matrices given by

L1 =



0 0 0 0 α1 0 0 0 0

0 −β1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 −β1 0 0 0 0 0

0 0 0 0 −α1 0 0 0 0

0 0 0 0 0 −β1 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 −β1 0

0 0 0 0 0 0 0 0 0



, (7.12)

L2 =



0 0 0 0 0 0 0 0 α2

0 0 0 0 0 0 0 0 0

0 0 −β2 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 −β2 0 0 0

0 0 0 0 0 0 −β2 0 0

0 0 0 0 0 0 0 −β2 0

0 0 0 0 0 0 0 0 −α2



. (7.13)

Before we proceed with the solution of the master equation we
want to introduce Bloch vectors as a convenient way to visualize the
resulting dynamics of the V-atom. We first introduce Bloch vectors of
two-level-systems, and then develop a similar concept for the V-atom.

7.1.2 Bloch vector representation

The state of a two-level-system can be represented either by the den-
sity matrix or by a three dimensional vector ~S = (u, v,w), called Bloch
vector. Given the two available states |0〉 and |1〉, ~S is defined in terms
of the density matrix elements,

u = ρ10 + ρ01 = 2<{ρ10}

v = i(ρ10 − ρ01) = −2={ρ10}

w = ρ11 − ρ00 .

(7.14)

We see from the equations that the u- and v-component refer to the
polarization of the ensemble while the w-component refers to the
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Figure 7.4: Conceptual illustration of the Bloch sphere and the definition
of the polar angle θ and the azimuthal angle φ. The red vector lies on
the surface of the sphere and refers to a pure quantum state. The green
vector lies within the sphere and refers to a mixed state.

population. ~S is usually depicted in a 3-dimensional coordinate sys-
tem, the w-component commonly taken as the up-down component
as shown in figure 7.4. By definition, ~S is always located within a
sphere of radius 1, called Bloch sphere. Pure quantum states all lie on
the Bloch sphere. Each point on the sphere identifies with a coherent
superposition |ψ〉 = A |0〉+ B |1〉. The complex coefficients A and B
depend on the polar angle θ and the azimuthal angle φ of the Bloch
vector, as depicted in the figure. Up to constant factors we have

|ψ(φ, θ)〉 = sin
(
θ

2

)
|0〉+ cos

(
θ

2

)
exp(iφ) |1〉 . (7.15)

If the Bloch vector ends in the south pole, then the probability to find
a randomly picked ensemble member in the ground state is one. If
the Bloch vector ends in the north pole, then the probability to find
a randomly picked ensemble member in the excited state is one. If
the Bloch vector tip ends in a point on the equator, then the ensemble
members are in a coherent superposition |ψ〉 ∝ |0〉+ exp(iφ) |1〉.

For a detailed description of the concept of Bloch vectors, have a
look at the great book Optical resonance and two-level atoms by Allen
and Eberly[73]. To understand the behavior of the Bloch vector in
the following discussion, it is enough to investigate three facts about
Bloch vector dynamics. Have a look on equation 7.16,

d~S

dt
= ~M× ~S, ~M = (Ω, 0, δ) . (7.16)

It describes the motion of the Bloch vector of a loss-less two-level-
system, detuned from the rotating frame frequency by δ, while be-
ing illuminated with an optical field with Rabi frequency Ω. Equa-
tion 7.16 can be deduced from the corresponding master equation [73]
and is called the optical Bloch equation. Mathematically it is equivalent
to the precession of a spin due to a magnetic field, which generates
a torque that changes the angular momentum. In our case the torque
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on ~S is generated by the detuning and the interaction with the optical
field.

Let δ be finite for the moment and Ω = 0. Then ~M points along
the w-axis and its magnitude is δ, that is to say, the Bloch vector
of a detuned two-level-system rotates with the detuning frequency
around the w-axis. This is the first fact. Now let Ω be finite and δ = 0.
Then ~M points along the u-axis with magnitude Ω, that is to say, the
Bloch vector of a two-level-system driven by an optical field rotates
with the Rabi frequency around the u-axis. This is the second fact.
Combining both motions, the Bloch vector rotates around ~M with an
effective frequency

√
Ω2 + δ2.

The third fact relates to decay processes, which add another set of
terms to equation 7.16. They are deduced from the population and
polarization decay rates α = γ and β = γ/2+ γ ′ as defined in equa-
tion 7.10. By substitution in to eq. 7.14 we get

u̇ = −βu ,

v̇ = −βv ,

ẇ = −α(w+ 1) .

(7.17)

which means that polarization decay reduces the length of the Bloch
vector perpendicular to the w-axis while population decay draws the
w-component to the south pole, where w = −1.

Bloch vector dynamics are always a mixture of these three types
of movements. With this in mind it is easy to say what happens dur-
ing the excitation of a two-level-system with a pulse much shorter
than relaxation and precession due to detuning: When starting with
an ensemble of two-level-systems in the ground state, coherent inter-
action with the resonant light pulse rotates the Bloch vector around
the u-axis, the rotation speed at time t being determined by the in-
stantaneous Rabi frequency Ω(t). The so-called pulse area Φ is the
time-integral of Ω(t),

Φ =

∞∫
−∞

dt ·Ω(t) . (7.18)

It can be understood as the total rotation angle of the Bloch vector
around the u-axis during the interaction with the light pulse1. The
latter is therefore conveniently defined by its pulse area, which is
given in radian, e.g., a π/2-pulse rotates the Bloch vector by 90◦.

Because the mapping between the density matrix and the Bloch
sphere is bijective, Bloch vectors can be used to define uniquely the
state of an ensemble of two-level-systems. Additionally, Bloch vec-
tors are very intuitive when being concerned with dynamics of the

1 Note that this is only true if the pulse is much shorter than any other dynamical
process in the two-level-system.
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ensemble. How can we transfer the concept of Bloch vectors to a V-
atom, obviously having more density matrix entries than eq. 7.14 can
handle? We do this by defining for each excited level its own pseudo-
Bloch vector. The vector orientations will be coupled to each other
via the conservation of the total population, Trρ = 1, that is to say,
arbitrary orientations of the two pseudo-Bloch vectors do not neces-
sarily describe a valid state of an ensemble of V-atoms. We loose the
bijective mapping. So we shall not use pseudo-Bloch vectors to define
the state of the ensemble, but we shall only use them to visualize the
state of the ensemble. Although with this they lack a great strength
of Bloch vectors of two-level-systems, pseudo-Bloch vectors are very
helpful to visualize the reaction of the V-atom to the incident light
pulses. Additionally, keeping in mind the three facts about Bloch vec-
tor behavior, it is easy to spot and understand both, similarities and
differences between two-level-systems and the V-atom.

The definition of the u- and v-components of the pseudo-Bloch
vector stay the same. The w-component is redefined and understood
as the difference of the population in the associated exciton and the
populations in all other states, that is to say, the w-component of the
pseudo-Bloch vector of exciton Xj is given by

wj = ρjj −
∑
i 6=j

ρii = 2ρjj − 1 , (7.19)

where we used the conservation of the total populations. This merely
ensures the meaning of the w-component as a measure of the popu-
lation of the exciton.

7.1.3 A detuned V-atom pumped with a π/2-pulse

Let us now consider as an example a V-atom with excitons X1 and X2.
We let X1 be detuned slightly from the rotating coordinate frame. The
pump pulse shall interact with X1 only and has a pulse area of π/2.
The probe pulse shall interact with X2 only and has a pulse area of
3/2π. It arrives some time after the pump pulse. Within between the
pulses, the system is allowed to evolve and relax. Initially, the system
is in the ground state.

We use the ODE113 solver for ordinary differential equation pro-
vided by MATLAB to integrate the Von-Neumann equation of this
system. The resulting dynamics of the pseudo-Bloch vectors is de-
picted in figures 7.5a and b. In graph (a), the Bloch vector trace of
X1, the pumped exciton, is shown. The red and green sections of the
traces mark the arrival of the pump pulse and the probe pulse respec-
tively. The pump pulse rotates the Bloch vector of X1 by an angle of
≈ 90◦, close to the equator. Afterwards the state evolves freely, spi-
raling around the w-axis due to the detuning between X1 and the
rotating frame combined with continuous decay of the polarization.
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Figure 7.5: a and b show the traces of the pseudo Bloch vectors of the X1
and X2 transitions. The arrival time of the pump pulse is marked in red.
The arrival of the probe pulse is marked in green. c and d show the top
view of (a) and the side view of (b) respectively. The Bloch vector of X2
moves on a circle with radius 1− ρ11. When it crosses the w-axis, ρ00 is
zero.

Up to now, the behavior is equivalent to a pumped two-level-system
as discussed in the last subsection.

After a while, the probe pulse with a pulse area of 3/2π arrives
and shuffles population into the X2 state as indicated by the Bloch
vector trace in figure 7.5b. As in a two-level-system, the Bloch vector
is rotated by an angle of 3/2π. But because X1 is already populated
and because the total population is conserved, it does not rotate on
a sphere with radius 1, but on a sphere with radius 1-ρ11, see fig-
ure 7.5d.

During the probe process the ground state population is temporary
depleted. In effect, even though X1 does no directly interact with
the probe pulse, the polarization between X1 and the groundstate is
diminished. This is emphasized fig. 7.5c, which shows a top view of
the X1 Bloch vector trace. It can be seen that when the probe pulse
arrives, the X1 vector is drawn exactly through the w-axis. The X1
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Figure 7.6: Time traces of the V-atom density matrix elements due to a dou-
ble pulse excitation as described in the text. The plots are arranged like
the matrix elements. The diagonal plots show populations and have a
range of 0 to 1. The off-diagonal plots polarizations and have a range of
-0.5 to 0.5 and show both, the real part and the imaginary part of the den-
sity matrix elements. The omitted plots in the upper left are the complex
conjugates of the transpose plots. The pulse arrival times are indicated
by the shaded area and the dashed lines.

and X2 Bloch vectors pass the w-axis in the same moment, when all
the population is within the excited stated and the ground state is
depleted.

The corresponding time traces of the density matrix elements are
shown in figure 7.6. The plot positions correspond to the position of
the matrix elements. Since the density matrix is symmetric, only three
of the off-diagonal elements are shown. The graphs show both, real
and imaginary part, as the off diagonal elements are complex num-
bers in general. The arrival times of the light pulses are marked by
the dashed lines. We see how the pump pulse increases the popula-
tion ρ11 while at the same time reducing the ground state population.
Since the interaction is coherent, polarization ρ01 is induced. Both,
populations and polarizations decay exponentially with their respec-
tive rates. The X1 polarization is modulated. This corresponds to the
Bloch vector rotation due to the detuning from the rotating frame.
When the probe pulse arrives, not only is polarization induced be-
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tween the ground state and X2, but also between X1 and X2. This is
due to the coherence between the pump pulse and the probe pulse:
Ensemble members that get excited by either of the pulses inherit the
phase reference of the electric field. No coherence could be induced
between X1 and X2 if the light pulses would be incoherent or if the
dephasing time of X1 is shorter than the delay between the pulses.

We can compute the emission spectrum of the quantum dot from
the time traces of the density matrix elements. The next paragraph
describes the procedure we use.

7.1.4 From time traces to spectra

Considering the emission of radiation, the V-atom is two oscillating
dipoles. The emitted field is proportional to the imaginary part of the
corresponding off-diagonal element of ρ̂ [76], which is an approxima-
tion only valid at frequencies close to ωrot. The Fourier transform
yields the scattering spectra. In the experiment, the light emitted by
the dipole interferes with the probe pulse reflected by the sample sur-
face (review fig. 7.2). The detected intensity in the frequency domain
is thus

Idet(ω) =
∣∣∣~Eprobe(ω) +~EQD(ω)

∣∣∣2
= |~Eprobe(ω)|2 + |~EQD(ω)|2

+ 2<{~Eprobe(ω) ·~E∗QD(ω)} .

(7.20)

The pure scattering term |~EQD(ω)|2 is so small that it can be omit-
ted. To get rid of the probe contribution |~Eprobe(ω)|2, a reference
measurement is subtracted. The reference measurement is performed
by switching the pump pulse off. Hence, we do not detect the abso-
lute scattering spectrum of the quantum dot, but the difference of the
scattering spectrum when the pump is switched on. The spectral dif-
ference is normalized to the spectral sum of the two measurements.
In total we have,

∆I(ω)

I(ω)
=
Ion(ω) − Ioff(ω)

Ion(ω) + Ioff(ω)

≈
<{~Eprobe(ω) · (~Eon

QD(ω) −~Eoff
QD(ω))∗}

2|~Eprobe(ω)|2
,

(7.21)

where we omitted the insignificant contributions of the quantum dot
in the denominator.

The probe pulse is a Gaussian, defined by

~Eprobe(t) = ~E0 · exp
(
−
(t− tp)

2

2 · τ2p

)
· exp(−iωpt) , (7.22)

where ~E0 = E0 · ~ep is a constant defining the peak amplitude and
polarization direction of the electric field. If we set the rotating frame
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Figure 7.7: This figure shows the differential intensity spectra corresponding
to the time traces presented in figure 7.6. The difference between a and b
is the burial depth of the quantum dots, resulting in a different lineshape
due to interference with another phase difference.

frequency to be identical with the pulse carrier frequency, then ωp =

0 and the pulse spectrum is given by

~Eprobe(ω) = E0 ·~ep · τp · exp(−iωtp) · exp

(
−
τ2p

2
ω2

)
︸ ︷︷ ︸

≈ 1

.

(7.23)

The second exponential, the spectral envelope of the Gaussian, is
approximately constant on the scale of the quantum dot resonance
width and can be omitted. The first exponential is a spectral phase
modulation due to the temporal shift of the Gaussian with respect
to the laboratory time frame. ~EQD(ω) carries the same phase mod-
ulation, which cancels in the product terms of equation 7.21. That is
to say, by observing not only the scattered light of the quantum dot,
but also the probe light, we automatically translate the quantum dot
emission to t = 0.
~EQD(ω) is the superposition of the dipole emissions of both exci-

tons. It can be expressed in terms of the expectation value of the tran-
sition dipole operator, which is determined by the imaginary part of
the polarizations [76]. The dipoles emit radiation polarized according
to their orientation, denoted by the unit vectors ~ei. We have

~EQD(ω) ∝ F [={ρ01(t) ·~e1 + ρ02(t) ·~e2}] (ω) . (7.24)

Substituting into eq. 7.21, we get

∆I(ω)

I(ω)
=

<{exp(−iωtp) ·~ep ·F [={ρ01(t) ·~e1 + ρ02(t) ·~e2}]}
|E0 · τp|

.

(7.25)

Finally, the limited resolution of the spectrometer used in the ex-
periment is included by convolving the calculated spectra with the
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Figure 7.8: a In the first class of experiments the pulses are aligned parallel
to the dipole orientations. Each pulse interacts with only one exciton.
The pulse areas in the experiments are fixed to the shown values. We
analyze the behavior of the V-atom in dependence of the pump-probe-
delay ∆tp. b In the second class the pulses are polarized at an angle
of 45◦ with respect to the dipole orientations. Each pulse interacts with
both excitons.

instrumental response function, which is a Gaussian with spectral
width of approximately ten times the linewidth of the excitons. Fig-
ure 7.7 shows differential intensity spectra of the X2 polarization
time trace ρ02(t) shown in figure 7.6. The two curves differ by the
phase of the probe light reflected by the semiconductor surface. In
fig. 7.7a, the phase difference is zero, which corresponds to quan-
tum dots sitting right at the surface. In fig. 7.7b the quantum dots
are buried 130 nm below the semiconductor surface, corresponding
to the the samples that we use in the experiment. At a wavelength of
720 nm and a AlGaAs semiconductor matrix with a refractive index
of nAlGaAs = 3.45, the phase due to the additional optical path is

φ = 2π ·
2 ·nAlGaAs · dQD

λ
= 0.49π , (7.26)

where dQD means the burial depth of the quantum dots.
Now that we did establish a connection between the dynamics

of the V-atom and the experimentally accessible transient pump-
probe spectra, we want to check if the self-assembled GaAs/AlGaAs-
quantum dots we use come close to theoretical V-atoms. To do
this, and as proof-of-concept of our measurement technique, we per-
formed a number coherent control experiments [1, 2, 70]. In the fol-
lowing, we reproduce the experimental results with the theory de-
scribed above. We establishing a relation between features found in
the dynamics of the system and features found in the differential re-
flection spectra.

We start with a brief introduction of the test cases, which are di-
vided in two distinct classes: In the first class, one exciton of the
V-atom is used to monitor the state of the other exciton, which im-
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Figure 7.9: a and b show the pseudo Bloch vector traces of X1 and X2 in the
case of a positive pump-probe delay. This process is called ground state
bleaching. X1 is first pumped with a π-pulse, then X2 is probed with
a π/2-pulse. The red traces show the case without pump pulse, blue
traces show the case with pump pulse. c and d show the pseudo Bloch
vector traces of X1 and X2 in the case of a negative pump-probe delay.
This process is called perturbed induction decay (PID). X2 is first probed
with a π/2-pulse, then X1 is pumped with a π-pulse.

plements a qubit. On the qubit, we perform coherent operations with
the pump pulse. Only the monitor exciton is probed. This configura-
tion, illustrated in fig. 7.8a, allows us to study the decay of population
and polarization within one of the excitons.

In the second class of experiments, both excitons are pumped and
probed (see fig. 7.8b). The polarizations of the optical fields are at
an angle of 45◦ with respect to the dipole orientations, that is to say,
the excitons play equivalent roles. This configuration allows us to
study beating processes based the simultaneous evolution of the two
excitons.

7.1.5 First test case: Groundstate bleaching and perturbed induction decay

In the first class, we distinguish positive and negative pump-probe de-
lays, where positive means that the pump pulse arrives first. At pos-
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itive delays, population decay is studied. The pump pulse performs
a coherent operation on the state of the qubit exciton X1, creating
polarization and population according to the chosen pulse area. The
polarization that a subsequent probe pulse induces in the monitor
exciton X2 depends on the remaining ground state population, and
thus on the state of X1. Figure 7.9a and b shows the pseudo Bloch
vector traces of the pumped exciton X1 and the probed exciton X2.
Blue traces refer to the case with the pump pulse switched on. The
red traces show the case with the pump pulse switched off. Consider
the blue traces first: The X1 vector quickly rotates around the u-axis
to the north pole when the pump pulse arrives with a pulse area of
π. The ground state population is depleted. Then we probe X2 with
a π/2-pulse, but because the ground state is still nearly depleted, the
X2 Bloch vector moves on a sphere with effective radius 1− ρ11 ≈ 0
(review fig. 7.5d). Accordingly, the X2 Bloch vector barely leaves the
south pole (blue trace in fig. 7.9b) and the quantum dot emission
due to the X2 polarization is strongly suppressed. For this reason, the
process is called ground state bleaching. The Bloch vector trace of X2
expected without pump pulse is shown in red for comparison. If the
pump-probe delay is large, the ground state refills partly due to the
decay of the X1 population and the X2 emission rises again. By mea-
suring the differential intensity on X2 in dependence of the pump-
probe delay, we can determine the decay rate of the X1 population
back into the ground state.

At negative delays, when the probe pulse comes first, polarization
decay in the X2 exciton is studied. It works the other way round:
The probe pulse first induces polarization in X2. A subsequent pump
pulse on the X1 exciton then perturbs the exponential decay of the X2
polarization. This is commonly called perturbed induction decay (PID).
Figures 7.9c and d show the pseudo Bloch vectors in a PID experi-
ment, the blue traces denoting again the pumped case, the red curves
the unpumped case. We see that the trace of the X2 Bloch vector sig-
nificantly changes, if the pump is switched on. In this particular case,
X2 is probed with a π/2-pulse. Afterwards the groundstate popula-
tion is depleted by pumping the X1 exciton with a π-pulse. Conse-
quently, the X2 polarization is completely diminished, drawing the
Bloch vector to the w-axis and inducing characteristic spectral fea-
tures in the differential intensity signal. By observing the dependency
on the pump-probe delay of those features, we can determine the po-
larization decay rate of the X2 exciton.

We investigated groundstate bleaching and PID experimentally by
measuring the differential intensity while tuning the pump-probe de-
lay in a single sweep from negative to positive values. We use single
GaAs/AlGaAs quantum dots as described in section 7.8. The experi-
mental configuration is as in the examples above: X1 is pumped with
a pulse area of π, X2 is probed with pulse area of π/2. We sweep the
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Figure 7.10: Comparison of the simulated pump-probe spectra with the ex-
perimental data. a shows the dependency of the differential intensity
spectra on the pump-probe delay as found in the experiment. b is the
reproduction of the spectra using the theory.

pump-probe delay from -50 ps to 120 ps. The population lifetime of
the excitons is known to be on the order of 200-300 ps and the coher-
ence lifetime is known to be on the order of 50–100 ps. The measured
differential intensity spectra are shown in figure 7.10a. Each vertical
cross section corresponds to one spectrum, taken at the pump-probe
delay given by the horizontal axis.

The fringes at negative pump-probe delays are due to perturbed
induction decay. Their frequency increases with the pump-probe de-
lay while their amplitude decreases due to the exponential decay of
the X2 polarization. At positive delays we see ground state bleach-
ing, the signature of which is a single resonance line, the amplitude
corresponding to the population remaining in X1 at the given pump-
probe delay. The dispersive appearance of the resonance is due to the
burial depth of the quantum dots, as discussed in subsection 7.1.4.
Figure 7.10b shows a reproduction of the spectra using the theory de-
scribed above. We tweak the polarization and population decay rates
and a general scaling factor for the dipole moments to match the data
and the theoretical prediction. We get a good match with a popula-
tion half-lifetime of 230 ps and a polarization half-lifetime of 90 ps.
They are the same for both excitons.
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Figure 7.11: This figure illustrates the origin of the fringes in perturbed in-
duction decay spectra. a shows the polarization time trace ρ02(t) of the
probed exciton with and without pump pulse. The arrival time of the
probe pulse and the pump pulse are marked by the dashed lines. The
probe pulse comes first. The cross marks the half-lifetime of the exponen-
tial. d shows the corresponding differential intensity spectra at different
pump-probe delays. The delay is denoted in picoseconds in the legend.
It affects the periodicity of the fringes.

The agreement of the simulated spectra and the experimental data
is very good, allowing us to deduce the temporal dynamics in the real
quantum dot from the simulations. For example, by comparing the
measured and the simulated spectra and investigating the associated
dynamics of the density matrix elements, we can explain the fringes
found in the experimental data at negative pump-probe delays. First
note that, without a pump pulse, the polarization in X2 follows an
exponential function, as illustrated by the red curve in figure 7.11a.
Its Fourier transform is simply a Lorenzian without fringes, as seen
for example at positive delays. When the pump pulse is switched
on, the exponential decay of the polarization is interrupted because
the ground state is depleted. The resulting polarization trace, roughly
spoken, is a scaled exponential multiplied with a rectangular window
function of width ∆tp (see the blue curve in fig. 7.11). Multiplication
of two functions in the time domain means convolution in the fre-
quency domain, so the spectrum is a Lorenzian convolved with the
Fourier transform of a rectangle, which is a sinc-function. The period-
icity of the sinc-function is determined by the width of the rectangle.
This is why the fringe periodicity increases with larger pump-probe
delays.

In contrast to dephasing due to noise, in the case of PID the po-
larization of X2 is not diminished due to random processes, but be-
cause the ground state population is depleted by a coherent interac-
tion. If the ground state population is restored coherently, we may
restore also the polarization of the X2 transition. This can be done
by applying a second pump pulse to X1 that refills the ground state.
Figures 7.12a and b show in the upper part the Bloch vector traces
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Figure 7.12: Illustration of polarization retrieval in the X2 exciton. The probe
pulse induces a polarization in X2. The pump pulse arrives 25 ps later
and shuffles the remaining ground state population into the X1 exciton,
diminishing the polarization in X2. The polarization is restored by an-
other pump pulse after 100 ps. a and b show the pseudo Bloch vectors of
the X1 and X2 transition. Blue traces mark the pumped case, red traces
mark the unpumped case. c shows the associated time trace of the X2 po-
larization. The arrival times of the pump pulses are marked by dashed
lines. d shows the differential intensity spectra in dependency on the
delay between the probe pulse and one of the pump pulses.

of X1 and X2 for the case of a π/2-probe pulse applied to X2 and
two subsequent π-pump pulses applied to X1. Figure 7.12c shows the
corresponding X2 polarization time trace. Red traces refer again to
the case without pump pulses, showing a normal exponential decay
of the X2 polarization. When the pump pulses are active, the first π
pump pulse shuffles the remaining ground state population into X1,
diminishing the X2 polarization just as it was the case in the former
PID example. The Bloch vector of X2 is drawn to the w-axis accord-
ingly. However, after some time, we apply the second π pump pulse,
shuffling some of the X1 population back into the ground state. This
restores the X2 polarization, except for the fraction that is destroyed
by decay processes. We see that the Bloch vector of X2 is pushed away
from the w-axis again.

Figure 7.12d shows the resulting differential intensity spectra in de-
pendence of the delay between the probe pulse and one of the pump
pulses. The delay between the probe and the second pump pulse is



94 transient spectroscopy of single semiconductor quantum dots

fixed to 20 ps. We see that within the delay interval -20 – 0 ps, there is
a double modulated structure, which is the superposition of sinc(ω)

and a modulated exp(−ωtp)/ω function, the Fourier transforms of
a rectangle and a time shifted signum-function, which resembles the
polarization trace in figure 7.12c.

7.1.6 Second test case: Response beating

Let us now switch to an experiment of the second class, pumping
and probing both excitons (review fig. 7.8). This is realized by rotat-
ing the optical polarization of all beams by 45◦ and has been per-
formed by Christian Wolpert and coworkers [1, 70]. We use a pulse
area of π/2 for both the pump pulse and the probe pulse. The studied
system is a single, self-assembled GaAs/AlGaAs quantum dot with
two exciton resonances X1 and X2. The resonances are detuned from
each other by approximately 96 µeV . Differential intensity spectra are
measured in dependence of the pump-probe delay. The resulting ex-
perimental data is presented in figure 7.13a. We observe signatures
of response beating, that is to say, the magnitude of the differential
intensity oscillates as a function of the pump-probe delay. The blue
dots in figure 7.13b shows the amplitude of the signal determined by
fitting two equally strong resonances to the data [70]. The solid line is
a least-squares fit of an exponential superimposed by an cosine. The
period of the beating is 43 ps and fits the energy detuning between
the excitons. The decay time of the exponential corresponds to the
population decay time. This suggests that the beating is related to
interference of the excitons. In what follows we clarify the origin of
these oscillations.

In our experiment, response beating may be caused by coherence
between the light field and the excitons or by coherence between the
excitons alone. Isn’t this the same? The answer is no, because the ex-
citons may loose coherence with the light field while maintaining co-
herence between themselves. As a consequence, there is two distinct
beating processes that may be observed.

Whenever an exciton interacts twice with the optical field, the co-
herence between the exciton and the field comes into play which is
known as Ramsey interference [9]. The polarization revival discussed
in the former subsection is an example, and another one would be an
exciton pumped and probed directly with a detuned light field. Such
a process shows a beating of the exciton resonance with the detuning
frequency from the optical field.

The underlying mechanism is illustrated in fig. 7.14, showing the
polarization and the Bloch vector dynamics of a single exciton that
is first probed by a π/2-pulse and then pumped with another π/2-
pulse. The studied exciton is detuned slightly from the optical field.
The second exciton is switched off by setting the dipole moment to
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Figure 7.13: When pumping and probing both excitons in a V-atom, the
differential intensity shows a beating with the pump-probe delay, super-
imposed on the exponential decay of the population. a shows an example
of measured data. b shows the amplitude of the signal as determined by
fitting two equally strong resonances to the data (dots with error bars).
The solid line is a fit of an exponential decay with an added sinusoid.
See [70] for detail on the measurement and data evaluation.

zero. Figures 7.14a and b show the dynamics for a pump-probe delay
that corresponds to one fourth of the beating period. The red curves
show the unpumped case, the blue curves the pumped case. After
the probe pulse induces the initial population and polarization in the
exciton, the Bloch vector spirals around the w-axis according to the
detuning and exponential decay. Upon the arrival of the pump pulse,
the Bloch vector would be rotated around the u-axis. However, at
that moment the Bloch vector is nearly parallel to the u-axis and thus
does not change significantly. As a result, the polarization trace is the
same no matter if there is a second pulse or not (see figure 7.14b). The
differential intensity is thus zero.

If the pump-probe delay is one-half the detuning period, the situa-
tion is different, as shown in figures 7.14c and d. When the pump
pulse arrives, the Bloch vector points along the v-axis and does
change significantly upon rotation around the u-axis. The polariza-
tion trace does change accordingly. The resulting differential inten-
sity spectra calculated from the polarization time trace of a single,
detuned exciton is shown in figure 7.15a. In this particular case, the
detuning of the exciton is chosen to be 0.33meV , or 80MHz. The
beating with a period of 12.5 ps is clearly visible. The population and
polarization lifetimes have been increased to make the beating better
visible. In fact, what really interferes in this process is the two laser
pulses. We can think of the quantum dot as a mediator, storing the
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Figure 7.14: This figure demonstrates the beating mechanism due to interfer-
ence of the detuned exciton wave function and the probe pulse electric
field. Blue colors refer to the pumped case, red colors refer to the un-
pumped case. a Time trace of the pseudo-Bloch vector when the pump-
probe delay is one-fourth of the detuning period. There is nearly no
change to the ensemble state. b Comparison of the corresponding po-
larization time traces. The arrival time of the two light pulses is marked
by the dashed lines. ∆tp is the pump-probe-delay. c and d show the same
for a pump-probe delay of one-half the detuning period. The change to
the ensemble state is maximal.

phase of the pump pulse for comparison with the phase of the probe
pulse at a later time. Due to dephasing and population decay the
beating of course gets weaker when ∆tp increases.

In the experiment, this type of beating is not visible, as it averaged
out due to jitter of the pulse phase and because the acousto-optic
modulators used to gate the pulses introduce a difference of the car-
rier frequencies of the pump pulse and the probe pulse by several
MHz. Without special measures for stabilization of the optical path,
the pump pulse and the probe pulse are practically incoherent to each
other. Nevertheless we see in the data a beating if two excitons are il-
luminated at the same time, the beating period corresponding to the
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Figure 7.15: Simulated differential reflection spectra showing quantum beats
in dependency of the pump-probe delay. a shows the resonance of a sin-
gle exciton detuned by 330µeV from the optical field. The resonance
beats with a period of 12.5 ps. The spectral resolution is limited by the
temporal length of the data set. b shows the same for two excitons, de-
tuned by 55µeV with respect to each other. This adds another resonance
to the spectrum. In c the spectral resolution is limited to 100µeV . The
detuning between the resonances is not resolved anymore. The coherent
emissions of the excitons interfere and lead to a beating with a period of
75 ps.

detuning between the excitons. Such a beating can also be found in
the simulations, superimposed on the beating with the pulse phase.

Figure 7.15b shows the differential intensity spectrum of two ex-
citon transitions that are detuned to each other. Both are pumped
and probed with π/2 pulses. The relative detuning of the excitons is
55µeV , corresponding to a beating period of 75 ps. The detunings of
the excitons with respect to the electric field are 275µeV and 330µeV ,
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Figure 7.16: Horizontal crosssections of the spectra shown in figure 7.15.
In the background, the color-coded spectra are shown for comparison.
a shows the cross section in the case of a single exciton: a modulated
exponential decay. The spectral resolution is set to 100µeV . b shows the
cross section in the case of two detuned excitons that are not individually
resolved: A beating is imposed on the modulation.

corresponding to a beating period of 15 ps and 12.5 ps. The spectrum
resolution, in this plot limited by the length of the Fourier transform,
is good enough to separate the resonances, each of which beats with
its detuning frequency against the light field. It can be seen that at cer-
tain pump-probe delays the beats are in phase while for others they
are out of phase. When spectrally not resolved, the emissions of the
excitons interfere constructively when in-phase and interfere destruc-
tively when out-of-phase. The period of this interference corresponds
to the relative detuning of the excitons. That is shown in fig. 7.15c, in
which the resolution of the spectrum is limited to 100µeV . Instead of
two separate beatings, we see one double-modulated resonance. For
comparison, fig. 7.16 shows the average of the color plots along the
spectral axis. When there is only one exciton (see part (a) of the fig-
ure), an exponential decay modulated with the detuning frequency
is found. When there is two excitons (see part (b)), the modulation
does beat with the detuning difference frequency. This is what we ob-
serve in the experiment. Christian Wolpert showed in his thesis, that
the beating period observed experimentally in the pump-probe spec-
tra fits well with the detuning of the excitons. To finally prove that
the excitons do beat with respect to each other but not individually
against the electric field of the probe pulse, we could increase the de-
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tuning until the exciton resonances can be resolved. Then, if they do
not show a beating, we could exclude a stable phase relation between
the excitons and the probe pulse.

7.2 perturbation of a two-level-system by ultrafast

charge carrier dynamics

We have seen in the last chapter that the investigated quantum dots
mimic a V-atom quite well, enabling us to establish complex schemes
of coherent control in theory and realizing them experimentally. How-
ever, we observed that the data stops fitting the theory when we grad-
ually increase the pulse area. In theory, when pumping a two-level-
system with a pulse area Φ, the Bloch vector will rotate by that angle,
its z-component given by

Sz = sin2Φ . (7.27)

We thus expect a 2π periodicity in any measurement that depends
only on the population of the excited state, a phenomenon generally
known as Rabi oscillation2. An example is the groundstate bleaching
experiment described in section 7.1.5. We expect that the differential
intensity measured on the probed exciton is directly proportional to
the population of the pumped exciton, that is to say

∆I

I
∝ sin2Φ . (7.28)

However, this is not what we observe. Figure 7.17a shows the differ-
ential intensity on resonance recorded in a ground state bleaching
experiment on a single GaAs/AlGaAs quantum dot while gradually
increasing the pulse area of the pump pulse (in the following denoted
power sweep). The probe pulse area is held constant at π/2. The theory
agrees with the data within the first 2π cycle, but then the Rabi cycles
found in the experiment seem to stretch. Note that the modulation
depth of the Rabi oscillation stays the same.

The favorite explanation for this behavior is the presence of charge
carriers in the vicinity of the quantum dot, created in the GaAs sub-
strate by the pump laser pulse. The creation of free carriers close to
the quantum dot is possible due to the very thin lower AlGaAs bar-
rier and the close-by GaAs substrate, where unbound carrier states
exists at the laser frequency. This is illustrated in figure 7.17b. The
incident laser pulse, resonant to the exciton, is absorbed by the GaAs
substrate and electron-hole pairs are created below the quantum dot.
The charge clouds change the properties of the quantum dot by in-
ducing a net electric field. The required charge separation is due to
the reflection of the charge carriers at the GaAs/AlGaAs interface

2 The term Rabi oscillation originally refers to the continuous rotation of the Bloch
vector upon coherent illumination of a two-level-system with a CW-laser.
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Figure 7.17: a This graph shows the differential intensity of an exciton res-
onance in a ground state bleaching experiment in dependence of the
pump pulse area. The theory predicts a sin2Φ dependence on the pulse
area Φ (red curve). In the experiment, we see a stretching of the second
Rabi cycle (blue points). b Sketch of the Dember effect, which is assumed
to be the origin of the stretching seen in (a). The quantum dot is em-
bedded in a GaAs/AlGaAs heterostructure. The lower AlGaAs-barrier is
very thin (10 nm). Below, in the GaAs substrate, free photo charge carriers
are created by the laser pulse. The carriers, electrons and holes, are re-
flected at the GaAs/AlGaAs interface and diffuse away from it. Since the
electrons are much faster, two separate charge clouds from and induce
a net electric field, the Dember field. It changes the optical properties of
the quantum dot via DC-Stark effect.

and different diffusion speeds of electrons and holes. The electrons
are considerably faster and diffuse down into the substrate while the
holes stay close to the interface. An electric field orthogonal to the
interface builds up between the centers-of-charge. This mechanism is
named Dember effect after Harry Dember, who discovered the effect
in 1931 [77]. The electric field is called Dember field. It was studied
extensively by Dekorsy et al. using reflective electro-optic sampling
(REOS) [78], measuring the change of reflectivity of a semiconduc-
tor surface due to the electric field. The Dember field has amplitudes
on the order of tens of kV/cm [79], it rises within a few hundred
femtoseconds and decays exponential afterwards, the decay time in
general depending on the particular photo carrier dynamics within
the sample [79].
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We showed [70] the existence of the Dember field in our samples
in a separate experiment and found that the Dember field directly
manipulates the quantum dot via the quantum-confined Stark effect,
shifting the resonance energy and reducing the transition dipole mo-
ment of the exciton [80, 81]. We like to see whether these effects lead,
in theory, to the observed stretching of the Rabi cycles by including a
time dependent detuning and dipole moment into the density matrix
formalism described in section 7.1. This involves two steps. First, we
model the dynamics of the Dember field in terms of a rate equation
for the photo carrier number. Second, the change of the optical prop-
erties of the quantum dot due to the Dember field must be estimated.
This was done in collaboration with the Group of Gabriel Bester at the
Max-Planck-Institute of Solid State Research in Stuttgart. The master
equation of the system is then solved with the dynamically changing
optical properties. Finally, the results are compared with the data.

7.2.1 Model of the Dember field amplitude

For the time being we assume that the Dember field amplitude FD(t)
is proportional to the number of photo carrier pairs N(t) at time t, re-
quiring that the charge clouds do not significantly change their shape
and position as time goes on. Modeling the movement and shape of
the charge clouds is a topic of future investigations and not covered in
this work. For N(t), we can setup a rate equation. Photo carrier pairs
are created by absorbing a fraction of the pump pulse photons, the
number of pairs created in a time interval dt being proportional to the
intensity I(t) of the pulse and the number of available valence band
electrons. We assume that initially there isNm valence band electrons
available to create photo carrier pairs. The number of remaining va-
lence band electrons at time t is thus Nm −N(t). Additionally, we
assume that within each time interval, a fraction γD of the existent
photo carrier pairs recombines. In total, in a time interval dt, N(t)
changes by

dN

dt
= −γD ·N(t)︸ ︷︷ ︸
relaxation

+α · I(t) ·
(
1−

N(t)

Nm

)
︸ ︷︷ ︸

creation

, (7.29)

where α is a measure of how many pairs are created per incident
power unit. Given N(t), we define the Dember field amplitude FD as

FD(t) = f0 ·N(t) , (7.30)

where f0 is a proportionality factor that may depend on the geometry
of the sample, its material composition, the exact distribution of the
charge clouds and how they change over time. As discussed above we
take it as a constant for the time being, giving FD(t) the same proper-
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ties as N(t). Substituting eq. 7.30 into eq. 7.29 we get the differential
equation for FD(t),

dFD
dt

= −γD · FD(t) +α · f0 · I(t) ·
(
1−

FD(t)

Fmax

)
. (7.31)

We may give an intuitive meaning to α by expressing I(t) in terms of
the Rabi frequency, I(t) = E(t)2 =  h2/µ2 ·Ω(t)2, and absorbing all
the constants including f0 into α. If the optical field, and hence Ω(t),
has the form of a Gaussian of duration τp and area Φ we have

∞∫
−∞

Ω(t)dt = Φ⇒
∞∫

−∞
Ω(t)2dt =

Φ2√
4πτ2p

. (7.32)

Then α, expressed in units of

[α] =
kV

cm
·

√
4πτ2p

(2π rad)2
, (7.33)

is the Dember field strength created by a pump pulse with pulse
area 2π rad and duration τp (ignoring saturation and recombination).
In the following, we will abbreviate the unit of α as kV/cm/cycle2,
where implicitly the normalization with the pulse duration is in-
cluded. In summary, we redefine eq. 7.31 as

dFD
dt

= −γD · FD(t) +α ·Ω(t)2 ·
(
1−

FD(t)

Fmax

)
. (7.34)

Equation 7.34 is a ordinary linear differential equation with variable
coefficients,

y ′ + h(t) · y = g(t) , (7.35)

where

y(t) = F(t) ,

h(t) = γD +
α

Fm
·Ω(t)2 ,

g(t) = α ·Ω(t)2 .

(7.36)

The formal solution to eq. 7.35 is

y(t) =

 t∫
0

g(t ′) · exp

(∫t ′
0

h(t ′′)dt ′′

)
dt ′

× . . .
× exp

(
−

∫t
0

h(t ′)dt ′
)

.

(7.37)

We use the ODE113 numerical solver provided by MATLAB to eval-
uate eq. 7.29 on a appropriate set of trial points. When simulating
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the dynamics of the V-atom, we linearly interpolate the data set as
needed to integrate the master equation. Figure 7.18 summarizes the
properties of FD(t) as defined by equation 7.34. Graph (a) compares
FD(t) for different pump pulse areas in a semi-logarithmic representa-
tion. As expected, the peak Dember field amplitude Fp is a non-linear
function of the pulse area, which is indicated by the formation of a
plateau during the pump process. Afterwards, the field decays expo-
nentially, the slope being proportional to the recombination rate γD.
Figure 7.18b compares FD(t) for different values of the recombination
rate γD. For lifetimes on the order of the pulse duration τp, FD(t) es-
sentially follows the pulse envelope Ω(t)2 and can be considered as a
delta spike on typical relaxation times of the quantum dot. For recom-
bination times long compared to the pulse duration, the dynamics is
essentially a step-like rise of FD(t) and subsequent exponential de-
cay. Figures 7.18c and d demonstrate the influence of Fm and α on
the peak amplitude Fp. As expected, Fp is proportional to Fm when
driven into saturation. α determines how fast Fp rises with the pulse
area. These two parameters are very important since they mainly de-
fine the power dependence of the Dember field peak amplitude, and
hence the power dependence of the exciton optical properties.

The next step is to translate the Dember field strength into changes
of the exciton resonance energy  hω, changes of the dephasing rate
γ ′ and changes of the dipole moment µ, denoted respectively by δ, Γ
and κ. We define

 hω(t) =  hω0 + δ(FD(t)) , (7.38)

γ ′(t) = γ ′0 + Γ(FD(t)) , (7.39)

µ(t) = µ0 · κ(FD(t)) , (7.40)

where δ0, µ0 and γ ′0 denote the initial values of the parameters with-
out Dember field. To estimate the values of δ and κ with respect to
FD, the optical properties of our sample structure were simulated
by Ranber Singh in the group of Gabriel Bester at the Max-Planck-
Institute of Solid State Research, performing ab-initio calculations of
the resonance energy and the oscillator strength f of the exciton in the
presence of an external electric field. They used an atomistic pseudo-
potential approach [82]. The structural properties of our sample struc-
ture were determined on nominally identical samples by AFM mea-
surements [71]. Table 7.1 shows the calculated values of δ and the
relative oscillator strength f/f0 for different electric fields parallel to
the growth direction. f0 is the oscillator strength without electric field.
The negative field amplitudes correspond to a field pointing down-
wards, based on the fact that the negative charges move away from
the quantum dot.
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Figure 7.18: a This graph demonstrates the non-linear dependence of the
Dember field amplitude FD on the pump pulse area. The different curves
denote different pulse areas, as indicated by the color bar. The scaling of
the y-axis is logarithmic. The arrival time and width of the pump pulse
is indicated by the red shade. b The graph illustrates the dynamics of
the Dember field amplitude for different photo carrier lifetimes, given in
units of the pulse duration τp. The arrival time of the laser and its width
are indicated by the red shade. c Shown is the dependency of the peak
Dember field amplitude Fp on the pulse area for three different values of
the maximum photo carrier number, Fm = F0, 2F0, 3F0. d Shown is the
dependency of the peak Dember field amplitude Fp on α. The values of
α is denoted in fractions of Fm next to the curves. For example, a value
of 90% means α = 0.9 · Fm/cycle2.

δ and f have a quadratic dependency on the field amplitude due to
lack of a permanent dipole moment. Fitting second order polynomi-
als yields

δ(F) = −0.23µeV/
(
kV

cm

)2
· (F+ 17.86 kV/cm)2

− 74.6µeV ,
(7.41)

f(F)

f0
= −7.23 · 10−6 · (F− 138.8 kV/cm)2 + 1.14 . (7.42)

From f
f0

, we get the change of the dipole moment by taking the square
root,

κ =
µ

µ0
=

√
f

f0
. (7.43)
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Fz (kV/cm) δ(µeV) f/f0(%)

0 0 100

-10 28.3 98.47

-20 19.6 96.76

-40 -12.5 90.08

-50 -152.3 87.77

-60 -334.0 85.25

-70 -559.6.0 82.54

-80 -830.0 79.56

-90 -1146.6 76.28

-100 -1507.0 72.49

Table 7.1: Results of the atomistic pseudo-potential simulation of the reso-
nance shift δ and relative oscillator strength f/f0 for a given DC-electric
field Fz oriented parallel to the growth direction (z-axis).

The dephasing Γ is due to the fluctuation of the Stark shift with the
Dember field amplitude,

Γ(F) =

∣∣∣∣dδdF
∣∣∣∣ ·∆F

= 0.46µeV · F ·∆F .
(7.44)

where ∆F is the fluctuation of the Dember field amplitude, being de-
pendent on the fluctuation of the photo carrier number and their ran-
dom movement. Knowing the Dember field amplitude due to the
pump pulse, its value is substituted into equations 7.42–7.44. We then
evaluate the master equation of the V-atom, see equation 7.8, page 79.

7.2.2 The Dember effect and Rabi oscillations

We investigate individually the impact of δ, κ and Γ on the Rabi cycles
seen in a ground state bleaching measurement to find out which of
them yields a stretching of the Rabi cycles. The experimental arrange-
ment is sketched in figure 7.19a. The orthogonally polarized pulses
arrive at a fixed delay ∆tp. The X1 exciton transition is pumped with
a variable pulse area Φ. The groundstate population is measured by
probing the monitor exciton X2 with a pulse area of π/2. The pump
pulse area is increased gradually from zero to 8π. For each value, the
peak amplitude of the differential intensity spectrum is extracted and
displayed against the pulse area, see figure 7.19b. We change only the
optical properties of the pumped X1 exciton. The pump probe delay
is chosen such that it is at least three times the lifetime of the Dember
field.
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Figure 7.19: a Illustration of the pulse sequence and polarizations of the sim-
ulated experiment. The pump pulse is aligned to the X1-transition and
has a variable pulse area. The probe pulse is aligned to the X2-transition
and has a fixed pulse area of π/2. The pump-probe-delay ∆tp is also held
constant. b For each pump pulse area, a differential intensity spectrum
is calculated, its resonance peak height extracted and plotted against the
pulse area.

7.2.2.1 Detuning and Dephasing

We first investigate the impact of detuning. We substitute δ(t), as de-
fined by eq. 7.42, into the master equation and calculate differential
intensity spectra as described in section 7.1. The dipole moment and
the dephasing rate we leave unchanged. Figure 7.20a shows the Bloch
vector evolution of an exciton pumped with a pulse area of 3π, de-
tuned by the Dember field as defined by equation 7.34. The saturation
field strength is set to Fm = 100 kV/cm and α is 125 kV/cm/cycle2.
At the given pulse area, the peak field strength is −92 kV/cm and
the peak detuning is −1.2meV . In saturation, the peak detuning is
−1.5meV . The Bloch vector initially rotates around the u-axis, as it
would without the Dember field, but quickly starts to deviate. The ex-
citon phase relative to the optical field runs off. This has large impact
especially in the tail of the pulse where the pump rate is low while
the detuning is large due to the persistence of the Dember field.

Figure 7.20b presents the corresponding power sweeps of the dif-
ferential intensity. For small peak detuning (blue curve), the signal is
still modulated, but never reaches the maximum and minimum val-
ues again. Comparing with fig. 7.20a we see that this is due to the
Bloch vector missing the poles of the Bloch sphere. Note that there
is no stretching of the Rabi oscillation due to the detuning. For large
detuning (red curve), the differential signal settles at a value close to
one half of the maximum value. We can understand why this is by
considering again the loss-less optical Bloch equation, describing the
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Figure 7.20: This figure compares from top to bottom the impact of detuning,
dephasing and a change of the dipole moment during the pump process,
induced by the Dember field. a, c and e show the Bloch vector traces.
Without the Dember field, the pump pulse would rotate the Bloch vector
around the u-axis with the vector tip nearly on the surface of the sphere.
The Dember field significantly alters the trace. In the case of dipole mo-
ment change, the effect is merely to slow down the evolution. Two curves
with a different value of α are shown for comparison. b, d and f show for
these cases the dependency of the peak spectral differential intensity on
the pulse area. Each plot shows two curves for comparison of different
saturation limits.
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change of the Bloch vector ~S due to the optical torque generated by
~M,

d~S

dt
= ~M× ~S, ~M = (Ω, 0, δ) . (7.16 revisited)

Without the Dember field, ~M points along the u-axis, merely chang-
ing its magnitude during the pump-process. This leads to the usual
Rabi cycles with the Bloch vector rotating around the u-axis in the v-
w-plane. In contrast, when there is a Dember field, ~M will first point
along the u-axis and then starts to move gradually to the w-axis as
indicated by figure 7.21a. This is because the detuning due to Stark’s
effect follows the optical pumping with a small temporal lag, see fig-
ure 7.21b. If the change of ~M is slow compared to the precession of
~S, then ~S will always move in a plane going through the origin and
being orthogonal to ~M. This plane follows the change of ~M, which
finally must point along the w-axis due to the long persistence of the
detuning compared to the optical field. In this way, the Bloch vec-
tor will always rotate in the equatorial plane after the pump process,
giving rise to the differential intensity signal shown in figure 7.20b.
This process is similar to adiabatic following as described by Allen and
Eberly in [73], although in their case, the Bloch vector is nearly paral-
lel to ~M.
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Figure 7.21: a shows the motion of ~M during the pump process. It moves
in the u-w plane on the curve indicated by the dashed line, depending
on the evolution of Ω(t) and δ(t). The Bloch vector ~S moves in a plane
perpendicular to ~M if the precession frequency is large compared to
the change of ~M with time. b Shown is the small temporal lag of the
detuning δ due to the Dember field with respect to the optical pumping
with the Rabi frequency Ω. If Ω and δ are of the same order, the effective
motion of ~M resembles a rotation from the u-axis to the w-axis.

As said, the movement of ~M must be slow compared to the preces-
sion. Otherwise the precession plane will no longer go through the
origin as is the case for small peak detunings due to the dember field
(see fig. 7.20b).

The outcome for increased dephasing is similar, although the mech-
anism is different. The coherence of the exciton is destroyed already
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Figure 7.22: a The graph compares Rabi cycle stretching with different val-
ues of α. The larger α is, the faster the stretching sets in. b The graph
compares Rabi cycle stretching with different values of the maximum
photo carrier number Fm. α was chosen such that saturation sets in al-
ready in the first Rabi cycle. After saturation, the stretching does not
further increase with the pulse area.

during the pump process, which means that the Bloch vector spirals
towards the center of the Bloch sphere (see fig. 7.20c). As consequence,
the peak differential intensity will always settle at a value of 0.5. For
small peak dephasing (blue curve in fig. 7.20d), there is still some
modulation, which is diminished with increasing pulse area. In the
limit of very large dephasing we have a situation similar to incoherent
pumping with a population limit of 0.5 (red curve).

7.2.2.2 Reduction of the dipole moment

A pure stretching is only found when the Dember field reduces the
dipole moment of the exciton. This merely scales the effective pulse
area of the pump pulse. Figure 7.20e compares the Bloch vector traces
of two excitons whose dipole moment is reduced by the Dember field.
The saturation field strength of the two cases is Fm = 100 kV/cm (blue
curve) and Fm = 200 kV/cm, corresponding to a dipole moment of
µ = 0.85µ0 and µ = 0.56µ0. Consequently, the total rotation angle of
the red trace angle is smaller compared to the blue trace. The Rabi
cycles seen in the differential intensity (fig. 7.20) are stretched accord-
ingly. The modulation depth is the same as without the Dember field,
as neither the interaction phase nor the dephasing rate is affected by
the change of µ. Thus, the effect seen in the data may be the result of a
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Figure 7.23: a Shown is a comparison of the model prediction and the
experimentally observed Rabi cycles. The saturation field strength is
243.5 kV/cm. The detuning and the dephasing due to the Dember field
were switched off. b Shown is the dipole moment with respect to the
pump pulse area (red scale) that we use to reproduce the data in (a). The
blue curve indicates the corresponding Dember field amplitude. c The
graph shows the detuning (red curve) with respect to the pulse area, as
would be expected for the Dember field amplitude (blue curve) we use
to reproduce the data in (a).

diminished dipole moment alone. The onset and amount of stretching
depends strongly on α and Fm. Figure 7.22a and b compare stretched
Rabi cycles for different values of α and Fm respectively. Note how
the value of α does control the acceleration of the stretching. Fm lim-
its the stretching to a certain value. After saturation, the Rabi cycle
period is constant.

Note that in the ground state bleaching experiment, the probe pulse
absorption is determined by the remaining population of the pumped
exciton, which during the free decay of the exciton is not altered by
the mere presence of an external DC electric field. It is the preparation
of the initial excited state during the interaction with the pump pulse
that is altered by the Dember field, agreeing with the fact that we
find no systematic dependency of the Rabi cycle stretching on the
pump-probe delay [70].
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7.2.3 Comparison of theory and experimental data

Figure 7.23a shows a comparison of the model prediction and the
data, done by adapting Fm and α. We ignore in this case the detun-
ing and dephasing by the Dember field. The parameters we set to
α = 143.5 kV/cm/cycle2 and Fm = 243.5 kV/cm. The half-life time of
the Dember field is 100 ps and the duration of the pump pulse and the
probe pulse is 2 ps. The corresponding Dember field amplitude and
the dipole moment are presented with respect to the pulse area in fig-
ure 7.23b. Note that a reduction of the dipole moment by 70% is nec-
essary to match the data, requiring the high value of Fm ≈ 250 kV/cm.
At this field strength we must extrapolate the value of µ from the cal-
culated values in table 7.1. Assuming that the extrapolation is correct,
we also would expect a detuning close to −12meV (see fig. 7.23c),
which is not in agreement with the data. Moreover, Christian Wolpert
et al. directly measured the power-dependent detuning of the quan-
tum dot due to the Dember field by pumping the substrate alone [70]
in a dual color pump-probe experiment. The outcome of these mea-
surements show that, if table 7.1 is correct, the Dember field strength
must be on the order of only a few tens kV/cm in our samples. At
these field strengths, the stretching of the Rabi cycle is negligible. A
stronger impact of the Dember field we can only obtain when we as-
sume that the field is tilted [70]. Since the confinement potential of
the electron wavefunction and the hole wavefunction is much weaker
in the lateral direction, the Stark effect is stronger. However, the de-
tuning would also increase accordingly. The careful conclusion from
the fit is that the data may be explained by a reduction of the dipole
moment due to the Dember field, but is not consistent with the prop-
erties of the quantum dot that we estimate theoretically.

7.2.4 Outlook

Our results show that the Dember field alters the optical properties
of the quantum dot significantly. We have shown that in principle,
the observed experimental data can be explained by a reduction of
the dipole moment of the pumped exciton due to the Dember field.
However, given the estimated response of our quantum dot to elec-
tric fields, unreasonably high Dember field amplitudes of 250 kV/cm
are necessary to achieve the reduction at a vertically oriented field.
It was shown that the Stark effect is much stronger when the field
is tilted [70], yet, due to the symmetry of our structure there is no
reason to assume that there is such a tilting. The main question that
should be addressed is thus whether the values given in table 7.1
agree with the properties of the real dots. Both the optical properties
of the quantum dot in presence of an electric field and the strength
of the Dember field should be investigated experimentally.
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Figure 7.24: a A scanning electron microscope image of pillars manufac-
tured by focused ion beam milling. The diameter of the pillars is 150 nm.
b shows a confocal scan of the quantum dot luminescence emission. The
area enclosed by the dashed lines was exposed to the gallium beam. Ob-
viously both the quantum well and the quantum dots are destroyed in
this region. A zoom to a 5x5µm2 area shows that the luminescence emis-
sion comes from single emitters.

Additionally, we can make use of the fact that the effect of the Dem-
ber field on the quantum dot must depend on the shape of the charge
clouds and their relative position and investigate how a tilting of the
field may affect the quantum dot properties. We have taken a first step
into this direction by embedding the quantum dots in slim pillars in-
stead of bulk material. This is done by removing the material around
the quantum dot with a focused ion beam. The pillars are produced
with several diameters and arranged in a regular pattern. The quan-
tum dots are distributed randomly and a tilted field is expected when
the quantum dot by chance is located off-center. An scanning electron
microscopy image of the resulting samples is shown in figure 7.24a.
The shown pillars have a diameter of 150 nm. However, it turns out
that the quantum dots are destroyed by gallium contamination due
to the ion beam and do not show any optical emission anymore. This
is illustrated in fig. 7.24b, which shows an overlay of a bright field
microscope image of the structure and a luminescence map of the
same area. The inset shows that in the area illuminated by the ion
beam, no luminescence is observed. At other areas, the emission of
single quantum dots is found (see inset). It seems that the quantum
dots are destroyed even when they are not directly illuminated by
the ion beam. The same is true for the quantum well. Even the GaAs
substrate luminescence is greatly diminished.
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Figure 7.25: a A scanning electron microscope image of pillars manufactures
with a PMMA capping layer to protect the quantum dots from gallium
ions. The PMMA layer is visible on top of the pillars and on the sample
surface. b shows confocal scans of the quantum well luminescence emis-
sion (green) and the quantum dot luminescence emission (dark blue) on
the pillar structure.

To protect the quantum dots during the ion beam milling we spin-
coated a 75 nm thick PMMA capping layer on top of the sample be-
fore the milling process. The idea is that the PMMA shall block in-
direct illumination by the nearby gallium beam. Figure 7.25a shows
a scanning electron microscope image of the resulting structure. The
leftovers of the PMMA layer are visible on top of the pillars and the
nearby sample surface. After fabrication, the leftover PMMA is re-
moved with acetone. Figure 7.25b indicates that the protection layer
has a clear effect on the luminescence. Shown is again the overlay of
a bright field microscope image of the structure and a luminescence
map. Both the quantum well emission (green) and the quantum dot
emission (dark blue) are shown. Compared to the sample without
protection layer, quantum dots very close to the directly illuminated
area do survive the milling process. Nevertheless, from within the
pillars, we observe neither from the quantum well nor the quantum
dot any emission. The probability that just by chance none of the
observed pillars contains a quantum dot is very low. We observed
structures of various diameters and on none we observed any emis-
sion from the quantum dots in the pillars. Also, the lack of quantum
well emission indicates that the quantum dots are destroyed.

A possible alternative to focused ion beam milling is reactive ion
etching, which implies a pre-structuring of a PMMA layer on the sam-
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ple surface and subsequent etching. This technique has successfully
been tested on other devices and could be used on future samples.



8
D E L O C A L I Z E D S TAT E S O F A N I N H O M O G E N E O U S
E M I T T E R N E T W O R K

Up to now, we considered single, isolated quantum dots. Their op-
tical properties are nowadays well understood and we have seen in
the former sections that in experiments they behave as expected. The
next step is the combination of individual quantum dots to form an
optical quantum network, its quantum state extending over all the
constituents of the network. The creation of quantum networks is
desired because they open a new field, quantum information process-
ing. However, the question which type of system is the best to create
such networks is not answered. Single quantum dots embedded in a
semiconductor matrix are a promising candidate since they provide
high stability and are easily linked to the outside world by optics and
electronics. Yet, although it is possible to create quantum dots of very
high quality, it is challenging to form networks: The emitters must
maintain coherence over substantial periods of time while coupling
via routing elements, the latter specifically designed and positioned
with respect to the emitters with nanometer precision. Much effort is
put into technologies to master these challenges. For example, Pfeiffer
et al. recently showed that with multi-step electron beam lithography,
metallic nanoantennas can be placed with an accuracy of 11 nm on
top of semiconductor quantum dots [83].

But networks can, alternatively, be formed also without a controlled
routing. A direct, coherent coupling and formation of a delocalized
state within an ensemble of randomly distributed semiconductor
quantum dots was already shown by Scheibner et al., observing the
narrowing of the ensemble emission linewidth with the number par-
ticipating emitters [67], similar to J-aggregates. It was done by etch-
ing parts of the substrate away, restricting the ensemble size and thus
changing the properties of the delocalized state. So an alternative ap-
proach to study ensemble networks could be to structure the shape
of a randomly distributed ensemble of semiconductor quantum dots,
for example by etching away certain parts, locally implanting defects
or by placing plasmonic near field antennas in close proximity of
the dots to locally enhance or suppress a coupling. In this section
we begin to investigate how the delocalized states of an ensemble
depend on the local environment and how the local distribution of
emitter eigenenergies does affect the ensemble states. Furthermore,
we investigate how the ensemble could be studied or manipulated
using optics. We start with the introduction of the formalism to de-
scribe the delocalized states, inspired by the work of Cho[84]. Then
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we study the delocalized states of a rectangular grid of semiconductor
quantum dots, subject to inhomogeneity of their local environment,
by solving the eigenvalue problem of the time-independent Hamil-
tonian. In particular, we use the participation ratio to quantify how
much a state is delocalized over the network. Finally, we discuss how
a coupled ensemble can be studied optically by calculating the transi-
tion dipole moments of the delocalized states.

8.1 formation of delocalized states

The interaction of light with semiconductor quantum dots is well un-
derstood. As we have seen in the last sections, it can be modeled
by a V-atom, or in the ideal case of only one exciton resonance, as
two-level-system. Hence, the straight forward approach to model the
optical response of a coupled ensemble of quantum dots would be to
describe it in terms of the optical response of an ensemble of cou-
pled two-level-systems. We first look for the delocalized states of
the ensemble, without optical excitation. Afterwards, the two-level-
system interaction with the optical field can be transformed into the
delocalized state picture to find out how the ensemble interacts with
laser pulses and so on.

For semiconductor quantum dots, the two-level-system states
would be the crystal ground state |0〉, and the occupied state |1〉, with
an electron-hole pair populating the S-shell states (see fig. 8.1). An
optical excitation, for example a short laser pulse with a pulse area of
π, just switches between the states. This is the link of the ensemble to
the outside world. For example, a single two-level-system can be ad-
dressed with a near-field-probe or a plasmonic antenna [85, 86]. In the
following we understand the states |0〉 and |1〉 as number states, count-
ing the number of excitations in the two-level-system. So |0〉means no
excitation, |1〉means one excitation, and |n〉would correspond to n ex-
citations within the two-level-system. If the excitation is fermionic, a
maximum of only one excitation is allowed per two-level-system. The
usage of number states seems unnecessary, but it has the advantage
that the formalism is easily extended to bosonic two-level-systems,
such as optical resonators.

The transition between the number states is described by the ladder
operators,

|n+ 1〉 ∝ â† |n〉 , 0 = â† |nmax〉 ,

|n〉 ∝ â |n+ 1〉 , 0 = â |0〉 .
(8.1)

By definition, an excited fermionic two-level-system cannot be fur-
ther excited. Furthermore, occupation cannot be removed from a two-
level-system in the ground state. Any physical process that changes
the number state of a two-level-system is described in terms of the lad-
der operators. For example, we can express an interaction Jab that pe-
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Figure 8.1: Illustration of states in a quantum dot two-level-system. If the
two-level-system is in the groundstate |0〉, no electron-hole-pair exists. If
the two-level-system is in the excited state |1〉, a single electron hole pair
occupies the S-shell states defined by the confinement potential. Transi-
tions between the ground state and the excited state are described by the
operators â† and â that act on the ground state and excited state vectors.

riodically exchanges the occupation of two two-level-system a and b
at a rate ωab by

Ĵab =  hωab · (â†aâb + âaâ†b)

→ Ĵab |0a, 1b〉 =  hωab · |1a, 0b〉 .
(8.2)

The product state |1a, 0b〉 means that two-level-system a is occupied
with one excitation while two-level-system b is not occupied.

A ensemble of two-level-systems is represented by the product
state of the individual two-level-system number states. In principle
and without restriction, each of the ensemble members can be occu-
pied or not. However, in the context of optical excitation, a multi-
photon-process would be necessary to excite delocalized states with
more than one occupied two-level-system. For the present, basic dis-
cussion this is not important and we restrict the number of occupied
two-level-systems in the ensemble to one, reducing the dimension-
ality of the Hilbert space and making the formalism much simpler.
However, we have to keep in mind that states with more than one
excitation in the ensemble possibly play an important role when in-
homogeneity of the eigenenergies are large. This will be a topic of
future studies.

An ensemble with a single occupation is described by the product
states

|1n〉 = |00, 01, . . . , 0n−1, 1n, 0n+1, . . . , 0n〉 ,n = 1, 2 . . .N . (8.3)

These vectors mean that none but the n-th two-level-system is oc-
cupied. They form a basis of the subspace with a single occupation
within the ensemble. They are also eigenvectors of the system if there
is no coupling between the two-level-systems.

Each of the two-level-systems has its own set of ladder operators,
denoted by adding its label as an index, like in equation 8.2. An en-
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Figure 8.2: The figure illustrates the structure of the coupling matrix J of
a coupled ensemble of two-level-systems by example of a 3x4-grid, as
sketched in the upper right. On the top level, J is a 4x4 matrix (left), the
entries of which are the 3x3-sub-matrices Jmv (right). These describe the
coupling of the columns m and v of the grid. The coupling between n-th
two-level-systems in column m with the u-th two-level-system in column
v this denoted Jmvnu .

semble state |1n〉 is generated from the ensemble ground state |0〉 by
applying the corresponding ladder operator,

|1n〉 = â†n |0〉 . (8.4)

Because we restrict the occupation number in the ensemble to one, we

require that â†nâ†m
def
= 0. Occupation is removed from the ensemble

in an analogous way,

|0〉 = ân |1n〉 . (8.5)

The coupling operator of the ensemble is given by the sum of the
individual coupling terms as described by eq. 8.2,

Ĵ =
∑
n,m

 hωnm · (â†nâm + ânâ†m) . (8.6)

If each state |1n〉 is associated with the energy  hωn, the total Hamil-
tonian reads

Ĥ =
∑
n

 hωnâ†nân + Ĵ . (8.7)

At this point we must define the geometry of the grid, which
determines the coupling energies. The studied system is a plane
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of randomly distributed two-level-systems, with normal distributed
eigenenergies. In this work, we only consider the inhomogeneity of
the eigenenergies. The position randomness is studies in future steps.

Before we include any inhomogeneity, we start with a two-
dimensional, rectangular grid of identical two-level-systems. The
number of rows is termed N and the number of columns is termed
M. We choose a pair-wise isotropic coupling potential proportional
to 1/d3 where d is the distance between the two-level-systems. This
is similar to the interaction of (anti)parallel dipoles. For the present
discussion, the choice of the coupling law is of minor importance. It
mainly defines the shape of the delocalized states and can be adapted
as needed.

To get a matrix representation of the Hamiltonian, we label each
two-level-system by its coordinate in the grid, e.g., the two-level-
system in the n-th row and the m-th column has the label (n,m).
We also rename the state vectors, |1n〉 → |1nm〉, to include position
information. The coupling energy between two-level-system (n,m)

and two-level-system (u, v) is denoted by  hJmvnu , and depends on the
distance of the two members of the grid,

Jmvnu = −
ωc√

(n− u)2 + (m− v)2
3

, n 6= m,u 6= v , (8.8)

were ωc is the coupling rate between next neighbors. Additionally,
we define the coupling energy of a two-level-system with itself to be
its eigenenergy,

 hJmmnn =  hωnm ,

such that we can simply write Ĥ =  h · Ĵ. Now we can represent Ĵ as
an MxM-block matrix, which is divided into NxN-sub-matrices Jmv.
Each of these sub-matrices contains the coupling constants of two
columns of the grid. Figure 8.2 illustrates this scheme. The matrix
elements of the Hamiltonian can be expressed as,

ĤN·(n−1)+m,N·(u−1)+v =  h · Jmvnu . (8.9)

To get the delocalized states, the Hamiltonian of the ensemble is
diagonalized,

Ω̂ = U−1 · Ĥ ·U . (8.10)

The entries of the transformation matrix U yield the delocalized states∣∣εj〉 as superposition of the localized basis vectors,∣∣εj〉 = ∑
∀n,m

(U−1)jnm |1nm〉 . (8.11)

P
j
nm = |(U−1)jnm|2 can be understood as the probability to find the

two-level-system at site (n,m) occupied if the coupled ensemble is in
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ε0 ε1, ε2 ε3 ε4

Figure 8.3: Eigenstates of a rectangular grid of two-level-system with a 1/d3-
interaction. Each pixel represents the probability to find the correspond-
ing two-level-system occupied. From left to right, the energy of the eigen-
states increases. Degenerate states are shown in different color.

the eigenstate
∣∣εj〉. We can visualize

∣∣εj〉 by plotting the occupation
probabilities arranged on a grid like the two-level-systems. Figure 8.3
shows the five delocalized states with the lowest energy eigenvalues
of a 30x30 grid of coupling two-level-systems.

The first question we like to investigate is how static disorder of the
two-level-system eigenenergies does influence the delocalized states.

8.2 delocalization and static spectral variance

Delocalization means that the excitation of the ensemble may be found
on a large number of sites with significant probability. The larger the
number of sites is, the more the state is delocalized. A widely used
measure for the degree of delocalization is the inverse participation
ratio, which can be imagined as the inverse of the average number of
two-level-systems participating in a delocalized state. For a delocal-
ized state

∣∣εj〉 it is defined by [84]

1

Nj
=

∑
∀nm

[
(U−1)jnm

]4
. (8.12)

In the idealized case of identical eigenenergies of the two-level-
systems and a finite coupling potential, the states spread over the
whole grid. Nj is then determined by the geometry of the grid and
by the coupling potential. However, in real semiconductor systems,
the eigenenergies will depend on the local environment. To investi-
gate how the degree of delocalization is influenced by that, we create
a map that describes the variation of the eigenenergies depending on
the position in the grid. In the simplest case the eigenenergy of each
two-level-system is drawn from a normal distribution, but in reality
those of neighboring two-level-systems may be correlated, as they
share nearly the same environment. We establish a spatial correlation
by low pass filtering the distribution of eigenenergies. In this way,
various kinds of eigenenergy landscapes can be created and adapted
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Figure 8.4: Shown is the degradation of a delocalized state with increasing
∆ω/ωc. Shown is the probability that the excitation is found at a given
lattice site, separately normalized to the maximum for each subfigure.
The numbers next to the patterns denote the corresponding value of
∆ω/ωc.

to the studied systems. This may be especially helpful when the en-
ergy landscape in a real system could be manipulated, for example
by local strain or by placing material defects in a controlled way.

What happens if the eigenenergy landscape of the grid is not flat?
First of all we expect that the influence depends crucially on the ra-
tio between the variance ∆ω of the eigenenergies and the coupling
strength ωc. In the limit of very low variance, we find the idealized
case of delocalized states defined by the grid geometry and the poten-
tial. In the limit of very high variance, the perturbation of the system
due to the coupling is so weak that the ensemble eigenstates approx-
imate the single site occupation states,

∣∣εj〉 ≈ ∣∣1j〉. That is, if ∆ωωc
increases, then Nj decreases until only one two-level-system partic-
ipates to the coupled states. The delocalized states degrade to the
localized states. That is demonstrated in fig. 8.4, which shows the
degradation of a delocalized state with increasing variance of normal
distributed eigenenergies. The ratio ∆ω/ωc is indicated by the num-
bers next to the graphs. We see that for ∆ω/ωc < 1, the delocalized
state is still determined by the coupling and grid geometry. For larger
variance, the excitation tends to localize on a ever smaller number of
grid sites.

We use the participation ratio to quantify this behavior. It is not pos-
sible to track Nj of an individual state when varying ∆ω, since the
eigenstates of the ensemble for different values of ∆ω are not related
to each other except that they may look similar. Instead, we consider
the average

〈
Nj
〉

of the whole ensemble. Figure 8.5a shows
〈
Nj
〉

in
dependency of ∆ω/ωc in a double-logarithmic scale. Here we see
that the ensemble as a whole degrades. The transition between delo-
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Figure 8.5: a shows the average participation ratio
〈
Nj
〉

in dependency of
∆ω/ωc. b shows the dependency of the participation ratio Nj for each
state separately in a color plot. For each value of ∆ω/ωc, the states are
ordered by their eigenenergy.

calization, which is determined by the coupling and grid geometry,
and localization, which is determined by the local eigenenergy land-
scape, occurs when ∆ω/ωc ≈ 1− 10.

To some extend it is possible to see how individual delocalized
states change when the eigenenergy distribution changes. Figure 8.5b
shows Nj in a color plot for each of the delocalized states. The states
are ordered along the y-axis according to their eigenenergy. We see
that, unless the eigenenergy is high, the transition between delocal-
ization and localization happens for most states within ∆ω/ωc ≈
1− 10. Note also that the plot has path-like structures and that some
states seem to adiabatically change with ∆ω. This behavior is not
very much pronounced since the fluctuations are random and with-
out any spatial correlation. It is related to localization of the exci-
tation to energetic traps, a region where the density of two-level-
systems with similar eigenenergies is larger by coincidence. This
gets more clear if we consider spatially correlated fluctuations of the
two-level-system eigenenergies. Figure 8.6 shows Nj as a function of
∆ω/ωc for two energy landscapes with correlations of the eigenener-
gies of neighboring two-level-systems. ∆ω has here a different mean-
ing compared to the uncorrelated case. In the former, for every ∆ω,
a new set of eigenenergies was drawn from a normal distribution.
But here we like to analyze how the states change for a given energy
pattern when its roughness does increase, that is to say, we gener-
ate only one pattern of eigenenergies from a normal distribution and
then scale it with ∆ω.

The first pattern is a low-pass filtered normal distribution and
shown in figure 8.6a. As we have said, the delocalized states of en-
sembles for different values of ∆ω are not related to each other. But
since the spatial pattern of the energy landscape stays the same, the
states change adiabatically when ∆ω is increased. This is illustrated
on the right part of the figure where we show for different values
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of ∆ω delocalized states with the same index (sorted according to
the eigenenergy) laid over the eigenenergy map. The figure shows
the transition of the delocalized state into a more localized one. Even
though for ∆ω/ωc = 0.1 the state is perturbed, its shape is clearly
determined by the grid geometry. In contrast, if ∆ω/ωc > 0.9, it is
determined by the local pattern of the two-level-systems eigenener-
gies. During the transition, the eigenenergy of the delocalized state
also changes continuously, both because the scale of the energy map
changes and because the state gets more and more localized to a
small region of the map. This is better visible in the case of the sec-
ond energy pattern, shown in figure 8.6b. Here, the eigenenergies of
the two-level-systems have been raised or lowered artificially in cer-
tain parts of the pattern. In this case, some delocalized states change
smoothly over large intervals of ∆ω/ωc (see fig. 8.6c).

The artificial energy traps lead to the formation of sub-ensembles
that are energetically separated from each other. The formation of
such a sub-ensemble can be seen on the right side of figure 8.6b,
where the delocalized state slowly evolves until it is limited to the
trap region. Within the trap boundary the ensemble is still delocal-
ized. Hence, localization can happen on multiple spatial scales. This
has interesting implications, i.e., we can think of sub-ensembles that
couple to each other, generating complex dynamics on multiple time-
and length scales. The localization in the traps is also visible in the
color plot of Nj in fig. 8.6b, resulting in a shift of the transition re-
gion to larger values of ∆ω. These are states that are extended within
the trap region. Figure 8.6d compares the shape of delocalized states
from the regions marked in the color plot by the white circles. We
see that states in region A correspond to states in the low-energy trap
(blue). The states in region B correspond to the high energy trap (red).
The states in region C are located outside the trap region. For each
region we averaged over a number of states to show that they all lie
within a certain spatial limit.

8.3 optical excitation of an ensemble

We have optical access to the ensemble via the individual two-level-
systems, of which the interaction with optical fields is known. If the
optical field couples to the k-th two-level-system at a rate gk, the
interaction can be written as

Vγk =
(
g∗kâ†k |0〉 〈0|+ h.c.

)
, (8.13)

where h. c. denotes the hermitian complex of the former term in the
brackets. If a group K of two-level-systems couple to the optical field,
the interaction is the sum over all individual interactions,

Vγ =
∑
k∈K

(
g∗kâ†k |0〉 〈0|+ h.c.

)
. (8.14)
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Figure 8.6: This figure shows how the participation ratio Nj and the pat-
tern of the delocalized states depend on the correlation of the eigenen-
ergies of neighboring two-level-systems. a shows on the left side, in de-
pendency on ∆ω/ωc, the participation ratio Nj of a rectangular two-
level-system grid with locally correlated eigenenergies. On the right, the
pattern of the one of the low energy eigenstates of the coupled grid is
shown in green, superimposed on the eigenenergy landscape of the grid.
The numbers denote the corresponding value of ∆ω/ωc. b shows the
same, but for a different pattern of eigenenergies including local traps.
c shows a magnification of the area marked in the color plot in (b) to
emphasize the continuous change of the eigenenergies of certain states.
d shows color corded the averaged pattern of delocalized states within
the energy ranges marked by the letters in (b). red, yellow and green
color corresponds to states marked by the A, B and C-circle respectively.
Clearly, delocalized states with similar eigenenergy correspond to areas
with similar eigenenergies of the two-level-systems.
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Figure 8.7: a Shown is the real part of the eigenvector coefficients (U−1)jnm
for a collection of delocalized states of a coupled ensemble of two-level-
system. Red and blue colors denote positive and negative sign. For most
states, the sum over the ensemble cancels to zero. b The color plot shows
the probability Pj (see eq. 8.16) that an ensemble with static disorder is
found in the delocalized state j after optical excitation. The state index
axis is sorted by Pj in descending order (lower state index corresponds
to higher Pj.

The transition probability into the delocalized state
∣∣εj〉 is given by

the overlap integrals,

Pj =
∣∣〈εj∣∣Vγ |0〉∣∣2 (8.15)

=

∣∣∣∣∣∑
k∈K

(
U
j
kg
∗
k + h.c.

)∣∣∣∣∣
2

. (8.16)

This is the coherent sum of the overlap integrals of the two-level-
system states and the delocalized states. The fact that the sum is co-
herent means that interference takes place. The coupling rates with
the optical field are complex numbers in general. Assume that they
are of the form gk = g0 · exp(iφk), then it is possible to control Pj by
adjusting the individual phases. This could be done, for example, by
illuminating an ensemble of two-level-systems with a Gaussian laser
beam, which has curved wavefronts except in the focal plane[87].

However, it is not clear if an ensemble of semiconductor quantum
dots may extend over areas as large or even larger than a diffraction
limited laser spot. If it is much smaller than the laser spot, all the en-
semble members are excited with the same phase. As a consequence,
Pj is zero for almost any delocalized state of an unperturbed ensem-
ble. The individual terms in eq. 8.16 interfere destructively due to
symmetry of the delocalized state patterns. That is shown in fig. 8.7a
for some of the delocalized states of an ideal 30x30 ensemble. The
graphs shows the amplitudes Ujn instead the probabilities |Ujn|

2

where red and blue colors correspond to positive and negative sign. It
can be seen at a glance that the sum over the whole ensemble cancels
to zero except for the first state.
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We expect that inhomogeneity of the two-level-system eigenener-
gies distort the state patterns such that Pj is finite. This assumption is
checked by calculating Pj for all eigenstates of the coupled ensemble
while increasing the energy fluctuations just as before. This is shown
in figure 8.7b. The state index is sorted by Pj. Only the one hundred
states with the highest probability are shown. As expected, Pj is high
only for very few delocalized states at small disorders. Only when the
states begin to localize the probability to excite them gets higher. In
the limit of very high disorder and complete localization of the states
to one two-level-system, the probabilities are spread evenly over all
states. So it is very hard to excite delocalized states with an extended
electric field. Alternatively, near field probes may be used to trans-
late far field optical excitation to a restricted number of ensemble
members, for example an gold coated AFM tip can be used to scan
the ensemble and find spots that preferably excite a certain group of
delocalized states.

How can we measure optically if an ensemble couples at all? We
can think of a number of indicators. For example, the luminescence
emission lines of J-aggregates do narrow with increasing number of
ensemble members[88]. This has also been observed in high density
2D quantum dot ensembles[67], the size of which has been controlled
by cutting mesa out of the sample. The narrowing depends on the
size of the mesa, which is taken as a proof of a coupled ensemble.
What other possible optical probes can we think of?

Anti-bunching of photon emission from different positions in the
sample is one possibility. Since the coupling is coherent and only
one excitation is allowed in the ensemble, we would expect that we
should never find two photons coming from the ensemble at the same
time. Anti-bunching from excitons delocalized over macromolecules
already has been already observed [89]. If disorder dominates over
the coupling, the restriction to a single occupation is no longer ful-
filled and anti-bunching should vanish.

Exciting and probing different spots on the sample would also in-
dicate delocalized states. The probability to find emission from the
ensemble at the n-th member when it was excited via m-th member
is given by

Pnm =
∣∣∣〈0|V†γmVγn |0〉

∣∣∣2 (8.17)

=

∣∣∣∣∣∣〈0|V†γm
∑
j

∣∣εj〉 〈εj∣∣Vγn |0〉

∣∣∣∣∣∣
2

(8.18)

=

∣∣∣∣∣∣
∑
j

(
gm · g∗n ·Ujm ·U−1

jn + h.c.
)∣∣∣∣∣∣
2

. (8.19)

Notice that again this is a coherent sum and that interference effects
may be observed. The emission from a certain position at the sam-
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ple may be controlled by tuning the excitation phase of individual
two-level-systems in the grid, enabling us to emit photons preferably
at a certain position. Additionally, the emission from different spots
should be coherent too. In this case, one would expect optical inter-
ference of the emitted photons. Imagine a rod-like ensemble that is
excited in the center of the rod. Emitted photons are collected with a
far field lens. Lets assume here that the ensemble may decay back into
its ground state by emitting photons from either of its ends. This is
equivalent to a double slit experiment: we cannot distinguish which
path the excitation took in the ensemble. Interference patterns should
be visible in the Fourier plane of the imaging objective. Similar experi-
ments have been performed with plasmonic nanorods that coherently
emitted photons at their ends due to a non-linear process[90].

8.4 summary and outlook

In the present section we discussed the influence of the eigenenergy
distribution of a grid of coupling two-level-systems on the delocal-
ized eigenstates of the grid. In particular, we studied the influence on
the shape of the delocalized eigenstates and on the number of two-
level-systems that contribute to that state. In an unperturbed grid,
with all eigenenergies being identical, the shape is determined by
the boundary of the grid and the interaction between the two-level-
systems. In our case, the interaction is a 1/d3 law, resembling dipole-
dipole interaction. On a rectangular grid, it leads to drum-mode type
of delocalized states (review fig. 8.3).

In the case of normally distributed eigenenergies without spatial
correlation, the delocalized states simply degrade, meaning that the
wavefunctions get more and more grainy, while their shape is still
determined by the boundary or the grid. When the variance of
the eigenenergies grows larger than the coupling energy between
the neighboring two-level-systems, the ensemble starts to decouple,
meaning that less and less ensemble members contribute to the de-
localized states until, eventually, they localize to a single two-level-
system. This was shown exemplary in figures 8.4 and 8.5. The tran-
sition between delocalization and localization happens in a range
where the variance of the eigenenergies is 1–10 times the next neigh-
bor coupling energy. This should be similar for any short ranged in-
teraction like the 1/d3-law.

The situation is different when there is spatial correlation between
the eigenenergies of the two-level-systems on the scale of the inter-
action range. In this case we found that sub-ensembles form with
delocalized states that are energetically separated from the rest of
the ensemble states. The shape of the delocalized states of the sub-
ensembles is defined by the local pattern of the grid eigenenergies,
as was shown in figure 8.6. The regions where the eigenenergy differ-
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ence between neighboring two-level-systems overcomes the coupling
energy form natural borders of the sub-ensembles. The effect should
depend very much on the ratio between the length scale of the cou-
pling and the length scale of the eigenenergy correlation.

We found that the optical excitation of an ideal ensemble must be
local, as the overlap integrals |

〈
εj
∣∣Vγ |0〉 |2 (see eq. 8.16) that define

the probability to excite a delocalized state
∣∣εj〉 average to zero if the

excitation phase is homogeneous over the grid. This is due to the
high symmetry of the states (compare with fig. 8.7). This restriction is
lifted when the eigenenergy disorder grows larger than the coupling
strength of neighboring grid sites. However, this situation is similar
to coupling to individual two-level-systems, not to the ensemble. We
thus have to use probes on length scales smaller than the extension
of the delocalized states.

So far, we did only consider static disorder of the eigenenergies
of the two-level-systems. As a consequence, the delocalized states
are stationary. Relaxation of the delocalized states takes only place
when the eigenenergies and the coupling strengths of the two-level-
systems fluctuate in time. We can still describe the system in the de-
localized picture, if the fluctuations are weak, but they induce a cou-
pling between the delocalized states. In a real system we thus expect
that the delocalized states will quickly relax and finally decay to the
ensemble ground state.

One idea for future experiments is to induce these fluctuations in
a controlled way to induce transitions between delocalized states. We
have seen in section 7.2 that in semiconductor sample, local charge
carrier clouds can be created with a ultrafast laser pulse and that
these charge carriers induce electric fields that Stark-shift the reso-
nance of a quantum dot. One could imagine that if pulses are applied
to certain members of the ensemble, transitions into a number of pre-
ferred delocalized states can be induced. Imagine two sub-ensembles
(similar to the energy traps in fig. 8.6b), separated by an energy bar-
rier that prevents a coupling of the two ensembles. A laser pulse in-
ducing a Dember field could temporally diminish the barrier, allow-
ing a coupling of the ensembles. To do these kind of experiments, we
have to further study technologies that allow us to create and struc-
ture grids of randomly distributed, coupling emitters.
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M O D U L AT I O N T E C H N I Q U E S F O R
C W- S P E C T R O S C O P Y O F S I N G L E Q U A N T U M D O T S

In the last chapters we focused on transient spectroscopy of single
quantum emitters, using optical pulses with duration of a few hun-
dred femtoseconds. The real advantage of such a setup is the tempo-
ral resolution, giving insight in dynamic processes within the emitter,
and the possibility to prepare or manipulate the state of the emitter
at wish. The temporal resolution comes at a cost: Spectral resolution
is achieved and limited in our setup by using a spectrometer as detec-
tor. The emitters we use have linewidths that are by a factor of 5-10

smaller than we can resolve. Aside from preventing us to resolve the
emission spectrum of the dots, it also degrades the signal-to-noise
ratio. Furthermore, the optical pulses are spectrally broad, making it
harder to study resonances individually if in close spectral proximity
to each other. In this case they have to be resolved at least spatially,
imposing restrictions on the sample structure. To overcome these re-
strictions we currently add a complementary, continuous-wave spec-
troscopy experiment with a narrow-line diode laser to the existent
optical setup. Sacrificing the temporal resolution, the spectral resolu-
tion will be better by a factor 10–100, limited by the spectral width
and stability of the laser emission. Depending on the information that
we like to have about the quantum dot, either transient spectroscopy
or continuous-wave spectroscopy will be used.

Still dealing with resonant spectroscopy, we need to discriminate
the emitter signal from the large background of the excitation laser
light, requiring a long integration time to beat the laser shot noise. At
the same time we have to avoid low frequency noise, which gets more
dominant the longer we integrate. This is done by shifting the emit-
ter signal to high frequencies via amplitude modulation or fast scan
techniques (see appendix B for an introduction to noise suppression
by modulation). As a great deal of the setup design depends on the
chosen modulation technique, we did preliminary tests of a number
of techniques, which can be divided in two classes: modulation of
the relative frequency detuning between the excitation laser and the
emitter resonance, and modulation of the relative position of the ex-
citation laser focus and the emitter. Both have to deal with the signifi-
cant coherence length of the continuous-wave excitation light, which
leads to parasitic interference effects that disturb the measurements.
In this chapter, we compare the two classes. Section 9.2 discusses the
modulation of the detuning between emitter and laser and in sec. 9.3
we discuss the modulation of the relative position of emitter and exci-
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tation spot. Before we start with the discussion, we briefly introduce
the experimental setup and the signal formation.

9.1 experimental setup and signal formation

The central element of the experimental setup is a confocal micro-
scope, illustrated in figure 9.1a. All beams coming from the light
sources are mapped confocally to a single spot on the sample. Simi-
larly, any light emitted from this spot is mapped confocally to a num-
ber of point detectors. Two pin hole mode filters prevent that other
spots on the sample are illuminated by the excitation beams or that
light emitted from other spots on the sample is detected. Spatial re-
solved images can be recorded by moving the sample relative to the
focus of the microscope objective while recording the detector read-
ings. This relative motion can be done by both moving the sample
or the focus. As our emitters need cryogenic cooling and sit within a
microscopy cryostat, we can move the sample either by moving the
whole cryostat, which is slow due to the its heavy weight, or by mov-
ing the sample within the cryostat, which requires actuators that fit
within the limited space and work in vacuum at cryogenic tempera-
tures. It is thus much easier to move the confocal spot on the sample,
although this has its own drawbacks, as we will see later.

The focal spot is moved using a laser scanner as depicted in fig-
ure 9.1b. It is a combination of a tiltable mirror and a 4f-lens system,
also termed telecentric system. After the tilt mirror the beam makes
an angle with the optical axis. The telecentric system maps this an-
gle to the back-focal-plane of the objective lens, which translates to
a lateral shift of the focus on the sample. The telecentric system also
guarantees that the beam is centered at the optical axis when crossing
the back-focal plane, avoiding clipping while using the full aperture
of the objective. Furthermore it ensures that the focus has a symmetric
angular spectrum with respect to the optical axis. This is important if
the sample is somehow sensitive to the angular spectrum.

The setup supports two operation modes, which are luminescence
emission spectroscopy using a diode laser emitting at 532 nm for
excitation in combination with a spectrometer plus a single photon
counter as detector, and resonant continuous-wave spectroscopy us-
ing a narrow-line tunable diode laser in combination with a standard
photo diode. The general procedure will be as follows. First, a con-
focal map of the luminescence emission is recorded with the single
photon counter to locate the individual quantum emitters. Then the
emitters are pre-selected according to their luminescence spectrum.
Finally, resonant spectroscopy is performed on the pre-selected emit-
ters by detecting with the photo diode the intensity reflected by the
sample in dependency of the detuning between the laser emission
frequency and the exciton resonance.
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Figure 9.1: Simplified sketch of the continuous-wave spectroscopy setup. a
shows the beam path. A tunable diode laser emitting at 740-790 nm is
used as light source for resonant spectroscopy. A second diode laser
emitting at 532 nm is used for luminescence emission spectroscopy. A
pin hole is used as a mode filter, after which the beams are confocally
mapped to the same spot on the sample surface. The lateral position of
the optical focus can be controlled with a tiltable scan mirror in combi-
nation with telecentric optics (see sketch in (b)). The light reflected by
the sample is again mode filtered with a second pin hole and collected
by a number of detectors, including a photo diode, a spectrometer and a
single photon counter. b sketches the working principle of the telecentric
scanner. A 4f-lens system translates the angle induced by the tilt mirror
to the back focal plane of the objective lens. The red and blue lines depict
the beam path for two different angles. Dashed lines indicate focal planes.
The focal points in the image plane are mapped to the sample surface.
The beams must trespass the back-focal plane of the objective lens at the
optical axis to avoid distortion of the angular spectrum within the focus.

signal formation Figure 9.2 illustrates the signal formation. In
contrast to transient spectroscopy (review fig. 7.2), the quantum emit-
ter is illuminated with a single mode laser beam at frequency ω in-
stead of broad band laser pulses. Of the light coming back from the
sample, the main fraction is excitation light reflected from the sample
surface. Only a tiny fraction is scattered by the quantum emitter. At
the detecting photo diode, both fractions interfere and the intensity
of the total field is measured. Given the electric fields of the surface
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Figure 9.2: This figure illustrates how the the detected signal is formed.
Light emitted from the diode laser reaches the sample and is mainly
reflected from the surface. A small fraction is scattered by the quantum
dot. Both fractions interfere at the detector. The inset in the upper left
shows the relative orientation of the exciton dipoles and the optical field
polarization. By tweaking the polarization we can select one or the other
or both excitons.

reflection and the quantum dot scattering, ~Er(ω) and ~Eqd(ω), the
detected intensity reads

I(ω) ≈ |~Er(ω)|2 + 2<{~Er(ω) ·~E∗qd(ω)}

≈ I0 · |r(ω)|2 + 2 · I0 ·<{r(ω) · σ(ω)} ,
(9.1)

where r(ω) and σ(ω) are the reflection coefficient of the surface and
the scattering coefficient of the quantum dot. We omitted the insignifi-
cant, pure scattering term |~Eqd(ω)|2. In the following sections we will
repeatedly speak of the background and the signal, by which we mean
the first and the second term of equation 9.1. Analogous we speak of
background modulation and signal modulation if either the background
or the signal changes due to the used modulation technique.

By sweeping the laser frequency with respect to the quantum emit-
ter resonance frequency, a spectrum is recorded. Obviously, we can
sweep either the laser emission frequency or the emitter resonance
frequency. While the former has the advantage to be technically sim-
ple to implement, it has the drawback of changing the optical path,
generating a possible background modulation. The latter leaves the
optical path unchanged, but is technically demanding and possibly
changes the properties of the observed structure. We investigate both
alternatives in the following section.

The signal is by orders of magnitude smaller than the background,
requiring integration over a certain timespan to lift it above the back-
ground shot noise level. The modulation is necessary to suppress the
zoo of different deterministic noise sources and stochastic 1/fα-noise
at low frequencies, immune against integration. Modulation shifts the
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signal to frequencies where these noise sources are insignificant. We
use amplitude modulation of the signal in combination with a lock-in
amplifier, measuring the complex amplitude ∆I of the detected inten-
sity at the modulation frequency. To get rid of I0 in eq. 9.1, we also
detect the average 〈I〉 ≈ I0 · |r(ω)|2 and normalize ∆I with it.

An alternative to lock-in modulation is the fast-scan approach,
which is described in the appendix B. The challenge with any modula-
tion scheme is to prevent modulation of the background and of noise.
In the following subsections we discuss four different approaches to
modulate signal term in equation 9.1. We investigate the modulation
of the light source emission wavelength, of the exciton resonance
wavelength, the laser focus position and the sample position. Each
method has advantages and drawbacks.

9.2 wavelength modulation of light source and quan-
tum dot

As the laser frequency is anyway tuned to record the spectrum, the
first ansatz to achieve signal modulation is dithering the emission
wavelength of the laser within a small interval while tuning the cen-
ter frequency over the quantum dot resonance. The detected signal
then is the derivative of the spectrum at the center wavelength of
the dither interval. This technique requires that on frequency scales
defined by the spectral width of the quantum emitter emission the
background signal does not depend on the frequency of the light
source, I0 · |r(ω)|2 = const.

We use an external cavity diode laser in Littman-Metcalf configu-
ration [91]1. A grating within the cavity provides a high selectivity of
the emission wavelength with linewidth below 300 kHz. One of the
higher diffraction orders of the grating is used to couple light out
of the resonator. The tilt angle of one of the cavity end mirrors is
turned to control which spectral component is fed back to the res-
onator mode. The tilt angle can be modified computer controlled
with a stepper motor and a piezo actuator. The mode-hop free tuning
range of the emission frequency is 40–50 GHz, fitting the expected
quantum dot linewidth of 5–25 GHz. Alternatively, the emission fre-
quency can be tuned rapidly in a small interval by modulating the
diode current.

Both methods also change the output power of the laser. We com-
pensate this with a liquid crystal power stabilizer. The stabilizer com-
pensates changes of the emitted intensity up to frequencies of 3 kHz
by up to three orders of magnitude. Nevertheless, we found that the
intensity at the detector photo diode of the confocal microscope setup
changes much stronger with both, the diode current and the voltage
of the laser cavity grating piezo actuator. Figure 9.3 shows different

1 Model LION, Sacher Lasertechnik
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Figure 9.3: a These graphs show the intensity of the diode laser light, mea-
sured by the photo diode of the confocal microscope, in dependency on
the laser diode current and the detuning due to the cavity grating angle.
a shows the case without stabilization. b shows the stabilized case. The
power stabilizer is placed right after the laser output. c and d show the
corresponding intensity readings of the internal photo diode in the laser
head. Note that they do not show the fringe-like pattern.

measurements of the intensity of the laser emission in dependency
of the laser diode current and the frequency detuning as controlled
by the cavity grating. Subfigures 9.3a and b compare the intensity,
as measured with the photo diode of the confocal microscope, with
and without the power stabilizer. Without stabilization the power in-
creases with the diode current as expected. The jump-like features are
mode hops where the emission wavelength flips suddenly. Superim-
posed is a fringe like pattern. While the gradient with the laser diode
current is removed by the power stabilizer, the fringe like pattern is
not affected. Parallel to the recordings of the emission intensity with
the confocal microscope, we recorded the emission intensity also with
a photo diode inside the laser head, shown in subfigures 9.3c and d.
Of course the power stabilizer has no effect here. Note that there are
no fringes visible, which indicates that their origin is due to optics
outside the laser head.

Further investigations reveal that the fringes are due to interference
of spurious reflections within the optical path, which comes about by
the long coherence length of over 500 m. The total intensity at the
photo diode depends on the relative phase of all interfering electric
fields, which changes with the frequency of the light. For this reason
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Figure 9.4: a illustrates the sample structure. A membrane containing quan-
tum dots is placed on top of a piezo actuator. The piezo crystal is covered
with gold electrodes to which a voltage source is connected. b shows a
photography of the sample, placed on a chip carrier and connected to the
voltage source with wires bonded to the top electrode. On the right of
the piezo the quantum dot membranes are visible. c shows the schematic
of the voltage source, described in the text.

it is not possible to modulate the signal by dithering the emission
wavelength as it also modulates the background. Up to the present
day, we are not able to get the modulation level of the background to
less then 1%, far too large to separate the quantum dot response.

Alternatively, we can modulate the quantum dot resonance fre-
quency. As stated before, this is technically more involved as it re-
quires substantial changes to the sample structure. In our case, we
use strain within the semiconductor matrix to tune the resonance fre-
quency. For this purpose, the quantum dots are fabricated within a
membrane of only a hundred nanometers total thickness. The mem-
branes are transfered to a piezo actuator, which stretches and com-
presses the membranes[92, 93]. The samples are developed by the
group of Oliver G. Schmidt in Dresden. Compared to Stark-shift mod-
ulation[68, 69], this has the advantage that we do not need electrodes
near the quantum dot. Figure 9.4a illustrates a sketch of the sample
structure. The piezo actuator is covered with gold electrodes to which
a voltage is applied. A photography of the real sample, mounted to
an aluminum nitride chip carrier and electrically contacted via wire
bonding, is shown in figure 9.4b. The drive electronics are sketched in
figure 9.4c. It contains a DC path (blue) that delivers a high-voltage
bias to control the center emission frequency of the quantum dots.
The supported voltage range of the piezo is -200 V – +600 V between
the top and the bottom contact. The AC path (red) allows us to im-
pose a low-voltage modulation on the DC bias with a waveform gen-
erator.
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Figure 9.5: a shows the piezo voltage-dependent shift of the photolumines-
cence emission spectrum of a quantum dot within a strained membrane.
X denotes the exciton emission, Xc and XX are the charged excitons and
bi-excitons. b shows the detuning of the exciton peak position with re-
spect to the bias voltage. The voltage dependency is nearly linear with
a small quadratic contribution. Fit parameter values can be found in the
text.

Figure 9.5a shows how the photoluminescence emission spectrum
of a quantum dot within the strained membrane shifts with the bias
voltage. Visible are exciton, trion and bi-exciton lines, all shifting ac-
cording to the applied strain. To determine the energetic shift per
applied voltage, we investigate the exciton emission peak position in
dependency of the bias voltage (see fig. 9.5b) and fit a quadratic func-
tion ax2 + bx to the data. This is done separately for positive and
negative bias voltages. The fit parameter values are

a+ = +0.010µeV/V2, b+ = −5.3µeV/V

a− = −0.003µeV/V2, b− = −5.6µeV/V
(9.2)

The modulation interval should be on the order of the exciton emis-
sion linewidth, which is about 5− 15µeV in the as-grown samples,
embedded in a bulk crystal. In the membranes, the exciton emission
of many dots is broadened above the spectrometer resolution. It is
reasonable to assume that in the membranes all dots have a broader
linewidth compared to the as-grown crystal. We thus use relatively
high modulation depth of 20 − 50µeV . To avoid changing the laser
emission wavelength at all, the whole spectrum of the quantum dot
should be recorded by tuning the quantum dot resonance frequency.

The general measurement procedure is thus to locate the quan-
tum dot using confocal maps of the photoluminescence emission and
determine the resonance frequency with a spectrometer. The diode
laser emission wavelength is then tuned to match the emission wave-
length of the quantum dot within the resolution limit of the spectrom-
eter (≈ 100µeV). Afterwards the quantum dot resonance is strain-
tuned over the laser emission line while simultaneously modulating
by 20− 50µeV at a frequency between 0.2 kHz–2 kHz. We check the
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Figure 9.6: a shows a spatial map of the differential intensity on top of a
GaAs membrane. The membrane sits on a gold covered piezo actuator
that induces periodic strain at a frequency of 1.2 kHz. b shows the corre-
sponding time averaged intensity.

photoluminescence spectrum to make sure that the laser emission
wavelength lies within the tuning interval.

It turns out that the strain modulation generates a strong back-
ground modulation on the membrane substrate alone, depending on
the position on the membrane, the absolute applied strain and on the
focus height. Figure 9.6a shows an example of how ∆I/I changes with
the position on the sample surface. The map is a 20x20µm2 section
on the membrane. The modulation depth is 50µeV at a frequency of
1.2 kHz. The center wavelength of the laser is 792 nm. In fig. 9.6b the
corresponding average intensity is shown. Clearly, the modulated sig-
nal shows features that do not corresponds to a change of the total
intensity.
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Figure 9.7: a shows the differential intensity on the AlGaAs membranes
against the bias voltage. The strain is modulated by an equivalent of
50µeV resonance shift at 1.2 kHz. The expected signal strength of the
quantum dot is on the order of 10−4. b shows the corresponding time
averaged intensity.

The dependency of the modulated signal and the total intensity on
the bias voltage is shown in figures 9.7a and b. Note that the change
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of the differential signal is by one or two orders of magnitude larger
than the expected signal of the quantum dot exciton.

Right now the reason for the background modulation is not clari-
fied. We have seen that the modulation background depends on the
position on the membrane. Furthermore, we have found (not shown
here) that this dependency is very sensitive to the focus. Slight align-
ments of the focus height, not showing any change of the total inten-
sity, mean drastic changes of the background signal. In the same way
the background signal is sensitive to the use of a pin holes in the ex-
citation path or detection path. Considering this and considering that
the membrane is not flat and forms, together with the gold covered
piezo surface, a multilayer structure, a possible mechanism could be a
structural change of this multilayer due to the compression end elon-
gation of the the piezo crystal. Assume that the sample is a slab of
AlGaAs with a thickness 100 nm on a gold surface, and assume that
nAlGaAs = 3.38 and nAu = 0.14+ 4.9i. Then, using eq. 2.11 in part
one of this book to calculate the reflectivity of a multilayer structure,
a thickness variation of only 0.1 nm would lead to a change in reflec-
tivity of more than 10−4 at a wavelength of 792 nm. The conclusion is
that with the given sample structure we cannot utilize strain tuning
of the exciton resonance energy to modulate the signal.

9.3 position modulation of laser spot and quantum

dot

We have seen that the modulation of the laser emission frequency
and the exciton resonance frequency cannot be used in the presented
form. Alternatively, we can use Stark shift modulation, which was
shown to work reliably[68, 69, 94]. However, we still want to prevent
a direct manipulation of the local environment of the quantum dot.
Our next approach is therefore the modulation of the relative posi-
tion of the quantum dot and the excitation beam, neither of which
affords direct manipulation of the sample. It can be realized by either
moving the sample or the laser focus. The former has the advantage
of an unchanged optical path, with a lesser risk of background modu-
lation. On the other hand, it is technically more demanding in terms
of electronics, mechanics and cryogenics because a fast moving actu-
ator has to be brought into the cryogenic environment. Additionally,
a laser scanner is already installed in the setup. For this reason, it is
reasonable first to investigate modulation of the laser focus position.

focus position modulation We perform the modulation of
the laser focus with the tilt mirror used to record confocal maps of
the sample (review fig. 9.1). The mirror is simply dithered using a
waveform generator. The modulation frequency is limited to approx-
imately 200 Hz due mechanical resonances. To get a reasonable mod-



9.3 position modulation of laser spot and quantum dot 139

-2.5 +2.5
-2

+2

detuning (GHz)

(a) (b)

Δ
I /

 I 
(1

0-2
)

0

5μm
2.5

-2.5

0

Δ
I /

 I 
(1

0-2
)

0

Figure 9.8: a shows the differential intensity due to modulation of the lateral
laser focus position on the bare substrate in dependency of the laser
emission frequency detuning. b shows a confocal map of the differential
intensity at a fixed laser emission frequency. In the center the signature
of a defect on the substrate is seen. Everywhere else we see interference
fringes.

ulation depth of the quantum dot signal, the focus must be moved a
distance of at least once the size of the diffraction limited focus, which
is on the order of 0.5− 1µm depending on the microscope used.

The quantum dot is located spatially and spectrally using its pho-
toluminescence emission. Then the emission frequency of the laser is
brought to match with the exciton resonance frequency. The emission
wavelength of the laser is swept over the resonance while modulat-
ing the focus position. The total intensity is recorded in dependency
of the laser emission wavelength. A lock-in amplifier measures the
modulated fraction of the intensity.

Figure 9.8a shows the differential intensity in dependency of the
laser emission frequency, measured on the bare substrate. We see
again background modulation due to interference, the relative am-
plitude changing considerably when sweeping the laser emission fre-
quency. The background modulation is due to the change of the opti-
cal path when the laser focus is modulated along the surface. With the
optical path the interference conditions change and thus the detected
intensity. Figure 9.8b shows a confocal map of the differential inten-
sity around a defect on the sample surface. The spatial modulation
amplitude is 1µm in vertical direction, hence the bipolar shape of the
defect. On the bare substrate, interference fringes are visible. When
tuning the laser emission frequency, the fringes wander along the
surface. This leads to the modulated background seen in figure 9.8a.
The exact shape of the fringe pattern, its periodicity and amplitude in
particular, depends on many parameters such as position of the focus,
the alignment of the 4f-lens system, the center emission wavelength.
Up to now we have not found a systematic way to reduce the fringe
amplitude merely by specific alignment of the optical setup.

One approach to remove the interference fringes is to dither the
laser emission frequency in a small interval with a frequency much
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Figure 9.9: a shows a confocal map of the differential intensity due to mod-
ulation of the laser focus position while dithering the wavelength of the
laser emission wavelength at 700 Hz. b shows the same for dithering of
the laser diode current at 700 Hz.

larger than the modulation frequency of the laser focus. This is equiv-
alent to blurring the fringe pattern in figure 9.8b. We can either mod-
ulate the emission wavelength using the piezo actuator of the laser
cavity grating or the laser diode current. Figure 9.9a and b show the
same map as fig. 9.8b, but this time the the piezo actuator and the
laser diode current are dithered with a ramp generator at a frequency
of 700 Hz, which washes out the fringes almost completely. However,
as this technique only works if the dither interval is smaller than the
linewidth of the quantum dots, the question is how large the dither
interval has to be in practice, answered by measuring the relative
fringe amplitude in dependency laser emission frequency dither am-
plitude. This involves two steps. First, the fringe amplitude is deter-
mined with respect to the laser diode current dither amplitude. Then
the we need to determine the transfer function of the diode current
and the laser emission frequency. The transfer function is specified
by the manufacturer to be approximately 0.17GHz/mA. We can only
roughly check this as the resolution of our spectrometer is limited to
22GHz. We recorded the spectral position of the laser emission while
tuning the laser diode current Id over a range of 80 mA. For each cur-
rent value we calculated the weighted average emission wavelength,
〈f(Id)〉 =

∑
f · C(f, Id)/〈C(f, Id)〉, where f is the frequency and C is

the photon count at this frequency. 〈f(Id)〉 is approximately a linear
function with slope (−0.09± 0.01) GHz/mA, approximately half the
nominal value.

Figure 9.10 shows the resulting relative fringe amplitude versus
the laser emission frequency dither amplitude. The modulation fre-
quency is 2.56 kHz. We see that the fringe amplitude continuously
reduces until the dither interval reaches 3µeV . This is where the
fringes visible in the confocal map shown in fig. 9.8b shift half their
period. Afterwards the amplitude rises again and reaches a local max-
imum. This is where the the fringes shift once their period. This is in
agreement with the fringe period seen in the laser emission frequency
sweep shown in figure 9.8a. So although we reduce the spectral reso-
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Figure 9.10: Shown is the standard deviation of confocal scans due to fringes
in dependency on the dither amplitude of the laser emission frequency.

lution of the laser considerably, it is still enough to resolve the quan-
tum dot resonances. However, we also see that the fringes reduce only
by an order of magnitude, and fig. 9.8a indicates that the fringe pe-
riod changes with the laser emission frequency, which means that the
dither interval has to be adapted while taking spectra. The same is
true for other parameters, because as stated above, the fringe pattern
depends on the particular adjustment of the setup, lateral position
of the laser focus, etc. The dithering needs to be adapted to all these
parameters, which makes it an unreliable approach.

sample position modulation To prevent the change of the
optical path by moving the laser focus we can modulate the sample
position instead. This is done with a piezo actuator placed within the
cryostat. The sample is mounted on top as depicted in figure 9.11a.
Disadvantage of the this technique is the reduced thermal conductiv-
ity of the piezo crystal compared to direct contact of the sample with
the cryostat cold finger. Furthermore, the performance of piezo actu-
ators tend to reduce at cryogenic temperatures, requiring rather large
actuators for a given lateral displacement. In exchange, no change
has to be done to the sample structure and basically no restrictions
are imposed on the sample design, except that it must fit on the actu-
ator.

The actuator is a P-141.10 piezo stack made by PI Ceramic GmbH.
Its maximum nominal lateral displacement is 10µm at room tempera-
ture, and estimated to be 2− 5µm at a temperature of 10 K. In order to
not contaminate the piezo actuator on the long term with conducting
silver solder, copper plates are glued on top and bottom of the piezo
with GE varnish. The sample substrates are glued to the top copper
plate with silver solder. Then the complete stack is mounted into the
cryostat. The electrical drive is shown in figure 9.11b. The output of
an waveform generator is transformed by a factor of 10 to produce the
necessary HV voltage of ≈ 200V . The frequency is 100–300 Hz and is
limited by the frequency response of the actuator and the transformer.
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Figure 9.11: a shows a sketch of the sample mount with piezo actuator. The
piezo displaces its top site in horizontal direction by 2 − 5µm at cryo-
genic temperatures. b shows the electronic drive circuit. A voltage of
0− 10Vpp at 123 Hz is fed to a 10x step-up transformer. The piezo actu-
ator is connected directly to the secondary transformer winding.

The transfer lines into the cryostat each have a resistance of 50 Ω. We
use four parallel lines to reduce the total resistance to 12.5Ω. When
cooling down, this resistances also guarantee a smooth discharging
of the piezo capacitance due to strain relaxation.

First we check again for modulation background. The measure-
ment procedure is as with focus modulation. The laser emission wave-
length is tuned while recording the differential intensity due to the
sample position modulation. The piezo actuator is driven with a volt-
age of 10 Vpp at 127Hz. We perform the test at room temperature
and at realistic excitation powers, 1− 10 µW at the sample, delivering
100nW at the photo detector. The detector gain is 107 V/W, corre-
sponding to a detector bandwidth of 50 kHz. Figure 9.12 summarizes
the results. Graph (a)-(c) shows the unnormalized differential inten-
sity, the total intensity and the normalized differential intensity re-
spectively. The laser emission detuning is given in GHz and meV for
convenience. We see that the differential intensity and the total inten-
sity show typical signs of interference fringes. However, in contrast to
the approaches discussed before, the fringe amplitudes in the differ-
ential signal and the total signal are proportional to each other and
cancel in the normalized signal. The standard deviation of the normal-
ized signal is 1.7 · 10−5, which is by a factor 10-50 below the expected
signal strength of the quantum dot. The differential signal was ac-
quired with a time constant of 47 ms with a filter slope of -48 dB/oct,
corresponding to a noise equivalent bandwidth of fNEBW = 1.1Hz.
The shot noise of laser light with optical power P = 100nW at a
wavelength of λ = 770nm is

σSN =

√
2 · P · fNEBW

hc

λ

= 0.24 pW .
(9.3)
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Figure 9.12: This figure shows the modulation background signal while scan-
ning the laser emission frequency. The detuning is given in meV in the
lower x-axis and in GHz on the upper x-axis. a shows the unnormal-
ized differential signal at the modulation frequency of 127 Hz. b shows
the total intensity. It shows the typical interference fringes known from
other modulation approaches. c shows the normalized differential inten-
sity. The fringes seen in (a) and (b) cancel. The standard deviation along
the horizontal axis is 1.7 · 10−5.

For each laser emission frequency the signal was averaged 265 times.
Hence, the shot noise level of ∆I/I is

0.24 pW√
256 · 100nW

= 1.5 · 10−7 . (9.4)

The measured signal thus is by a factor of 100 above shot noise. This
is due to the low modulation frequency. Figure 9.13 shows the fre-
quency spectrum of the photo diode output voltage, recorded for
320 ms at a sampling rate of 6.4 ksps. Different curves refer to dif-
ferent optical powers as denoted in the legend. We see that at the
piezo modulation frequency of 123 Hz, used to produce fig. 9.12, the
noise level is 1-2 orders of magnitude above shot noise. The noise
floor at high frequencies fits to the values expected for shot noise up
to a factor of order 1.
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Figure 9.13: This graph shows the noise spectrum of the detected intensity.
The sample rate is 6.4 ksps. The different colors denote different values of
the average detected intensity. The detector gain for 10, 100 and 1000 nW
was set to 100, 10 and 1 MV/W respectively. The modulation frequency
of 123 Hz used in the experiment is marked by the dashed line.

The figure also shows that at the desired frequency range of a few
hundred Hertz, there is a number of deterministic noise sources with
relative amplitudes on the order of 10−5 − 10−4. Those can be at-
tributed to vibrations and acoustics, indicating that a higher mod-
ulation frequency in the kHz-range is necessary. The modulation
amplitude of the used piezo actuator is too low at these frequen-
cies. However, we can artificially double the modulation frequency
by modulating the quantum dot position symmetric relative to the
laser spot, such that it crosses the laser spot twice per modulation
cycle. Care must be taken that the displacement of the quantum dot
is large enough. Otherwise the modulation depth will be reduced by
this technique.

We performed first test measurements on single self-assembled
quantum dots with the available piezo actuator. Figure 9.14a shows
a luminescence spectrum typical for the used quantum dots. The ex-
periment is carried out on the isolated exciton line, marked in the
spectrum. The linewidth of all investigated quantum dots is below
the spectrometer resolution limit of 55µeV2. The piezo drive volt-
age is 10Vpp at a frequency of 143 Hz. Figure 9.14b shows the pho-
toluminescence emission count rate while modulating the quantum
dot asymmetrically into the focus. The modulation depth is 83% and
proofs that the modulation really works.

2 Spectrometer: Princeton Instruments SP750, Grating: 1800 l/mm, 500 nm blaze angle,
center wavelength 777 nm



9.3 position modulation of laser spot and quantum dot 145

0 50

time%(ms)

co
un

ts
%(1

03 )

776 782

wavelength%(nm)

779

0.2

1.2

25

co
un

ts
%(a

rb
.%u

.)

(a) (b)

X

16%

100%

Figure 9.14: a shows a typical luminescence spectrum of the quantum dots
used in the experiment. b shows the luminescence count rate of a single
quantum dot while modulating the sample position.

Up to now, we were not able to clearly identify the signature of a
quantum dot under resonant excitation. Figure 9.15 shows the differ-
ential intensity spectra of two emitters, recorded with different con-
figurations of the modulation scheme. The first one was measured
while modulating the emitter position symmetric around the laser
spot and locking to the second harmonic frequency. The second one
was recorded while modulating asymmetrically, with one of the mod-
ulation turning points within the laser focus, and locking to the fun-
damental frequency. There is signatures that may be due to the ex-
citons of the quantum dots, but right now they are not reproduced
reliably neither on the same emitter nor on different ones. Further-
more, we made the experience that the current design of the sample
holder is prone to breaks of the joints between the piezo actuator
and the cold finger. While this does not seem to be a problem with
respect to the modulation, it drastically reduces the thermal contact.
We were only in two cases able to cool the quantum dots down to tem-
peratures where they show resolution limited emission. We suspect
that the joint breaks during cool-down or warm-up phases or when
the sample is modulated. For this reason, without more extended pa-
rameter studies, including excitation power, optical polarization and
modification of the modulation technique, it is hard to verify that the
features observed in fig. 9.15 are signatures of excitons.

Currently we are working on a redesign of the sample holder. A di-
rect heat bridge between the cold finger and the sample carrier could
solve the problem of bad heat conductance. For example, a circular
net of copper wire strands could provide the necessary heat conduc-
tance while keeping the connection flexible as required for proper
modulation. Additionally, the current design prevents the usage of a
heat shield due to limited space within the cryostat.
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Figure 9.15: Shown are the continuous wave scattering spectra of two differ-
ent quantum dots. a was recorded with a symmetric modulation of the
quantum dot relative to the laser focus and at the second harmonic. b
was recorded with a asymmetric modulation of the quantum dot relative
to the laser focus at the first harmonic.

9.4 summary

In the last sections we investigated four different approaches to mod-
ulate the signal of a single quantum dot exciton. The priority was
to impose as little restrictions as possible on the sample design. The
biggest challenge is to overcome the background modulation due to
the modulation of the optical path.

The least invasive techniques, modulation of the optical focus posi-
tion and modulation of the laser emission frequency, are those where
a modulation of the optical path cannot be avoided as it is part of the
modulation principle. In the case of laser emission frequency mod-
ulation, we found no way to suppress the background modulation,
which is by orders of magnitude larger than the signal amplitude.
In the case of focus position modulation we were able to suppress
the background modulation by one order of magnitude by dither-
ing the emission frequency of the laser. We found, that the required
dither amplitudes are on the order of 1− 2GHz, that is 5− 10µeV ,
still enough to resolve the quantum dot excitons we are currently us-
ing in our experiment. Possible next steps is to make the technique
more robust and optimize the level of suppression. Up to now, the
technique was not tested under realistic conditions, considering exci-
tation power and integration time.

In contrast to modulation of the laser focus position and the laser
emission frequency, we investigated two approaches that, nominally,
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do not change the optical path. They impose more restrictions on
the sample design and are more demanding considering technical
realization. Strain-modulation of the sample substrate with a piezo
actuator does shift the exciton resonance position. Its advantage is a
relatively high cut-off frequency in the kHz range. It works only for
membrane samples, but does not require direct modification of the
sample structure. We found that with the current design, the strain
modulation leads to a strong background modulation, possibly due
to a change of the optical properties of the substrate. The current
design of the tuning device is thus not suited for continuous-wave
spectroscopy.

The last approach we studied is spatial modulation of the sam-
ple position. Of all the techniques we tried, it is the only one where
no background modulation occurs. Under realistic conditions we
reached a noise level of 1.7 · 10−5, two orders of magnitude above the
expected shot noise level. The additional noise can be attributed to the
low modulation frequencies of 100-200 Hz, a range where stochastic
1/fα-noise and deterministic noise sources due to acoustics and elec-
tronics are significantly larger than shot noise. Hence, the signal to
noise ratio should improve drastically at higher modulation frequen-
cies. With the current design, we performed first test measurements
of the differential intensity spectrum on quantum dot excitons, but
could not find clear evidence that the features found in the spectrum
are due to excitons. Systematic studies on quantum dots at low tem-
peratures are hindered due to the error prone mechanics of the actu-
ator mount and bad heat conductance of the piezo crystal. The next
step is thus a complete redesign of the modulator stage with focus
on higher modulation frequencies and a direct thermal contact be-
tween cold finger and the sample. With these modifications, we find
no principle reason that spatial modulation of the sample should not
work.





10
S U M M A RY A N D C O N C L U S I O N

Part two of this thesis is embedded in the large topic of resonant spec-
troscopy and coherent control of quantum emitters, with the future
goal of implementing quantum information processing routines, pos-
sibly in large networks of such emitters. Within this broad context,
we addressed mainly three sub-topics, namely transient pump-probe
spectroscopy of single quantum dots, resonant continuous-wave spec-
troscopy of single semiconductor quantum dots, and formation of
emitter networks.

First we investigated if our particular type of emitter, self-
assembled semiconductor quantum dots, is in principle suited to im-
plement coherent control experiments. This was done in chapter 7 by
comparing the experimentally determined behavior of the quantum
dots and the theoretical behavior of a V-atom in a number of well-
known test cases, namely absorption bleaching, perturbed induction
decay and Rabi oscillations. We found that in the first two cases, the
quantum dots mimic the V-atom very well and that the spectral fea-
tures found in the experiments can be clearly attributed to distinct
processes initiated by particular pulse sequences. Using the theory
of the V-atom to reproduce these features, we were able to deduce
the optical properties of the quantum dots. We found that the exci-
ton coherence lifetime in our dots is 90 ps and that the population
lifetime is 230 ps. Furthermore we were able to show that the unex-
pected stretching of the Rabi cycles observed with the used quantum
dots is not an intrinsic property of the dots, but a consequence of the
electric field induced by the Dember effect that quenches the exciton
dipole moment via Stark’s effect. The Dember effect occurs at a the
interface of the lower AlGaAs barrier and the GaAs substrate, which
can be moved far away from the dot in future samples, eliminating
the deviation from the theory. However, our model does explain the
stretching only qualitatively. Predicting the strength of Stark’s effect
using ab-initio calculations of the optical properties of the quantum
dot, we would expect a much stronger spectral shift. However, this
shift is not observed and further experiments are necessary to clarify
this point.

The next subtopic, discussed in chapter 8, was concerned with the
formation of networks of randomly distributed, coupling two-level-
systems. In a network of identical two-level-systems on a regular grid,
the delocalized states are defined by the shape of the grid geometry.
For example, the delocalized states of a rectangular grid have drum-
like patterns. We studied, how these patters change when the network
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elements have inhomogeneous eigenenergies. We found that the inho-
mogeneity in general degrades the delocalized network states, lead-
ing to localization of the excitation to single network elements. How-
ever, if there is local correlation of the eigenenergies, spatially sepa-
rated sub-networks form within energy traps. Their shape is defined
by the local eigenenergy landscape. We also found that the optical
excitation must be local, compared to the extension of the states. This
could be realized with near field probes and optical nanoantennas.

In chapter 9 we discussed four approaches to implement a modula-
tion scheme in a resonant continuous-wave spectroscopy experiment
on the single particle level. We required that the technique is mini-
mally invasive considering the sample design. The four techniques
can be divided into modulation of the relative energy of the quantum
dot resonance and the light source and into modulation of the rela-
tive position of the quantum dot and the excitation spot. We showed
that due to the very long coherence length of the light source, a mod-
ulation scheme needs to prevent a change of the optical path length.
We found that this is true only for the modulation of the sample po-
sition, which was realized with a piezo actuator. Using the current
design, the technique suffers from insufficient thermal contact and
allows only for small modulation frequencies, making it prone to
low-frequency noise. Spectral features found in preliminary measure-
ments on single quantum dots could therefore not be safely attributed
to exciton resonances. Nevertheless, with further improvements, the
technique is the most promising candidate for a non-invasive modu-
lation scheme.

The results on the different subtopics suggest an number of possi-
ble follow-up experiments. First of all, the quantitative discrepancy
found when modeling the influence of the Dember effect on Rabi
oscillation via Stark’s effect motivates further investigations of the re-
action of our dots to electric fields. Furthermore, the existence of the
Dember effect itself opens new possibilities to manipulate the opti-
cal properties of the quantum dot on picosecond timescales. We have
taken first steps in this direction by nanostructuring the sample sub-
strate, with the goal of confining the photo carrier clouds and thus
manipulating the formation of the electric fields. However, the used
technique of ion beam milling is too invasive, destroying most of the
quantum dots within and close to the exposed area. This was also the
case when using protective layers. Other techniques such as reactive
ion etching can solve this problem while allowing a controlled struc-
turing of the sample surface. Reactive ion etching can also be used
to structure the shape of networks of randomly distributed semicon-
ductor quantum dots. Such samples can be made with a very high
density of quantum emitters. Alternatively, instead of shaping the
network by removing material, specifically designed metallic anten-
nas could be used to change the distance dependence of the coupling
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in a limited area. All this should have impact on the properties of
the delocalized network states. Another field of research suggested
by our results is the local excitation of such networks using near field
probes or nanoantennas. In a coherently coupled network, such exci-
tation should result in a clear signature, mediated to us for example
by interfering, anti-bunched single photon emission even from dis-
tinct spots of the network.





Part III

A P P E N D I X





A
T H E J A C O B I - A N G E R E X PA N S I O N

Here we derive the mathematical identities used in sec. 4.3 to calcu-
late the Fourier components of the detected signal power at the mod-
ulation frequency and its second harmonic. The identities used state
that the Fourier transform of f(t) = cos(α+ β cosωt) at frequencies
ωm and 2ωm is

F{f}(1ωm) = −
√
2π · J1(β) sinα (A.1)

F{f}(2ωm) = −
√
2π · J2(β) cosα . (A.2)

These identities are derived from the Jacobi-Anger expansion[51],

eiz cosθ =

n=+∞∑
n=−∞ Jn(z)e

inθ . (A.3)

where Jn are Bessel functions of the first kind. The first step is to use
Euler’s equation and represent cos(α + β cosωt) by complex expo-
nentials. Then we use eq. A.3 and replace the complex exponentials
by sums over Bessel functions,

cos(α+β cosωmt)

=
1

2

(
ei(α+β cosωmt) + e−i(α+β cosωmt)

)
=
1

2

n=+∞∑
n=−∞

[
Jn(β)e

iα + Jn(−β)e
−iα

]
ineinωmt .

(A.4)

This is already an expansion of cos(α+ β cosωt) into harmonics of
exp(iωmt). The spectral coefficients of f(t) at frequencies ωm and
2ωm are found by dropping all the sum terms except for n = ±1,±2.
For the next steps, the following identities are important, which fol-
low from the definition of the Bessel functions,

J−n = (−1)nJn (A.5)

Jn(−β) = (−1)nJ(β) . (A.6)
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With those we get for n = ±1

cos(α+β cosωmt)|1ωm

=
1

2

[
J1(β)eiα + J1(−β)e−iα

]
i1eiωmt

+
1

2

[
J−1(β)eiα + J−1(−β)e−iα

]
i−1e−iωmt

(A.7)

=
1

2

[
J1(β)eiα − J1(β)e−iα

]
ieiωmt

−
1

2

[
−J1(β)eiα + J1(β)e−iα

]
ie−iωmt

(A.8)

= −2J1(β) sinα cosωmt , (A.9)

and for n = ±2 we get in the same way

cos(α+β cosωmt)|2ωm = −2J2(β) cosα cos 2ωmt . (A.10)

Taking the Fourier transform of eq. A.9 and eq. A.10 yields

F{f}(ωm) = −
√
2π · J1(β) sinα

F{f}(2ωm) = −
√
2π · J2(β) cosα .

(A.11)
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N O I S E S U P P R E S S I O N B Y M O D U L AT I O N

Noise suppression works either by removing a source of noise or by
separating the frequency bands of the noise and the measured signal.
The latter approach comes in handy when we cannot remove a source
of noise from the apparatus. These almost always exist and turn fun
into frustration. To get the fun back, we need to know the spectral
characteristic of the noise and means to perform the separation of the
frequency bands.

Our setups basically consists of a light source, some optical system
and detector electronics. The dominant intrinsic sources of noise that
cannot be avoided are 1/fα-noise and shot noise due to photons and
electrons. Both are stochastic types of noise.
f−α-noise is dominant at low frequencies only. It is found in many

domains and has diverse, often unknown, origins. In electronics, 1/f-
noise is termed flicker noise and found, for example, in the output
operational amplifiers and vacuum tubes. It originates from the sta-
tistical fluctuations of the properties of the used materials. Other typ-
ical noise sources at low frequencies are vibrations, thermal drifts,
or interference from electronic devices (power lines, switching power
supplies).

With increasing frequency, 1/fα-noise decreases and is eventually
dominated by photon shot noise. In practice, shot noise can be con-
sidered white. Thus there will always be a frequency, called corner
frequency, where shot noise is larger than 1/f noise. This behavior is
demonstrated in figures B.1a and b, which show typical time domain
signals of white noise and flicker noise respectively. The noise curves
are generated artificially: temporal white noise is generated by sim-
ply taking the inverse Fourier transform of white noise spectra, that
is, complex numbers with unity magnitude and randomized phase.
To get temporal flicker noise, the magnitudes of the complex num-
bers are weighted with an 1/f-law. Figure B.1c shows the Fourier
transform of a time trace with white noise and flicker noise super-
posed. At low frequencies we see the characteristic negative slope of
the 1/f-noise. At some corner frequency the noise floor levels out and
white noise dominates. The spectrum of a possible base band signal
is shown schematically. In principle it is larger than the shot noise
floor, but at low frequencies, it is hidden by the 1/f-noise.

The goal, hence, is to separate the signal from noise in the base
band. In the next section we introduce two techniques that allow
this: lock-in detection and fast scan. Lock-in modulation is widely used
and based on amplitude modulation combined with a phase sensi-
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Figure B.1: a A computer generated time domain signal limited by white
noise. b A computer generated time domain signal including flicker
noise and white noise. c The Fourier transform of (b). The noise floor is
limited by shot noise at high frequencies. At low frequencies the charac-
teristic 1/f slope of flicker noise is visible. The base band signal imposed
on the optical signal (sketched as green shade) is below the noise floor.

tive detector. Fast scan is very similar to noise suppression in oscillo-
scopes and is convenient whenever the signal waveform is generated
by sweeping a control parameter.

b.1 amplitude modulation and lock-in detection

Amplitude modulation is the mixing of a base band signal yBB with
an RF carrier cosωmt,

yAM(t) = yBB(t) · cosωmt

The multiplication of two signals in the time domain means convo-
lution of the corresponding Fourier transforms in the frequency do-
main. In the case of yAM as defined above, this means a delta spike
at ωm convolved with the Fourier transform of yBB. Accordingly,
the spectrum of yBB is translated by the modulation frequency ωm.
Figure B.2a illustrates the effect of amplitude modulation in the fre-
quency domain. The baseband signal (indicated in green) would be
obscured by the noise. However, due to the frequency translation by
ωm into the RF band it is lifted above the noise floor.

Figure B.2b shows, from left to right, the signal path of an experi-
ment utilizing amplitude modulation. The base band signal is mixed
with an RF carrier cos(ωmt) to perform the initial frequency transla-
tion. Afterwards, low frequency noise might enter the signal path and
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Figure B.2: a Lock-in modulation, in essence, is based on the separation of
the signal frequency band and the noise frequency band. The separation
is achieved by mixing the signal with an RF carrier. b Illustration of the
signal path in a lock-in detector experiment when low frequency noise is
imposed after RF mixing. The insets show the schematically the spectral
behavior of the signal (green) and noise (blue) after modulation and after
demodulation. c The same as in (b) except that the noise is imposed
before modulation. In this case the noise frequency band is not separated
from the signal frequency band and spoils the noise suppression.
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obscure the waveform. The spectrum of the waveform is indicated by
the inset after the noise source.

Eventually the waveform reaches an amplifier, an analog-to-digital
converter, or a similar device. Idealized, these devices mark the bor-
der to a noise free environment. No noise will be added to the wave-
form afterwards. In practice, the device lifts the signal strength above
the level of any noise source that might follow on the remaining sig-
nal path.

After amplification, the noise on the waveform must be suppressed
and base band signal must be retrieved. The noise suppression is
done with a high-Q band pass filter centered around the modulation
frequency. The high-Q filtering is done by a trick: Instead of using an
expensive filters at the RF band frequency1, the signal is first demod-
ulated with a second mixer, which has exactly the same frequency as
the first mixer. Then the demodulated waveform is low pass filtered
with a very low cut-off frequency. This is equivalent to an extremely
high-Q tracking band pass filter at the RF band and provides at the
same time the demodulated base band waveform. The low frequency
noise, in contrast, is translated up to the RF band by the second mixer,
as shown in fig. B.2b by the inset after the demodulation. Note that
at low frequencies, the noise floor is now flat. The 1/f-noise appears
as a peak at the RF band. It is removed by the low pass filter. The
performance of the filter can be increased by averaging over more
modulation cycles. It can be driven to extreme values compared to
traditional filters.

There is a very important limitation to this principle: The noise
must enter the signal path after the initial RF modulation. Otherwise,
we cannot separate the noise spectral band from the signal spectral
band. This is illustrated in fig. B.2c, where we merely exchanged the
first mixer and the noise source. The insets emphasize the change in
the spectrum. The noise is translated together with the base band sig-
nal to the RF band and in the second mixer stage both are translated
back to the LF band. We cannot use the low pass to block the 1/f-
noise. The lock-in mechanism feeds through modulated noise. Thus,
when designing an lock-in detection scheme, we must take care that
the relevant noise sources are never modulated together with the base
band signal. For example, when the light source in a transmission ex-
periment is modulated, fluctuations of its intensity cannot be filtered
with a lock-in detector.

1 The costs of a filter – analog hardware, number of logic gates, or computation time –
are determined by fT /fc, the ratio of the transition bandwidth and the filter cut-off
frequency.
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b.2 noise suppression by fast scan

fast scan is another modulation scheme that allows us to suppress
low frequency noise. It is very useful whenever a waveform should
be recorded while tuning a control parameter. Such measurements,
of course, take time because we must integrate for a while for each
setting of the control parameter to get rid of high frequency noise. So
in practice, we record a time series. The longer the time series is, the
more the signal shifts to lower frequencies and the more it is obscured
by 1/f-noise. To give an example, fig. B.3a shows a time series of a
Gaussian obscured by 1/f-noise and white noise together with the
corresponding frequency spectrum. The spectrum of the Gaussian is
indicated by the green line. It is hidden in the 1/f-noise.

frequency

frequency

(b)

(a)

stretched 
Gaussian

time

x 105

time

x 105

Figure B.3: a The temporal evolution of a signal (green) is buried in flicker
noise. However, in the frequency domain representation we see that its
amplitude is larger than the noise floor at high frequencies. b The signal
frequency components are brought to the RF band by drastically decreas-
ing the parameter sweep time and repeating the sweep many times. The
effect in the frequency domain is shown on the right. The signature of
the signal are spikes on the RF noise floor. Their height corresponds to
the base band spectrum envelope of the signal (marked green).

As in lock-in detection, fast scan solves this problem by shifting
the base band signal to a white noise limited RF band. However,
in contrast to amplitude modulation, we do not mix the base band
signal with an RF carrier, but use the control parameter to modu-
late it. The frequency conversion is done by tuning the parameter
faster. The spectrum of the base band signal is stretched rather than
translated. The total integration time for each parameter value must
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be the same as before, required to eliminate high frequency noise.
That is done by repeating the parameter sweep many times in a row
as indicated in figure B.3b, sketching the modulated time trace and
the corresponding frequency spectrum. The spectral signature of the
Gaussian appears as spikes distributed over a large spectral interval.
The envelope of the spikes corresponds to the stretched spectrum of
the Gaussian. The spikes are due to the repetition of the sweep. Their
distance is equal to the rate at which the sweep is repeated. Note that
the time scale of the noise pattern shown in figures B.3a and b is the
same while the time scale of the signal pattern is squeezed. This is the
mechanism that separates the frequency bands of noise and signal.

frequency time

apply low pass
filter

(a)

(c)

(b)

(d)

time

sort data 
points

time

Figure B.4: a Schematic sketch of the time evolution in a fast scan measure-
ment. In each scan cycle the signal pattern is repeated, but its baseline is
changed by low frequency noise. The red dots mark a set of equivalent
points in the scans. Their amplitude change over time. b To demodu-
late the signal, the data points are reordered. The sets of identical points
are put in a row. This restores the base band version of the signal. The
base line shift of the scans repeats as identical RF noise pattern on each
segment. c The reordering of the data points effectively is a frequency
transposition. The flicker noise appears at high frequencies while the
spectral components of the signal are moved back to the base band. d
The flicker noise is removed with a low pass filter. This leaves us with
the shot noise limited signal pattern.
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As with amplitude modulation, the waveform is transfered to a
noise free environment. After that, the second step is to demodu-
late the waveform. That is done by averaging all data points that
correspond to the same sweep parameter value, like stacking the in-
dividual repetitions of the sweeps on top of each other. This directly
yields the looked for dependency of the signal on the sweep parame-
ter value.

Why is the stacking the same as demodulation and why does it
help against low frequency noise? Let us first discuss demodulation.
Figure B.4a shows schematically the modulated waveform. The base
line of each sweep is shifted due to low frequency noise. Now the data
points are reordered by the stacking: All data points corresponding
to the same sweep parameter value are put in a row as shown for
the points marked red. By this, all data points initially belonging to a
single sweep cycle (marked in green) are distributed over the whole
temporal range while data points initially belonging to a single sweep
parameter value are squeezed into a small temporal range. The result
is the the waveform shown in figure B.4b. We see that the parameter
sweep is stretched again to a large time interval, that is to say, the
waveform is demodulated.

Now let us discuss what happens to the low frequency noise. The
effect of low frequency noise is the base line shift of each parameter
sweep repetition. In each repetition, the signal amplitude for a given
sweep parameter value is different, as indicated by the red dots in
figure B.4a. By the stacking, these data points are put in a row and
appear as a noisy pattern in a small time interval as illustrated in
figure B.4b. Moreover, since the base line shift is constant during each
sweep cycle, this noise pattern repeats on each of the resorted time
intervals. That is, the low frequency noise is now modulated to high
frequencies and can be removed with a low-pass filter.

Expressed in one sentence, the stacking changes the order of the
data points such that formerly temporally distant data points are
squeezed together in a tiny time interval and temporally close data
points are distributed over a large time interval. Figure B.4c shows
the spectrum of a waveform like shown in fig. B.4b. The spectral fea-
tures of the Gaussian are scaled back to low frequencies. The noise
frequency band, however, is stretched and appears as spikes in the
RF band. The frequency of the first spike corresponds to the scan
rate. The averaging corresponds to low pass filtering the reordered
data set, that is, the stretched low frequency noise components are
removed. The result is presented in fig. B.4d.

Fast scan has the same limitation that lock-in detection has. Modu-
lated noise will be feed through and appear in the output waveform.
Additionally, fast scan has more requirements concerning the RF fre-
quency band. Usually, also within the RF bands some sources of noise
are apparent such as radio broadcast or RF interference from elec-
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tronic devices. With lock-in detectors we can avoid those by choosing
another RF carrier. A narrow low noise band is enough. With fast
scan we can in principle also change the scan rate, but the frequency
comb of the modulated waveform still spreads over a large spectral
range. Noise at frequencies of multiples of the scan rate will be de-
modulated into the base band signal.

The advantage of fast scan is its very simple implementation. Usu-
ally, the only requirement is a fast amplifier and a method to quickly
sweep the control parameter. Furthermore, fast scan is a very general
principle that, in essence, appears in many experimental techniques.
For example, oscilloscopes perform fast scan on a periodic waveform.
The implicit sweep parameter is the phase. An optical spectrometer,
quickly recording spectra repeatedly and averaging them, performs
fast scan with the light energy as sweep parameter.
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