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 Summary 

The self-assembly of amphiphilic matter is an extensive field describing the evolution of 

mesoscopic arrangements and is thus fundamental for many applications in medicine, 

biology, chemistry and physics. However, the underlying processes of self-assembly are 

still not completely understood. In this dissertation, a combination of two fields, namely 

microfluidics and small angle X-ray scattering (SAXS), was used to investigate self-

assembly processes of amphiphilic surfactants and block copolymers. This combination 

offers several key advantages, such as the small quantity of sample required, a controlled 

mixing by diffusion, in-situ investigation and the possibility to adjust the temporal 

resolution due to the translation of time to space in the microfluidic channels. 

Initially, appropriate materials were searched for the microfluidic device fabrication. The 

chip material had to hold many different properties, depending on the intended purposes. 

Besides the transparency and the ease of device fabrication, a material with low 

background scattering in small angle X-ray scattering was needed. Therefore, many 

different materials were tested with the in-house rotating anode. Furthermore, for systems 

or reactions requiring organic solvents, the device material had to be solvent resistant, in 

order to prevent the channel from swelling, resulting in the alteration of the chip geometry 

and thus the disruption of the flow profile. Subsequently, the materials were tested for their 

solvent resistance. 

The first kinetic process analyzed in a microfluidic device was the self-assembly of an 

anionic and a zwitterionic surfactant in water. The experiments were performed in a 

NOA81 based microchip with a perpendicular channel cross and an adjacent meander. The 

anionic surfactant, lithium perfluorooctanoate, formed spherical micelles in water above 

the CMC (critical micelle concentration), whereas the zwitterionic 

tetradecyldimethylamine oxide formed cylindrical micelles. The fast mixing in the 

microfluidic chip was compared to the slow interdiffusion experiment in the glass 

capillary. The two experiments showed different structural pathways. In the microchannel 

the spherical micelles and cylindrical micelles fused instantly when getting in contact and 

formed disks with 1:1 stoichiometry. Subsequently, the disks grew via fusion and 

developed a larger lateral dimension leading to a lamellar correlation in the SAXS 

measurements. The mixing of both surfactants in the capillary led to a shift of the original 
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sphere peak by the fusion of TDMAO cylinder strands with LPFO spherical micelles. This 

indicated the formation of non-stoichiometric LPFO-rich micelles, which aggregation 

number increased causing a shift of the scattering peak. Eventually, the disk-like micelles 

of 1:1 stoichiometry evolved, observed in a lamellar peak in SAXS. In this work, a very 

good temporal resolution of the early beginnings of the self-assembly process was 

obtained, followed by an insight into the synergistic effect of microfluidic and small angle 

X-ray scattering. 

In addition, new designs of microfluidic devices were developed and tested in this thesis to 

overcome the problem of the no-slip boundary condition at the MF-channel walls. For the 

investigation of the self-assembly process of diblock copolymers, a new three-dimensional 

flow-focusing hybrid device was developed to meet the requirements, such as no contact 

between the reagents and the channel walls, solvent resistance of the chip material and low 

scattering of the device at the analyzed position. Consequently, a solvent resistant 

perfluoropolyether based material (SIFEL) was used to obtain the mixing component, 

followed by the use of a thin walled glass capillary with low background scattering, acting 

as the extension to the main channel, which also served as the analysis component. 

Furthermore, the sheathing streams in the 3D chip design surrounding the two reactant 

streams prevented the contact to the channel walls, and thus avoided the disturbance of the 

self-assembly process induced by the no-slip boundary condition. An additional buffer 

stream flowing centrically between reactant A and B allowed the control of the position of 

the mixing point of the two reactants. The predicted flow in the new device was proven by 

CLSM (confocal laser scanning microscopy). SAXS measurements displayed an enhanced 

quality of the measurements due to the low background scattering of the hybrid device 

compared to polyimide MF-chips. Additionally, the new chip design led to a parallel flow 

of the reagent streams. This feature is advantageous compared to the conventional 

concentric flow, since SAXS measurements also allowed the measurement in y-direction, 

therefore increasing the spatial resolution. 

Subsequently, the self-assembly processes of the PI70-(b)-PEO60 diblock copolymer was 

investigated. First, the polymer was dissolved in dioxane and then mixed with water. The 

continuous flow experiments in the microfluidic chip revealed that this solvent-induced 

self-assembly process led to the building of micellar structures by interdiffusion in the first 

few milliseconds. These micelles arrange into lyotropic phases and the morphological 

transitions were followed with SAXS in the microfluidic channel.  
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Different flow rates of the individual streams allowed the access to different time spans 

after mixing. Calculation showed the fast evolution of spherical micelles within 10 ms after 

mixing and the arrangement of these micelles after 0.77 s. Eventually, this face centered 

cubic (FCC) ordering became more pronounced at later positions in the microfluidic 

channel. These results were compared to slow mixing experiments of PI-(b)-PEO/dioxane 

topped with water in a glass capillary. In these experiments, the concentration gradient 

scan showed a stronger segregation of the micellar cores at longer time scales. 

Furthermore, cryo-TEM measurements showed the coexistence of spherical and cylindrical 

micelles, vesicles and intermediate ñjellyfishò-like structures. These measurements 

confirmed the evolution of spherical micelles to cylindrical micelles, which fused into 

vesicle bilayers. 

Eventually, the kinetic investigations of the self-assembly of PEG-(b)-PLA block 

copolymers were performed. Therefore, two PEG-(b)-PLA block copolymers with varying 

chain lengths were used. Both PEG-(b)-PLA block copolymers were studied in the SIFEL-

capillary-hybrid chip, exhibited the fast diffusion-driven formation of cylindrical micelles. 

For the PEG217-(b)-PLA532 block copolymer with the higher molecular weight, the 

microfluidic investigation showed no structural evolution and instead a time dependent 

capillary experiment was performed. The measurement showed the evolution of cylindrical 

micelles to vesicles over a long period of time (19 hours). Finally, these experiments were 

compared to longer period measurements in glass capillaries, as the microfluidic chip 

measurements only revealed the micelles formation but no further evolution. The capillary 

scan measurements showed that for all concentrations, the unit cell dimension ὥ increased 

as the measurements proceeded from the polymer phase towards the water phase. Also, the 

core radius increased for all concentrations except for the 20 wt% PEG84-(b)-

PLA130/dioxane, where the core radius decreased due to the effusion of dioxane in the 

water phase. 
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 Zusammenfassung 

Die Selbstorganisation amphiphiler Stoffe ist ein umfangreiches Thema, das die 

Aggregationen von Partikeln im Mesobereich, beschreibt und somit grundlegend für viele 

Prozesse mit Anwendungen in der Medizin, Biologie, Chemie und der Physik ist. Diese 

Prozesse sind jedoch weitestgehend noch nicht erforscht. In dieser Dissertation wurden 

zwei Methoden kombiniert, die Mikrofluidik (MF) und die Röntgenkleinwinkelstreuung 

(SAXS), um die Selbstorganisierung von amphiphilen Tensiden und Blockcopolymeren zu 

untersuchen. Diese Kombination führt zu einigen Vorteilen, wie zum Beispiel geringer 

Probenverbrauch und kontrollierte Mischbedingungen durch Diffusion. Außerdem können 

Messungen in-situ durchgeführt werden und da im Mikrofluidikkanal die Zeitskala auf 

eine Längenskala aufgespannt wird, kann die zeitliche Auflösung der Analysemethode 

gesteuert werden. 

Zunächst wurde geeignetes Material für die Produktion von Mikrofluidikchips gesucht. 

Das Material soll je nach gewünschter Anwendung verschiedene Eigenschaften haben. 

Neben optischer Transparenz und leichter Herstellung, war es wichtig ein Material mit 

geringer Hintergrundstreuung im Röntgenkleinwinkelbereich zu finden. Dafür wurden 

verschiedenste Polymere mit der hauseigenen Drehanode analysiert. Des Weiteren wurde 

das Chipmaterial auf ihre Lösungsmittelstabilität getestet. Das Material sollte im 

Lösungsmittel nicht quellen und somit nicht die gewollte Geometrie des Chips und dessen 

Flussprofil verändern.  

Mit einem geeigneten Mikrofluidikchip bestehend aus NOA81 wurde die 

Selbstassemblierung eines anionischen und eines zwitterionischen Tensids in Wasser 

untersucht. Das Chipdesign bestand aus einem rechtwinkligen Kanalkreuz und einem 

anschließenden langen Mäander. Das anionische Tensid, Lithiumperfluoroctanoat, bildet 

kugelförmige Mizellen bei einer Konzentration oberhalb der kritischen 

Mizellkonzentration (CMC), wobei das zwitterionische Tensid, 

Tetradeclydimehtylaminoxid, zylindrische Mizellen bildet. Für die kinetische 

Untersuchung wurden zwei verschiedene Experimente miteinander verglichen, die schnelle 

Mischung im MF-Kanal und die langsame diffusive Mischung in der Glaskapillare. Die 

Experimente zeigten unterschiedliche Verläufe der Strukturentwicklung. Im 

Mikrofluidikkanal bildete sich sofort eine neue Struktur von scheiben-artigen Mizellen, an 

der Grenzfläche von TDMAO und LPFO.  
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Diese Scheiben wuchsen anschließend durch Fusionierung mit einem stöchiometrischen 

Verhältnis von 1:1 der Komponenten. Durch die Entwicklung einer größeren lateralen 

Ausdehnung der Scheiben, beobachtete man eine lamellare Korrelation in den SAXS 

Kurven. Die Kapillarexperimente zeigten eine Verlagerung des Peaks ausgehend von der 

Kugelmizelle (LPFO). Durch das Fusionieren von einzelnen TDMAO Zylindersträngen 

mit den LPFO Kugelmizellen und der daraufhin folgende Anstieg der Aggregationszahl 

dieser Mizellen, kam es zu der Verlagerung des SAXS-peaks. Schließlich bildeten sich 

auch im Kapillarexperiment scheiben-artige Mizellen mit einer 1:1 Stöchiometrie von 

TDMAO und LPFO. Diese wuchsen an und zeigten daraufhin einen lamellaren Peak in der 

SAXS-Kurve. In den Experimenten konnten sehr frühe Stadien der Selbstassemblierung 

untersucht werden. Ebenso zeigten diese ersten Messungen das Leistungsvermögen, das 

durch die Kombination von Mikrofluidik und Röntgenkleinwinkelstreuung erreicht werden 

kann. 

Anschließend, wurden neue Designs entwickelt, um Hürden wie die no-slip boundary 

Bedingung an den Kanalwänden zu überwinden. Um den Selbstorganisationsprozess von 

Diblockcopolymeren zu untersuchen, wurde ein neuer Hybridchip entwickelt, der zum 

einen eine dreidimensionale Flussfokussierung ermöglichte und zum anderen einen 

Kontakt der Reaktanten mit den Kanalwänden durch die dreidimensionale Fokussierung 

vermied. Es wurde lösungsmittelstabiles Material (SIFEL) zur Chipproduktion verwendet 

und eine Glaskapillare wurde als Fortsatz für den Hauptkanal angebracht, um eine geringe 

Hintergrundstreuung bei SAXS Messungen zu erhalten. Somit fand die kontrollierte 

Mischung der Probe im Bereich des SIFEL-Mikrofluidikchip statt, während die SAXS-

messung in der dünnwandigen Kapillare durchgeführt wurde. Außerdem beinhaltete das 

Chipdesign zusätzliche sogenannte sheathing streams, die die beiden Reaktanten 

umhüllten und somit von den Kanalwänden fernhielten. Ein zusätzlicher Strom floss als 

Puffer zwischen den beiden Reagenzien. Mit diesem Pufferfluss konnte der Mischpunkt 

der beiden Reagenzienströme kontrolliert und verändert werden. Das prognostizierte 

Flussprofil der einzelnen Ströme im Kanal, wurde mit Hilfe der CLSM (confocal laser 

scanning microscopy) nachgewiesen. SAXS Messungen zeigten eine höhere Qualität der 

Messung verglichen mit auf Poly(imid) basierenden MF-Chips. Zusätzlich führte das neue 

Chipdesign zum parallelen Fließen beider Reaktantenströme.  
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Dieser parallele Fluss ist vorteilhaft im Vergleich zu dem konventionellen konzentrischen 

Fluss, da bei SAXS Messungen mit einem kleinen Röntgenstrahl (wenige µm) in einem 

z.B. 100 µm breiten Kanal nicht nur in Flussrichtung sondern auch senkrecht dazu (y-scan) 

analysiert werden kann. Ein paralleler Fluss führt somit zu einer besseren örtlichen 

Auflösung in y-Richtung, da die einzelnen Komponenten im Kanal entlang y aufgetrennt 

sind. 

Anschließend wurden mit diesem neuen Chipdesign die Selbstassemblierung von PI70-(b)-

PEO60 Blockcopolymer untersucht. Das Blockcopolymer wurde zunächst in Dioxan gelöst 

und anschließend mit Wasser gemischt. Die SAXS-messungen im Mikrofluidikkanal 

zeigten, dass dieser Lösungsmittel induzierte Selbstorganisationsprozess in den ersten 

Millisekunden zur Bildung mizellarer Strukturen führte. Diese Mizellen ordneten sich 

anschließend zu einer lyotropen Phase an. Es wurden verschiedene Flussraten der 

einzelnen Ströme induziert, womit verschiedene Zeitspannen erreicht wurden. Mit Hilfe 

von Berechnungen konnte schließlich eine Strukturentwicklung von sphärischen Mizellen 

innerhalb von 10 ms und eine Anordnung dieser Mizellen nach 0,77 s beschrieben werden. 

Diese FCC-Ordnung wurde anschließend im Verlauf der Messung an späteren 

Messpositionen intensiver. Die Ergebnisse wurden mit langsamen Mischexperimenten in 

Glaskapillaren verglichen. Dazu wurde PI-(b)-PEO/Dioxan mit Wasser überschichtet und 

der ausgebildete Konzentrationsgradient mit SAXS untersucht. Der Konzentrationsscan 

entlang der Kapillare zeigte eine stärkere Segregation der Mizellkerne über die Zeit. Cryo-

TEM Messungen zeigten eine Koexistenz von Kugel- und Zylindermizellen, sowie 

Vesikeln und quallen-artige Übergangstrukturen, was die angenommene Entwicklung von 

sphärischen Mizellen zu Zylindermizellen, welche schließlich zu Vesikel-Doppelschichten 

zusammenwuchsen, bestätigte. 

Für die Untersuchungen des biokompatiblen Poly(ethyleneglykol)-(b)-poly(lactid) 

Blockcopolymers wurden zwei Polymere mit unterschiedlichen Molekulargewichten 

untersucht. Mit beiden PEG-(b)-PLAs wurden MF-Chip Messungen durchgeführt. Die 

SAXS-messungen zeigten eine schnelle diffusionsgesteuerte Bildung von 

Zylindermizellen. Bei dem PEG84-(b)-PLA130 mit dem geringeren Molekulargewicht trat 

außerdem noch ein Anstieg der Einheitszellendimension auf. Bei dem PEG217-(b)-PLA532 

mit dem höheren Molekulargewicht wurden keine Strukturveränderungen im MF-kanal 

beobachtet, woraufhin eine zeitabhängige Kapillarmessung durchgeführt wurde.  
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Die Kapillarmessung zeigte eine Entwicklung von Zylindermizellen zu Vesikeln innerhalb 

von 19 Stunden. Anschließend wurden die Ergebnisse mit SAXS-messungen des 

Konzentrationsgradienten in der Glaskapillare durchgeführt, um einen längeren zeitlichen 

Bereich abzudecken. Die Kapillarmessungen zeigten, dass bei allen Konzentrationen ein 

Größenanstieg der Einheitszelle auftrat, wenn ausgehend von der Polymerphase in 

Richtung Wasserphase gemessen wurde. Ebenso stieg der Kernradius der Zylindermizellen 

für alle Konzentrationen, außer für das 20 wt% PEG84-(b)-PLA130, an. Der Kernradius des 

20 wt% PEG84-(b)-PLA130 Blockcopolymers hingegen sank, durch die stärkere Segregation 

in der Wasserphase. 
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1 Introduction  and Motivation 

Nowadays, chemists and physicist are confronted amongst others with one important 

insight: Size does matter. Bulk material in the macroscale behaves different than particles 

in the mesoscale or molecules in the microscale. Since everyone deals with macroscopic 

effects every day, these phenomena are normal to us. But these phenomena change 

dramatically if we decrease the size of the observed material and thus, are surprising and 

interesting.  

If we leave the macroscopic world, we reach the mesoscale. Self-assembly rules this world 

and producing beautiful ordered structures, such as DNA, proteins, vesicles and many 

more. Some structures bridge over all three length scales, from the microscopic, over the 

mesoscopic to the macroscopic world. Examples are biomorphs,1 or we ourselves as 

humans, consisting of molecules, assembled to DNA, cells, organs and the whole body. 

Therefore, the underlying mechanisms and processes are of greatest interest and were 

investigated during this dissertation by following the self-assembly of amphiphilic matter. 

Amphiphiles, like surfactants or block-copolymers, are exciting due to their ability to build 

structures like micelles, vesicles or at higher concentrations lyotropic structures. These 

self-assembled structures are useful for many different applications like drug delivery, 

stabilization in food and cosmetics, the use as detergents, thickeners or as wetting and 

foaming agents. However, for such applications it is advantageous to produce uniform and 

customized structures. To this day this is realized by empirical optimization. With the 

investigation of the fundamental processes, it was tried to change this ñtry and errorò 

method to a predictable strategy. 

The difficulty of this project is the implementation. What kind of analysis method is 

possible to investigate the early beginnings of a fast reaction, as for example the self-

assembly of a surfactant solution? Commonly used techniques for the analysis of structures 

and particles in the liquid state and with a size range of few nanometers to hundreds of 

nanometers, such as cryo-TEM (cryogenic transmission electron microscopy), DLS 

(dynamic light scattering) and SAXS (small angle X-ray scattering), are not suitable for the 

studies of fast kinetics because of the lacking high temporal resolution. Therefore, a 

combination of two different methods is necessary to achieve the desired requirements. 
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Microfluidics combined with small angle X-ray scattering offers many advantages. Only a 

small quantity of samples is necessary due to microfluidics and the device design can be 

changed quickly because of the rapid prototyping explained in chapter 2.2.1.9. 

Furthermore, the combination of Microfluidics with SAXS enables in-situ measurements 

of the sample. The probably biggest benefit is the conversion of the time scale to the length 

scale. 2 Due to the continuous flow in the microfluidic channel, the progress of a reaction is 

related to specific positions along the microfluidic device, as illustrated in Figure 1. 

 

 

 

Figure 1. Schematic section of a microfluidic device described in chapter 4.2 with the second channel cross, 

where two separated streams are focused. The reaction progress of growing micelles forming a hexagonal 

ordering is schematically shown, demonstrating the transformation of the time scale to the length scale along 

the channel. 

 

Hence, the possible temporal resolution of the investigation can be adjusted, since it is only 

restricted by the size of the X-ray beam and the flow velocity. With a smaller beam size a 

smaller sample volume is analyzed. Therefore, a closer mesh of adjacent measurements 

can be applied, which increases the temporal resolution. Furthermore, for a given beam 

size a better temporal resolution can be realized by increasing the flow velocity of the 

sample. The relation of the flow velocity and the temporal resolution is shown in Eq. (1). 
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Ўὸ
ὠ

ὺ
 (1) 

ῳὸ is the passed time since the start of the reaction, ὠ is the flown through volume and ὺ 

is the overall flow velocity of the pumped in reactants.  

In addition, the application of microfluidics leads to defined mixing conditions because the 

only mixing process perpendicular to the applied flow is diffusion, which is explained in 

section 2.2.1.5. Given that in the microfluidic channel there is a permanent stable flow 

leading to a steady state, and the time scale is converted to the length scale, every position 

can be measured repeatedly and at any time. Also, there is no beam damage of the sample 

because of the continuous flow delivering ñfreshò sample. From this it follows a further 

advantage, the good signal to noise ratio, as the sample in the microfluidic channel can be 

measured for long periods of time. 

Thus, challenging systems, such as fast reactions or sensitive samples, are suitable for the 

investigation with SAXS in a microfluidic channel. For example, fast self-assembly 

processes at early beginnings and with all individual intermediate structures can be 

analyzed and led to the accomplishment of this work. 
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2 Fundamentals 

2.1 Mesoscale Materials 

Meso is usually meant as in-between molecular and solid-state chemistry or in-between 

covalent chemistry and micro-mechanical approach. Mesophases have at least one spatial 

dimension in the length scale of 1 to 100 nm and are usually associated with order and self-

organization. Due to this length scale of several nanometers new physical properties occur, 

which are different to the behavior of single molecules or bulk materials. Furthermore, in 

the mesoscopic scale, there exist more different types of order and structural complexity, 

than in the macroscopic world. 3 

There are two approaches of building mesoscale structures, the bottom-up and the top-

down method. Top-down approaches are lithography, chemical vapor composition and 

coating techniques. The bottom-up approach is the building of mesoscale systems with 

self-assembly, which is explained in chapter 0. In the field of mesoscale, the control of the 

morphology, ordering, size, shape, curvature, texture, surface area and topological defects 

is of great importance. Moreover, analytical methods, like Transmission Electron 

Microscopy (TEM), Scanning Electron Microscopy (SEM), Grazing Incidence Small 

Angle X-ray Scattering (GISAXS) and Small Angle X-ray Scattering (SAXS), for 

mesoscale materials become more and more important because micro- and macroscopic 

analysis methods are not suitable. Above all, top-down approaches have a limit in the 

minimum accessible size, which is several nanometers. 3ï5 Hence, self-assembly is an 

elegant way to achieve ordered structures at a large length scale range. Therefore, we first 

have to consider, what kind of matter can undergo self-assembly. 

 

Amphiphiles 

Amphiphilic matter consists of at least two parts with different chemical and physical 

properties. 6 One part is lyophilic, which means it is solvent-loving, and the other part is 

called lyophobic, non-solvent-loving. 7 If the solvent is water, the different parts are called 

hydrophilic and hydrophobic. Two important representatives of the family of amphiphiles 

are surfactants and block copolymers, which are both discussed within this work. 
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Surfactants usually contain at least one polar head group covalently bonded to minimum 

one alkyl chain, as shown in Figure 2. If the solvent is water, then the polar head group is 

the hydrophilic part and the alkyl chain tail is hydrophobic part. In general, surfactants 

have a relatively low molecular weight (<500 Da) and can be ionic (anionic, cationic, 

zwitterionic,) or nonionic. 7,8 Surfactants or surface-active agents have the ability to 

segregate to an air water interface and thus, lower the surface tension. A further 

characteristic of surfactants is the critical micelle concentration (CMC), which is the 

concentration, where micelles start to form. The CMC depends on the chemical structure 

of the surfactant, e.g. the alkyl chain length, charge of the polar head group and so on. 7 

 

 

 

Figure 2. Illustration of the different self- assembly monomers: a surfactant with the blue head group and the 

red tail and various block copolymers where different colors show the different blocks. Adapted with 

permission from Blanazs, A., Armes, S.P., Ryan, A.J., SelfȤAssembled Block Copolymer Aggregates: From 

Micelles to Vesicles and their Biological Applications. Copyright (2009) John Wiley and Sons and from 

Schacher, F.H.,Rupar, P.A., Manners, I., Funktionale Blockcopolymere: nanostrukturierte Materialien mit 

neuen Anwendungsmöglichkeiten. Copyright (2012) John Wiley and Sons 9,10 

 

Block copolymers consist of two or more different polymer blocks, which are covalently 

linked together. These polymer blocks have in general a large number of individual 

repeating units. Block copolymers also have a CMC, at which they start to build micellar 

aggregates, but the concentration is much lower than for low molecular surfactants. 11 

Depending on the type of reaction, various types of block copolymers can be realized, e.g. 

diblock- (AB), triblock- (ABC) or star-block copolymers, presented in Figure 2. 8,12 In this 

thesis only AB diblock copolymers were used and hence, are discussed in detail in the 

following sections.  
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Self-assembly 

The spontaneous arrangement of particles in an ordered way due to the intrinsic properties 

of matter has been and is still a fascinating field. Self-assembly affects every creature, 

since proteins, cells, viruses and many more structures are an assembly of numerous 

molecules and/or particles. 4,13 The occurring interactions during the self-assembly are 

noncovalent and reversible secondary bindings, such as hydrogen bonding, ligand or 

coulomb binding and amphiphilic character. 3,14 This reversibility enables the possibility of 

switching the nanostructured morphologies to external stimuli. 13 Hence, amphiphilic 

substances as mentioned above can self-assemble due to their bivalent properties. 5 

The lyophilic and lyophobic parts of an amphiphile are connected via a covalent bond and 

therefore, they cannot decompose to form macroscopic phase separation, as e.g. a water in 

oil emulsion. This spatial limitation and the immiscibility of the different blocks, lead to 

the formation of many small closed interfaces. This so called microphase separation is a 

possibility to avoid undesired states. 11,13 If we assume water as the solvent of our 

amphiphile, then the hydrophobic part tries to avoid any contact with water, which is called 

the hydrophobic effect. This effect leads to self-assembly of the amphiphiles into micelles 

or other structures, at concentrations above the critical micelle concentration (CMC). 8 The 

hydrophobic effect is besides hydrogen bonds one of the most important driving force for 

the self-assembly process, especially in soft matter. 13 The self-assembled structures have 

characteristic sizes of the order of 10 to 100 nm, which is a few times the radius of 

gyration, Ὑ , of the constituent blocks. 11,15 These segregated microdomains, especially 

their morphologies are dependent on the Flory-Huggins parameter, the temperature, the 

composition of the different parts and the polymerization index. Microdomains themselves 

form macrolattices, which means they arrange in a periodic way, which is further 

explained in chapter 0. 16 

As mentioned above amphiphiles are bonded covalently, which means there is a short 

range attractive force due to the bond. The lyophilic and lyophobic parts of the amphiphile 

lead to a long range repulsive force. Beside the covalent bond and the lyophobicity and 

lyophilicity of the amphiphile, there are many more short range attractive (e.g. 

electroneutrality) and long range repulsive (e.g. coulomb repulsion) forces, depending on 

the used system. If there are several different forces acting on a system, the system is 

called ñfrustratedò, which leads to polymorphism in ordering. 17  
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As a consequence to this short range attractive and long range repulsive forces, 

amphiphiles from assemblies like micelles, disks, cylindrical micelles and vesicles in dilute 

solutions, as illustrated in Figure 3. 18 

 

 

 

Figure 3. Illustration of the self-assembly of amphiphiles like diblock copolymers or surfactants at low 

concentration. Adapted with permission from Blanazs, A., Armes, S.P., Ryan, A.J., SelfȤAssembled Block 

Copolymer Aggregates: From Micelles to Vesicles and their Biological Applications. Copyright (2009) John 

Wiley and Sons and from Nagarajan, R., Ruckenstein, E., Theory of surfactant self-assembly: a predictive 

molecular thermodynamic approach. Copyright (1991) American Chemical Society.10,19 

 

Micelles consist of an insoluble core (lyophobic part) and a soluble outer part (lyophilic 

part) stretching into the solvent. The size of the micelles can be predicted with the scaling 

law,  

ὤ ὤὔ ὔ  (2) 

ὤ is the aggregation number or the number of surfactants or block copolymers in a micelle, 

‌ ς, ‍ πȢψ. ὔ  is the polymerization degree of the soluble block and ὔ  is the 

polymerization degree of the insoluble block. ὤ is related to the Huggins interaction 

parameter …, the monomer volume and the packing parameter ὴ and depends on the mixing 

enthalpy of block A with the solvent. ὤ is for many systems one. Hence, the aggregation 

number and the size of the micelles can be predicted from the polymerization degrees of 

the polymer blocks or the extended length of the surfactant molecule. 6,7,17,20 

So far, we considered the reason for self-assembly with a virtual prospect. With the Gibbs 

free energy, it is possible to describe the self-assembly process thermodynamically. 

Therefore, the different contributions for entropy and enthalpy have to be considered. If we 

assume micellation of a surfactant in water, the interactions of the lyophobic parts increase, 

which is energetically favorable and leads to the enthalpic contribution.  
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Water usually arranges in a loose tetrahedron and the unassociated alkyl chains break up 

these loose bonds. Hence, locally there is a higher order. Therefore, due to micellation, less 

unassociated alkyl chains are present to disrupt the water bonds. This is energetically 

favorable and leads to the entropic contribution. 8 For diblock copolymers the Gibbs free 

energy is contributed by the interfacial energy of the two blocks and by the loss of entropy 

due to ordering in the self-assembly process. If the interfacial energy is large and the loss 

of entropy small, as for example for stiff polymer chains, the minimization of the 

interfacial area per volume unit exceeds the entropy loss and the system assembles. 21 

 

2.1.1.1 Calculation of Self-assembled Structures 

As already mentioned, besides micelles, also other structures can be observed in diluted 

systems, as shown in Figure 3. 

A typical way to predict the resulting structure in a self-assembly process is to compare the 

hydrophilic with the hydrophobic part of the system. This relation leads to a curvature, 

which is described by the mean curvature Ὄ and its Gaussian curvature ὑ. 

Ὄ
ρ

ς

ρ

Ὑ

ρ

Ὑ
 (3) 

ὑ
ρ

ὙὙ
 (4) 

Whereas Ὑ and Ὑ, the two radii of curvature, are depicted in Figure 4. 21 

 

 

 

Figure 4. Scheme of the structure determination of block copolymers. Adapted with permission from 

Antonietti, M., Förster, S., Vesicles and Liposomes: A SelfȤAssembly Principle Beyond Lipids. Copyright 

(2003) John Wiley and Sons 21 
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With 

ὺ

ὥὰ
ρ Ὄὰ

ὑὰό

σ
 (5) 

a relation to the surfactant packing parameter ὴ 

ὴ
ὺ

ὥὰ
 (6) 

can be made, while ὺ is the hydrophobic volume, ὥ the interfacial area and ὰ the chain 

length normal to the interface. Therefore, for certain shapes typical values for the curvature 

and the packing parameter can be calculated, as listed in Table 1. 20ï22 

 

Table 1. Calculations for the different shapes, with Ὑ Ὑ Ὑ. Adapted with permission from Antonietti, 

M., Förster, S., Vesicles and Liposomes: A SelfȤAssembly Principle Beyond Lipids. Copyright (2003) Jon 

Wiley and Sons and Israelachvili, J. N., Mitchell, D. J., Ninham, B. W. Theory of self-assembly of 

hydrocarbon amphiphiles into micelles and bilayers. J. Chem. Soc., Faraday Trans. 2 1976, 72, 1525 20,21 

Shape 
○

╪■
 H K 

Sphere 
ρ

σ
 

ρ

Ὑ
 

ρ

Ὑό
 

Cylinder  
ρ

ς
 

ρ

ςὙ
 0 

Bilayer 1 0 0 

 

Consequently, copolymers bearing a large soluble block B, have a small curvature radii Ὑ 

and therefore, form spherical micelles. However, a small soluble block B, leads to a larger 

curvature radii Ὑ and cylindrical micelles are formed preferably. 17,23 Besides the regular 

structures, also inverse structures exist. Depending on the polarity of the solvent the 

lyophilic part can point outwards or inwards, leading to regular or inverse structures. 18 
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In the recent years especially vesicles (Figure 3, the furthest right) have been in the focus 

because of their ability to encapsulate not only hydrophilic but also lipophilic substances, 

due to their double layer. The formation process of vesicles is not yet fully understood and 

is approached with three different self-assembly processes in literature. 21,24  

The first method describes a two-step mechanism, where first the amphiphile forms a 

bilayer and second the bilayer closes to form a vesicle. In Table 1 the conditions for the 

formation of a bilayer are listed. For a block copolymer with a given volume ὺ and length 

ὰ, bilayers are obtained by adjusting the interfacial area ὥ until the packing parameter 

reaches unity. This is done by e.g. decreasing the length of the hydrophilic block and 

hence, by decreasing the hydrophilic/hydrophobic block ratio. The closure of the bilayer to 

a vesicle is explained by the energetically preference of the amphiphiles to arrange parallel. 

At low concentration this sheet-like aggregates are very large. Hence, the energy loss due 

to surface tension effects is high and thus, overcomes the bending energy of the closure of 

the bilayer to form a hollow vesicle. 21 Theoretical calculations postulated two further 

procedures for vesicle formation. Both start with the fast formation of small spherical 

micelles. In the first mechanism, which is especially predicted for lipid molecules and 

short surfactants in water, the spherical micelles grow larger due to collision and 

minimization of the interfacial energy of the micelles. The larger oblate micelles, like 

cylindrical micelles, or open disk-like micelles, curve and close up to form vesicles. In the 

second mechanism the micelles grow to larger spherical micelles by an evaporation-

condensation-like process. At a critical size ͯ ςὙ  the copolymers flip-flop and form so-

called semi-vesicles. To lower the energy, the large semi-vesicles absorb solvent, which 

swells the inner lyophilic polymer, building a vesicle. 24ï26 

Polymeric vesicles, or so-called polymersomes, are of great interest because of their better 

stability compared to phospholipids. The higher stability is due to the larger size of the 

building blocks, which leads to a slower building block exchange and thicker double 

layers. 27 In addition, they can be tailored due to the already described change of the block 

length, or change of the chemical structure (e.g. adding different functional groups). 

Consequently, vesicles with new chemical, physical and biological properties can be 

obtained. There are many possible fields of application for polymer vesicles in pharmacy, 

agro-chemistry, sensors and material synthesis. 21 As mentioned above, block copolymers 

have a much lower CMC than surfactants and hence, are much more stable compared to 

lipids or surfactants.  
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This makes them more suitable as nanocontainers for drug delivery. Due to the low CMC 

the unimers do not dissociate, if  they are diluted in the blood stream. Furthermore, the 

kinetic stability of block-copolymer aggregates can be adjusted on a second to the hour 

timescale. Thus, the drugs can be transported to the desired release area. 11,18  

Furthermore, macromolecules are particularly well suited for implementing physical, 

chemical, and biological functions at the same time, because of the adaptability of the 

different blocks. 17 Besides drug delivery, block copolymers can be used as stabilizers, 

detergents, thickeners and as wetting and foaming agents. Thus, they are used for emulsion 

polymerization, stabilization of pigments or the formulation of cosmetics or food. 

Additionally, self-assembled structures can serve as templates for inorganic materials, like 

molecular pores, and for many more applications. 6,8,13,18 Also in nature, polymer-like 

amphiphiles, like proteins or polysaccharides, can be found.  

 

2.1.1.2 Lyotropic Phases 

So far, we only considered relatively diluted systems, where the self-assembled structures 

are dispersed randomly. At higher concentrations, amphiphiles can order into lyotropic 

structures. 8,13 Surfactants are able to form liquid crystalline phases, which are an 

intermediate between a completely amorphous system like a liquid and a highly ordered 

crystal. Liquid crystals have a long-range order, which is only possible if the self-

assembled structure is anisotropic, like it is the case for disks and rods. 7,8     

The structure of lyotropic phases in concentrated media depends on the free energy of the 

self-assembled structures and can be calculated with the self-consistent mean field theory. 

17,28 The basic parameters, which determine the size and shape of the self-assembled 

structures are the degree of polymerization ὔ, whereas 

ὔ ὔ ὔ  (7) 

the composition Ὢ, which means the block length ratio 

Ὢ
ὔ

ὔ
 (8) 

and the Flory-Huggins interaction parameter …, describing the strength of the repulsive 

interaction between both blocks.  
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The Flory-Huggins interaction parameter is dependent on the temperature and decreases 

with increasing temperature. 

…ͯ
ρ

Ὕ
 (9) 

 

Phase diagrams plotting …ὔ against the block length ratio Ὢ, as theoretically depicted in 

Figure 5, show an overview of the different self-assembled structures. In Figure 5, at the 

weak segregation limit (WSL), …ὔ ρπ, and close to the order-disorder transition (ODT), 

many different structures are depicted. At higher values of …ὔ, at the strong segregation 

limit (SSL), the individual structures are stable and can be tailored by choosing the right 

block length ratio Ὢ. 6,17 

 

 

 

 

Figure 5. Illustration of an ideal phase diagram of a diblock copolymer. Adapted with permission from 

Förster, S., Plantenberg, T., From SelfȤOrganizing Polymers to Nanohybrid and Biomaterials. Copyright 

(2002) John Wiley and Sons 17 

 

The domain size of such lyotropic structures or microphases is between 10 to 100 nm and 

depends on the radius of gyration Ὑ  of the polymer coils. 6,8 The phase diagram in Figure 

5 already shows few of the many different morphologies, which can occur during 

microphase separation. Hence, already for simple amphiphiles, like diblock copolymers, 

the phase behavior can be quite complicated. 6 
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Figure 6. Scheme of classical lyotropic structures of a diblock copolymer. Adapted with permission from 

Förster, S., Plantenberg, T., From SelfȤOrganizing Polymers to Nanohybrid and Biomaterials. Copyright 

(2002) John Wiley and Sons 17 

 

Common lyotropic structures are illustrated in Figure 6. There are several cubic phases, 

which consist of regularly packed micelles. The left cube in Figure 6 shows the body-

centered cubic (BCC) structure. The second cube from left shows hexagonally ordered 

cylinders (Hex). The lamellar phase (Lam) is consisting of bilayers. The last cube on the 

right shows the gyroid structure, which is a bicontinous cubic phase. 6,7 

òIt is the macromolecular architecture of the amphiphilic copolymers and the different 

length scales, time-scales, and levels of interaction that it entails, which makes the use of 

these compounds very attractive.ò 18 The different length scales, which can be adjusted, are 

explained in the next section.  
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Structural Hierarchies  

So far, structures of diluted and more concentrated system were discussed. The evolved 

structures are connected in a hierarchy, which bridges several orders of magnitude in the 

length scale, as shown in Figure 7. 

 

 

 

 

Figure 7. Hierarchy at a length scale of sub nanometer to hundreds of nanometers. Adapted with permission 

from Förster, S., Plantenberg, T., From SelfȤOrganizing Polymers to Nanohybrid and Biomaterials. 

Copyright (2002) John Wiley and Sons 17 

 

The smallest parts in the hierarchy are the used monomers. In Figure 7 Poly(isoprene) and 

Poly(ethyleneoxide) are shown exemplarily. The monomers are then polymerized to build 

block copolymers. The polymerization and thus, the degree of polymerization ὔ is 

dependent on the ratio of the two monomers A and B and the initiator. The second step in 

hierarchy is the self-assembly of the amphiphile into micelles. It is influenced by the 

Huggins interaction parameter …, describing the incompatibility of the two blocks and the 

aggregation number ὤ. At higher concentration, e.g. upon solvent evaporation, lyotropic 

structures, like Lam, Hex or BCC, are formed by undergoing a disorder-order transition. 

This is dependent on the volume fraction Ὢ and the segregation parameter …ὔ. By applying 

external forces like temperature or shear stress a macroscopic orientation of the lyotropic 

structures is possible, which leads to ñsingle crystalsò. Thus, five orders of magnitude can 

be adjusted during the organization of mesoscale materials. 6,18 
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2.2 Microfluidic s 

Microfluidics (MF) is a field which deals with the transport phenomena of small volumes 

of fluids. Therefore, the liquids or gases are pumped through microfluidic channels which 

have at least one dimension in the micrometer or even in the nanometer range. Due to these 

small dimensions, different properties occur compared to macroscopic fluid mechanics. 

This can be described by the scaling laws, where the change of physical quantities is 

expressed by changing the size ὰ. For example, if the size of the system is decreased, the 

surface forces become more dominant compared to the volume forces, as demonstrated in 

equation (10). 

ίόὶὪὥὧὩ ὪέὶὧὩί

ὺέὰόάὩ ὪέὶὧὩί
ᶿ
ὰό

ὰύ
ὰ

ᴼ
ựЊ (10) 

 

Hence, with this different behavior at small length scales, microfluidics opens a field of 

new phenomena and research possibilities. 29,30 

Microfluidics was first mentioned by Manz in the 1990ôs in his paper describing a micro-

total analysis system (µ-TAS). 31 However, it took more than ten years until microfluidics 

experienced a boom due to the demands in biology and medicine for systems simulating 

the behavior in small channels, e.g. blood vessels, and the interest in the behavior of 

fundamental processes in biology, physics and chemistry. Furthermore, the possibility to 

produce channels in micrometer scale range and the idea of lab-on-a-chip systems, opened 

the success to microfluidics. 30,32  

The origin of microfluidics can be mainly found in silicon-based microelectronics, but also 

molecular analysis systems, like Gel Permeation Chromatography (GPC), High 

Performance Liquid Chromatography (HPLC) and Capillary Electrophoresis (CE), 

smoothed the way for microfluidic devices, since they also manipulate little amounts of 

fluids. Besides the classical microfluidic chip materials, glass and silicon, polymer-based 

materials were developed rapidly. Lower costs and faster production of polymer-based 

microfluidic chips promised disposable lap-on-a-chip systems for fast diagnostics. 
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Given that microfluidics deals with small volumes of fluids, it leads to several advantages. 

First of all, only small quantities of samples or reagents are needed. This is especially 

benefiting if expensive, hazardous or rare liquids are investigated. In addition, microfluidic 

devices can be integrated, for example in biological systems. The small-sized microfluidic 

devices are portable and can operate parallel or in subsequent processes, e.g. lab-on-a-chip. 

Hence, high-throughput is possible with short analysis and reaction times. The production 

of microfluidic devices is cost-efficient, especially for the mostly used 

Poly(dimethylsiloxane) (PDMS) microfluidic chips. Furthermore, it is possible to test new 

chip designs within 24 hours due to rapid prototyping, which is described in chapter 

2.2.1.9. But outstanding and tremendously interesting for research are the physical effects 

due to the small size in the micrometer range, like laminar flow, diffusion limited mixing 

processes, fluidic resistance, and surface tension. 33 To understand these properties and 

effects, the next section describes the physical fundamentals in microfluidics. 

 

Motion of Fluids 

In this work no gases were investigated and for the fluid flow no electrokinetic or capillary 

forces were induced. Therefore, this section mainly describes the fundamentals of 

pressure-driven liquids. 

First, it has to be considered the way the fluid is regarded at the size range of microfluidics. 

Transport phenomena in fluids are described with conservation laws applied to continua. 29 

The continuum hypothesis says that the macroscopic properties of the fluid behave like it is 

a continuous medium and not like it consists of single molecules, as it is in reality. It 

obviously depends on the probing volume or the analyzing method. If the probing volume 

is at the atomic scale, e.g. in Atomic Force Microscope (AFM) or Scanning Tunnelling 

Microscope (STM) measurements, spatial fluctuations due to the small number of 

molecules occur. This is exemplarily shown in Figure 8 for density measurements. If the 

probing volume increases the mesoscopic region is attained. The number of molecules is 

large enough and a plateau is reached, where the fluctuations are statistically small. Hence, 

the measured quantities are steady and reproducible. In the macroscopic region external 

forces can induce slight variations in the fluid. 
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Figure 8. Scheme of the density of a fluid depending on the probing volume. Adapted with permission from 

Bruus, H., Theoretical Microfluidics, (2008), Oxford University Press, Batchelor, G., K., An introduction to 

fluid dynamics, 2nd ed, (2000) Cambridge University Press and Tabeling, P., Introduction to Microfluidics, 

(2010), Oxford University Press 30,34,35 

 

Accordingly, the fluid is not considered as single molecules but as fluid particles, where a 

fluid particle has a finite size on the mesoscopic length scale. Given that this size is not 

exactly defined, fluid mechanics works with physical properties on a per volume basis. 

Since in microfluidic devices the length scale is in the order of 10 µm or more, the fluid 

particle size for liquids is comparable small and hence, appears continuous. 30,34,35 With the 

continuum hypothesis of fluid particles, physical properties can be described with terms of 

fields, meaning their distribution in the three dimensional domain. 30 

 

2.2.1.1 The Navier-Stokes Equation 

With the continuum hypothesis mentioned above, describing the behavior of fluids in 

microfluidic systems, now the equations for the transport phenomena are derived.    

If one thinks of the motion of fluids in microfluidics, the Navier-Stokes equation is the first 

association. It can be derived from the second Newtonian law, shown in equation (11). 

30,36,37 

Ὂ άϽὥ (11) 

Ὂ is the force, ὥ, the acceleration and ά, the mass. As already mentioned, due to the 

continuum hypothesis fluid mechanics is based on the fluid particle volume.  



Fundamentals 

18 

 

Hence, the second Newtonian law changes and the fluid dynamics are described with the 

density ” and force densities Ὢ.  

Ὂ

ὠ
Ὢ

ά

ὠ
Ͻὥ ”

Ὠὺ

Ὠὸ
 (12) 

 

There are two ways to describe the dynamics of fluids, the Eulerian description and the 

Lagrangian description. The Eulerian description focuses on fixed points ὶ in space and 

observes the fluid flow in time at these points. In the Lagrangian description, one follows 

an individual fluid particle as it moves through the system, given its position vector as a 

function of time. Since in a fluid, there is a large amount of particles and not all 

information is of interest, the Eulerian description is commonly used.  

 

 

 

 

Figure 9. Illustration of a microfluidic channel with acceleration in x-direction. Adapted with permission 

from Bruus, H., Theoretical Microfluidics, (2008), Oxford University Press and Phillips, R., Kondev, J., 

Theriot, J., Physical biology of the cell; Copyright (2009) Garland Science-Books 30,38 

 

If we consider now the acceleration in x-direction (direction of the flow) in a microfluidic 

channel as shown in Figure 9, and we know that the velocity depends on space and time, it 

results in the momentum equation. 

Ὢȟ ”Ͻ
Ὠὺ

Ὠὸ
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Ὠ

Ὠὸ
ὺ ὼὸȟώὸȟᾀὸȟὸ (13) 
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The change of x over t is the velocity in x-direction vx and hence, for y over t, vy, and z 

over t, vz, respectively. 

Ὢȟ ”Ͻ
‬ὺ

‬ὼ
 ȟȟϽὺ
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In the three-dimensional domain and with  

ᶯ Ὡ
‬

‬ὼ
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‬

‬ώ
Ὡ
‬

‬ᾀ
 (16) 

we result in the acceleration term, 

Ὢ ”Ͻ
Ὠὺ
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‬ὺ

‬ὸ
 (17) 

 

The acceleration of a body, in this case the defined volume elements, is caused by forces 

acting on the surface (pressure and shear stress) and on the whole volume (body forces). 

So far, we have derived the acceleration term on the right-hand side of the Navier-Stokes-

equation (17). The individual forces acting on the fluid are described in the following 

section. 

At each infinitesimal small volume element Ὠὠ the surroundings act onto it with the 

pressure force ɀὴὨὠ, as shown in Figure 10.  

 

 

 

Figure 10. Schematic description of all pressure forces acting on the volume element Ὠὠ. Adapted with 

permission from Phillips, R., Kondev, J., Theriot, J., Physical biology of the cell; Copyright (2009) Garland 

Science-Books 38 



Fundamentals 

20 

 

We now consider the overall pressure in x-direction. 

Ὢ‏ ὴὨώὨᾀὴ ЎὨώὨᾀ (18) 

With the Taylor series, 

ὴ Ў ὴ
‬ὴ

‬ὼ
Ὠὼ (19) 

equation (18) results in 

Ὢ‏
‬ὴ

‬ὼ
ὨὼὨώὨᾀ (20) 

 

If we now expand this into the three-dimensional domain, we obtain for the pressure force. 

38,39 

 Ὢ ὴɳὨὠ (21)‏

 

Another force acting on the fluid is friction, caused from the viscosity of the fluid. The 

relation of friction and viscosity can be imagined with a simple experiment where a fluid is 

placed between two parallel plates, as shown in Figure 11. One plate is fixed, and the other 

plate is moving in x-direction with a speed ὺ. Therefore, a force tangent to the plate is 

required, which is proportional to the viscosity of the fluid, the speed ὺ, the surface area 

of the plate and inversely proportional to the distance between the two plates. 36 

 

 

 

 

Figure 11. Scheme of a liquid between two plates, whereas the lower is fixed and the upper one is moving 

with ὺ. Adapted with permission from Bruus, H., Theoretical Microfluidics, (2008), Oxford University Press 

30 
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The shear stress „ is thus the force Ὂ per area ὃ, equal the viscosity – times the change of 

velocity ὺ with Ὠὼ. 

„
Ὂ

ὃ
–
Ὠὺ

Ὠὼ
 (22) 

 

For the microfluidic experiment we have to consider the viscous forces acting on the 

elemental volume. 

Ὢ‏ –
‬ὺ ὼ

‬ὼ
ὨώὨᾀὩ –

‬ὺ ὼ Ўὼ

‬ὼ
ὨώὨᾀὩ (23) 

 

With the Taylor series of the second term, we get 38 

Ὢ‏ –
‬όὺ ὼ

‬ὼό
ὨὼὨώὨᾀὩ (24) 

 

If we repeat this for y- and z-direction, we obtain 

Ὢ‏ –ɳόὺ –ᴂɳ Ͻɳὺ ὨὼὨώὨᾀ (25) 

 

Finally, the body forces Ὢ acting on the entire body of the fluid must be taken into account. 

Body forces are for example gravitational force, centrifugal or electrical force. 30 In general 

only the gravity force Ὢ  is considered. Here, Ὣ is the gravitational constant, ” the density 

and ὠ the elemental volume. 

ὨὪ ”ὫὨὠ (26) 

 

Summing up equations (17), (21), (25) and (26), it results in 

ὴɳὨὠ –ɳόὺ –ᴂɳ Ͻɳὺ ὨὼὨώὨᾀ”ὫὨὠ”
‬ὺ

‬ὸ
ὺϽɳ ὺ (27) 
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The continuity equation describes the conservation of mass in classical mechanics, for 

hydrodynamics. Here, the temporal change of a given quantity in a fluid particle volume 

can be described with the flux of this quantity through the surface of the volume. 

Ћʍ

ЋÔ
Ͻɳ”Ͻὺ π (28) 

 

If we assume an incompressible fluid, then the density ” is constant and the mass in the 

fluid particle volume does not change. 37,40 

‬ʍ

‬Ô
π (29) 

 

It follows, 40 

Ͻɳὺ π (30) 

 

This simplifies equation (25) to 

Ὂ‏ –ɳόὺ Ὠὠ (31) 

 

This leads to the Navier-Stokes equation:  

”
‬ὺ

‬ὸ
ὺϽɳ Ͻὺ ὴɳ –ɳ ὺ ”Ὣ (32) 

 

The left-hand part of the equation is the acceleration term, whereas the right side describes 

the forces acting on the fluid. 40  

In microfluidic experiments usually low flow velocities are applied. Hence, the non-linear 

term can be neglected, resultant the linear Stokes equation (33) or in the time dependent 

linear Stokes equation (34) 30 
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π ὴɳ –ɳ ὺ Ὢ (33) 

”
‬ὺ

‬ὸ
ὴɳ –ɳ ὺ Ὢ (34) 

 

Due to the linearity of the Stokes equation and with several simplifications it is possible to 

obtain analytical solutions for low flow velocities (Stokes flow). 30 

 

2.2.1.2 No-slip Boundary Condition 

The no-slip boundary condition is an assumption or restriction for the solution of the 

Navier-Stokes equation and describes the fluid flow at the solid liquid interface. 32,41 It says 

that the tangential velocity of the fluid is zero close to the channel wall, i.e. there is no 

relative motion of the fluid along the solid wall. 41,42 Two explanations are described for 

the no-slip boundary condition. On a molecular basis it is assumed that the intermolecular 

forces between the liquid molecules and the solid ones give a bond. The second 

explanation is that the solid surfaces are rough on a microscopic scale. Experiments of 

Pearson and Petrie with polymer melts showed that no-slip is valid for moderate velocities 

(shear rates) but that there is slip at high velocities. The question of what happens if fluids 

are not wetting the solid surface and how roughness influences the slip are discussed in 

many publications.41 Furthermore, in the recent years in many papers a slip boundary 

condition is described. This slippage is described with the effective slip length ὦ, which is 

already mentioned in the linear boundary condition of Navier in 1823. 43 However, it is 

concluded that the no-slip boundary condition is a good approximation for pressure driven 

microfluidics with channel sizes in the micrometer range. 32 

In Figure 12 the different flow profiles at different slip conditions are illustrated. The first 

shows the Couette flow or shear flow at no-slip condition. 43 Here, one plate is fixed and 

the other is pulled with a certain shearing rate. In the second image, the same experiment is 

assumed but with two fixed plates. There, slip occurs at the liquid-solid interface, 

described with the slip length ὦ. If one assumes a perfect smooth surface of the solid, the 

perfect slip flow profile is assumed like in the third image.  
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And finally, the pressure driven flow, which is obtained for the microfluidic experiments 

of this thesis, is shown in the fourth image. Due to the no-slip condition at the fixed 

channel walls, a parabolic shaped flow arises, called Poiseuille flow. 

 

 

 

Figure 12. Chart of the different flows and slips. Adapted with permission from Bruus, H., Theoretical 

Microfluidics, (2008), Oxford University Press and Lauga, E., Microfluidics: The No-Slip Boundary 

Condition. Copyright (2007) Springer 30,43 

 

2.2.1.3 Pressure Driven Flow 

The so called Poiseuille or Hagen-Poiseuille flow is a steady state flow induced by a 

pressure gradient in the microfluidic channel. It is an analytical solution of the Navier-

Stokes equation. This steady state flow means, the fluid is moving in a constant speed or is 

at rest. Hence, the acceleration and velocities derivatives are zero.  

‬ὺ

‬ὸ
π (35) 

 

If we assume gravitational force as the only external force, then equation (35) and (34) lead 

to the simple equation 39 

ὴɳ ”Ὣ (36) 

 

For an incompressible fluid like water, and in the negative z-direction, the integration of 

eq. (36) results in 

ὴᾀ ὴᶻ ”Ὣᾀ (37) 
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Here, ὴᶻ is the pressure at level ᾀ π. This z-dependent part is defined with the 

hydrostatic pressure ὴ . Thus, in microfluidics ὴ  is the only contribution of gravity and 

hence, the gravitational body force is cancelled by the gradient of ὴ . 

We now consider two infinite parallel plates, as shown in Figure 13. The distance between 

the two parallel plates is the channel height Ὤ and the system is translation invariant in x- 

and y-direction. Hence, the velocity field can only depend on ᾀ.  

 

 

 

Figure 13. Pressure driven flow between two infinite parallel plates. Adapted with permission from Bruus, 

H., Theoretical Microfluidics, (2008), Oxford University Press 30 

 

The movement of the fluid between the parallel plates is induced by a pressure drop Ўὴ in 

x-direction, hence, only the x-component of the velocity field is non-zero. 

ὺὶ ὺ ᾀὩ (38) 

 

The pressure drop Ўὴ is constant over the length L (Figure 13) of the channel, i.e. 

ὴπ ὴᶻ Ўὴ (39) 

and 30 

ὴὒ ὴᶻ (40) 

 

Furthermore, the steady state (eq. (35)) and the symmetry, lead to  

Ͻɳὺὺ π (41) 
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Thus, the Navier-Stokes equation is then simplified to 

π ὴɳ –ɳ ὺ ᾀὩ  (42) 

 

As already mentioned the velocity fields of y and z are zero. Hence, the pressure field only 

depends on ὼ; ὴὶ ὴὼȢ 

–‬ὺ ᾀ ‬ὴὼ (43) 

 

With the boundary conditions (eq. (39),(40)) for the pressure we get  

ὴὶ
Ўὴ

ὒ
ὒ ὼ ὴᶻ (44) 

 

This leads to the second order partial differential equation 

‬ὺ ᾀ
Ўὴ

–ὒ
 (45) 

 

We now take into consideration the no-slip condition as described in 2.2.1.2, 

ὺ π π (46) 

ὺ Ὤ π (47) 

 

Thus, we obtain a parabola solution for the velocity in x-direction. 

ὺ ᾀ
Ўὴ

ς–ὒ
Ὤ ᾀᾀ (48) 
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Finally, the flow rate ὗ through a section of width ύ is found as 30 

ὗ Ὠώ Ὠᾀ
Ўὴ

ς–ὒ
Ὤ ᾀᾀ

ὬύЎὴ

ρς–ὒ
 (49) 

 

We consider now a cylindrical shaped channel, like in a glass capillary, with the cylindrical 

co-ordinates (x, r, ū) as shown in Figure 14. 

 

 

 

Figure 14. Cylindrical channel with radius r. Adapted with permission from Bruus, H., Theoretical 

Microfluidics, (2008), Oxford University Press 30 

 

ὼ ὼ 

ώ ὶ ὧέί  

ᾀ ὶ ίὭὲ  

(50) 

 

With the orthonormal basis vectors 

Ὡ Ὡ 

Ὡ ÃÏÓ Ὡ ÓÉÎ Ὡ 

Ὡ ÓÉÎ Ὡ ÃÏÓ Ὡ 

όɳ ‬ ‬
ρ

ὶ
‬

ρ

ὶό
‬  

(51) 
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Again, the symmetry considerations reduce the velocity field to  

ὺὶ ὺ ὶὩ (52) 

leading to the differential of second order 

‬
ρ

ὶ
‬ ὺ ᾀ

Ўὴ

–ὒ
 (53) 

 

This inhomogeneous equation can be solved by summation of the general homogeneous 

solution, as shown in eq. (54). 

ὺ
ὺ

ὶ
π 

ὺ ὶ ὃ ὄ ὰὲ ὶ 

(54) 

and the particular solution to the inhomogeneous equation. 

ὺ ὶ
Ўὴ

τ–ὒ
ὶό (55) 

 

With the boundary conditions  

ὺ ὥ π 

ὺ π π 

(56) 

we get  

ὺ ὶȟ 
Ўὴ

τ–ὒ
ὥ ὶ  (57) 

for the velocity field.  

The flow rate is then, 

ὗ Ὠ  Ὠὶὶ
Ўὴ

τ–ὒ
ὥ ὶ

“

ψ

ὥ

–ὒ
Ўὴ (58) 
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or 

ὗ
Ўὴ

Ὑ
 (59) 

with Ὑ as the hydraulic resistance. 

Ὑ
ψ–ὒ

“ὥ
 (60) 

 

Thus, the resistance Ὑ is reciprocal to the fourth power of the radius of the channel. Hence, 

the resistance increases tremendously if the radius decreases. 30,33,36 

Besides the flow in cylindrical glass capillaries, rectangular shaped channels were used in 

this thesis. This rectangular shape occurs due to the fabrication method, soft lithography, 

which is described in chapter 2.2.1.7. We consider rectangular channels with small aspect 

ratio, meaning the channel height (Ὤ) is about the size of the channel width (ύ), but with 

ύ Ὤ, as shown in Figure 15. 

 

 

 

Figure 15. Cross-section of a rectangular shaped channel with height h and width w. Adapted with 

permission from Bruus, H., Theoretical Microfluidics, (2008), Oxford University Press 30 

 

Therefore, the velocity field in the rectangular channel is 

ὺ ώȟᾀ
τὬόЎὴ

“ύ–ὒ

ρ

ὲύ
ρ

ÃÏÓÈὲ“
ώ
Ὤ

ÃÏÓÈὲ“
ύ
ςὬȟ

ÓÉÎὲ“
ᾀ

Ὤ
 (61) 
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And the resistance R is then, 30,33 

Ὑ
ρς–ὒ

ύὬύ
ρ
Ὤ

ύ

ρως

“

ρ

ὲ
ὸὥὲὬ

ὲ“ύ

ςὬȟȟ
 (62) 

 

For further reading and the derivations of the last two equations for rectangular channels it 

is referred to Bruus H. Theoretical microfluidics; Oxford University Press: Oxford, 2008. 

 

2.2.1.4 The Reynolds Number 

The representation of a physical equation by a smaller number of dimensionless parameters 

simplifies the equation and furthermore provides insight to relevant physical properties. 

Therefore, in microfluidics many non-dimensional numbers are used to quantify physical 

properties. 36 The Reynolds number ὙὩ derives from the non-dimensionalization of the 

Navier-Stokes equation. It associates the inertial forces Ὂ to the viscous forces Ὂ. 

ὙὩ
Ὂ

Ὂ

”Ὀὺ

–
 (63) 

with 

Ὂ ”ὺϽɳ ὺ
”ὺό

Ὀ
 (64) 

Ὂ –ɳόὺ
–ὺ

Ὀό
 (65) 

 

Whereas ” is the density, Ὀ  is the hydraulic diameter depending on the geometry of the 

microfluidic channel, typically in the scale of micrometers, ὺ is the flow velocity and – is 

the viscosity. 33,40 For low Reynolds numbers, the viscosity has stronger influence than 

inertial forces leading to a laminar flow in the microfluidic channel. Whereas, at high 

Reynolds numbers turbulent flow occurs. The critical point at which the flow is always 

laminar, is usually below ὙὩ ρχππ ÔÏ ςσππ. 44  
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As already mentioned in chapter 2.2.1.1 at low flow and hence, at low Reynolds number 

the inertial terms can be neglected. Furthermore, if we assume stationary flow π, 

the Stokes equation simplifies to 45 

ὴɳ –ɳόὺ (66) 

 

Hence, the speed of flow is simply proportional to the forces exerted on the fluid. 45 

 

2.2.1.5 Diffusion and Convection 

Mixing of miscible fluids with pressure driven flow in microfluidic channels can be 

described with convection along the microfluidic channel and diffusion transverse to the 

flow. Convection is the momentum transport of the bulk flow by a fluid. 46 Diffusion is 

mixing due to thermally induced random motion of particles with a concentration gradient 

in a volume. It is called Brownian motion. 30 As described in chapter 2.2.1.4, in 

microfluidics laminar flow dominates. Hence, due to the absence of turbulence, transverse 

mixing of fluid streams, which are in contact to each other, only occurs through diffusion. 

33,47 Diffusion is described with the constant-step random-walk model. We assume a 

particle performing a number of continuous steps which are unrelated to each other. Each 

step Ὥ takes the same time † and moves the same distance Ўὼ with the step length ὰ. Since 

the particle performs a random walk, the moved distance can be negative or positive. 

Ўὼ ὰ (67) 

 

After the particle has executed ὔ steps at time ὸ ὔ†, the position ὼ  is defined by 

ὼ Ўὼ (68) 

 

If we now consider ὓ random walks ending at ὼ , with Ὦ ρȟςȟȣȟὓ, each random walk 

consists of ὔ random steps Ўὼ ὰ.  
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The mean value of ὼ  is then, 

ộὼỚḳ
ρ

ὓ
ὼ

ρ

ὓ
Ўὼ

ρ

ὓ
Ўὼ ộЎὼỚ π (69) 

 

Equation (69) equals zero because the probability of stepping ὰ or ὰ is the same. Hence, 

this equation does not describe the quantity of diffusion kinematics. Therefore, the squared 

value of the particle displacement is calculated. For the product term different summation 

ὭȟὯ are used. 

ộὼỚḳ
ρ

ὓ
ὼ

ρ

ὓ
Ўὼ Ўὼ

ρ

ὓ
Ўὼ Ўὼ  

(70) 

 

Now the so called diagonal terms, Ὧ Ὥ, and the offdiagonal terms, Ὧ Ὥ, are collected. 

ộὼỚ
ρ

ὓ
Ўὼ Ўὼ Ўὼ ὔὰό ộЎὼЎὼỚ (71) 

 

Since, Ὧ Ὥ, Ўὼ and Ўὼ are statistically independent. Hence, ὰ ὰ ὰ ὰ

ὰό and ὰ ὰ ὰ ὰ ὰό have the same probability and equation (71) simplifies 

to 30 

ộὼỚ ὔὰό (72) 

 

From equation (72) and (69) the diffusion length ὰ  in the 1D is 

ὰ ḳ ộὼỚ ộὼỚ Ѝὔὰ (73) 

with ὸ ὔ†. 
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ὰ ὸ
ὸ

†
ὰ

ὰό

†
ὸ ЍςὈὸ (74) 

 

Here, Ὀ is the diffusion coefficient, defined by 

Ὀḳ
ὰό

ς†
 (75) 

 

Whereas, † is the time the particle needs for each single step. 

Hence, the average time the particle needs to diffuse over distance ὰ is described with the 

following equation 30,35 

ὸ ὰ
ὰό

ςὈ
 (76) 

 

This shows the dependence of the time of diffusion to the distance square. Since in 

microfluidics the distances are small , the diffusion time is usually small. Furthermore, the 

diffusion time can be controlled by tuning the diffusion length, e.g. dividing into smaller 

streams to decrease the diffusion length. But the diffusion time is also dependent on the 

diffusion coefficient Ὀ and thus, many different approaches have been published in the 

recent years introducing chip designs with passive mixers. 30,32,35,48 

The diffusion coefficient for spherical particles in a liquid can be described with the 

Einstein-Stokes equation. Diffusion in a liquid must be formulated differently, because of 

the denser phase of the liquid compared the free environment assumed before. For the 

Brownian motion of spherical particles, the diffusion coefficient is 

Ὀ
ộὺόỚ

‍
 (77) 

 

The friction coefficient ‍ describing the friction the fluid applied on the particle.  

It is defined as 
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‍
φ“ὶ–

ά
 (78) 

with ὶ is the radius of the particles, ά is the mass of the particles and – is the viscosity of 

the fluid.35 

The energy equipartition theorem, 

ρ

ς
άộὺόỚ

ρ

ς
ὯὝ (79) 

with Ὧ  is the Boltzman constant, Ὕ the absolute temperature leads to the Stokes-Einstein 

relation.35,48 

Ὀ
ὯὝ

φ“–ὶ
 (80) 

 

As already mentioned, to obtain an equation describing the mixing conditions in a 

microfluidic channel we have to consider diffusion and convection. First, we only consider 

diffusion in x-direction, which is described in Fickôs first law. 

ὐ Ὀ
‬ὧ

‬ὼ
 (81) 

ὐ is the diffusive flux and ὧ, the concentration of the species.  

Now we regard the time dependent diffusion process in a narrow cuboid of area ὃ and 

length ὰ, as shown in Figure 16. 

 

 

 

Figure 16. Scheme of a cuboid with volume V and a flux J(x) occurring due to a concentration gradient in x-

direction. Adapted with permission from Bruus, H., Theoretical Microfluidics, (2008), Oxford University 

Press and Phillips, R., Kondev, J., Theriot, J., Physical biology of the cell; Copyright (2009) Garland 

Science-Books 30,38 
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The number of particles diffusing into the cuboid in an infinitesimal time interval Ὠὸ is 

ὐὃὨὸ. Therefore, the concentration ὧ in the cuboid increases with increasing flux ὐὼȢ 

‬ὧ

‬ὸ

ὐὃὨὸ

ὃὰὨὸ

ὐ

ὰ
 (82) 

 

On the other side the particles leave the cuboid with a flux ὐȭὼ ὰȢ 

‬ὧ

‬ὸ

ὐᴂὃὨὸ

ὃὰὨὸ

ὐᴂ

ὰ
 (83) 

 

The change of concentration per time interval is then, 

‬ὧ

‬ὸ

ὐ ὐ

ὰ

Ὀ
‬ὧ
‬ὼ

Ὀ
‬ὧᴂ
‬ὼ

ὰ

Ὀ
‬ὧ
‬ὼ

Ὀ
‬
‬ὼ
ὧ

‬ὧ
‬ὼ
ὰ

ὰ
Ὀ
‬όὧ

‬ὼό
 

(84) 

which is Fickôs second law.  

On the other hand, convection is the transport of particles through a flowing liquid. If we 

just consider convection and assume again a narrow cuboid with area ὃ and length ὰ, and a 

particle flux through this area ὃ at the time dὸ due to velocity ὺ as shown in Figure 16, 

then 

ὐ
ὧὃὺЎὸ

ὃЎὸ
ὧὺ (85) 

 

Hence, the overall change of concentration per time interval Ὠὸ is the summation of 

equation (82) and (83). And with equation (85) it follows, 

‬ὧ

‬ὸ

ὐ ὐ

ὰ
ὧ ὧ

Ὠὧ

Ὠὼ
ὰ
ὺ

ὰ
ὺ
‬ὧ

‬ὼ
 (86) 

 

Thus, the overall change of concentration in the time interval Ὠὸ in a microfluidic channel 

can be described with the summation of convection and diffusion.49 
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‬ὧ

‬ὸ
Ὀ
ЋόÃ

ЋØό
ὺ
ЋÃ

ЋØ
 (87) 

 

2.2.1.6 Péclet Number and Taylor Dispersion 

Another dimensionless number describes the relation between convection and diffusion, 

the Péclet number.  

ὖὩ
ὐ

ὐ

ὺ‏ὧ
ὰ
Ὀ‏ὧ
ὰό

ὺὰ

Ὀ
 (88) 

ὺ is the average flow velocity, ὰ is the characteristic size of the system and Ὀ the Diffusion 

coefficient. It follows, the higher the Péclet number the more diffusion is influenced by the 

convective flow. In liquids the diffusion coefficient Ὀ is usually on the order of ρπ 
ό
. 

So, the Péclet number and the question if diffusion or convection dominates is dependent 

on the flow velocity ὺ and the characteristic length ὰ. For example, with a flow velocity of 

ρ  and a channel with ὰ ρππ ʈά, the ὖὩ ρππ and convection is dominant. But If 

ὰ ρ ʈά and ὺ ρπ ʈάȾί, then ὖὩ ρπ and diffusion dominates. 35  

The Taylor dispersion considers the convection and diffusion of a solute with 

concentration ὧὶȟὸ in a solution flowing with a velocity field ὺὶȟὸ in a cylindrical 

channel with radius ὥ. A steady-state Poiseuille flow ὺ ὺ ὶὩ is obtained. The 

convection-diffusion equation (87) has then the form, 

‬ὧ

‬ὸ
Ὀ
‬όὧ

‬ὶ

ρ

ὶ

‬ὧ

‬ὶ

ЋόÃ

ЋØό
ὺ
ЋÃ

ЋØ
 (89) 

 

Figuratively, the solute is placed into the channel at ὸ π and the concentration gradient 

changes because of convection due to the applied pressure flow and diffusion due to the 

Brownian motion of the solute. 
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Figure 17. Left picture shows a band of solute inserted into a channel. The middle image shows the 

increasing parabolic profile, if diffusion is absent. The right scheme shows plug flow evolving due to 

diffusion and convection.  

If only convection occurs the band of solute will be an increasing long parabolic profile, as 

shown in the middle scheme in Figure 17. Since diffusion is present, the concentration of 

the parabolic profile is changed. At the front of the parabolic profile, the higher 

concentration is in the middle of the channel. Hence, the particles diffuse towards the 

lower concentration at the channel walls. However, in the back of the parabolic profile the 

higher concentration is close to the channel walls and the particle diffuse in the middle of 

the channel. This leads to the so called plug flow, shown in the right scheme of Figure 17. 

30 Eventually, the Taylor dispersion for stationary flow in a channel with small transverse 

size, takes into account diffusion and convection. This shear flow leads to an increase of 

the diffusivity of the considered particles. Hence, an effective diffusion constant Ὀ  is 

introduced, which can be described with equation (90). 

 

Ὀ ὖͯὩόὈ (90) 

 

Summing up, mixing in microfluidic channel is described with diffusion and convection. 

Which one of these two dominates depends mainly on the flow velocity and the size of the 

system. Due to laminar flow, two miscible fluids moving next to each other form a 

diffusive interface which broadens as the fluids mix. In many cases this mixing is too slow 

and many papers have been published with channel designs trying to accelerate the mixing 

by size reduction or designs introducing chaotic mixing. 35 
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Device Fabrication 

There exist many different technologies to produce microfluidic devices. In the following, 

only the most established technologies or the methods used during the thesis will be 

explained. Lithography is one of the most powerful methods in microfabrication and can 

be differentiated by the used radiation, e.g. photolithography, electron-beam lithography, 

X-ray-lithography. With different lithographic methods, structures with sizes between 0.2 

and 500 µm are possible for hard materials, like glass or silicon. For soft materials, that is 

polymers like PDMS or PMMA, the scale for structures ranges between 0.5 and 500 µm. 35  

Photolithography is mainly used in microfabrication, e.g. in microelectronic industry for 

production of microelectronic chips.  

In the photolithographic process the desired micro pattern is transferred on a thin 

photoresist film with a printed photomask or chrome mask. Depending on whether the 

resist is a positive or negative resist the irradiated parts become the positive structure or 

negative structure. Photolithography is further differentiated between proximity 

lithography and projection lithography. In Proximity lithography the spatial resolution ὶ is 

dependent on the Fresnel diffraction and hence, on the wavelength ‗ and the distance Ὠ 

between the mask and the photoresist. 

ὶ ρȢυЍ‗Ὠ (91) 

 

In Projection lithography the spatial resolution is dependent on the wavelength ‗ and the 

numerical aperture ὔὃ. 35,50,51 

ὶ
‗

ςὔὃ
 (92) 

 

But photolithography has a few drawbacks. First, only two dimensional structures can be 

realized and that only on flat surfaces. 14 Additionally clean-room conditions are necessary 

for each device production. If photolithography is used to directly produce a microfluidic 

device and not to use the product as a master for reproduction, the devices have to be 

sealed in a complicated and time-consuming way. Furthermore, the used materials are 

fragile (glass, silicone) and expensive. 52  
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Therefore, a new method was established, called soft lithography, where the used device 

material is a polymer, and photolithography is only used to fabricate the masters for 

replication. Polymers used as chip materials have several advantages, like lower costs, 

lower fragility and fast prototyping. 35 

 

2.2.1.7 Soft Lithography 

The key element of soft lithography is an elastomeric block, mostly poly(dimehtylsiloxane) 

(PDMS) containing the desired pattern and is therefore used as stamp, mold, mask or 

device itself. PDMS consists of an inorganic siloxane backbone and attached organic 

methyl groups. The glass transition temperature is very low, which means it is liquid at 

room temperature, and PDMS can easily be converted into a solid polymer by cross-

linking. 14 In the 1990ôs Whitesides and co-workers published several papers using PDMS 

as elastomeric mold for micrometer patterned devices, e.g. for microcontact printing and 

micromolding in capillaries (MIMIC). 53,54 The method described there to prepare PDMS 

molds is still used today, also for microfluidic chip preparation consisting of PDMS itself 

(e.g. as integrated capillary electrophoresis (ICE) chips). 55 First a Master for the PDMS 

has to be prepared, which is usually made by photolithography, described in the earlier 

chapter. Then, the mold, e.g. the silicon wafer with the photoresist negative structure, is 

placed in a Petri dish. The elastomer combined with the curing agent, e.g. SYLGARD 184 

from Dow Corning Corporation, in a ratio of 10:1, is poured over the patterned master. The 

elastomer has to be degassed for 30 minutes, whereupon the dish is stored in the oven at 

75°C for 1 to 2 hours. The hardened elastomer can then be peeled off the master. 53 The 

different fabrication steps during PDMS chip production is depicted in Figure 18. 

Compared to other methods soft lithography is a low-cost technique, which is easy to learn 

and apply and hence, it is accessible to a wide range of users.  

Advantageous of soft lithography to photolithography is the access to quasi three-

dimensional structures. Furthermore, patterns can be generated on nonplanar surfaces and 

many different materials can be used, which leads to different surface chemistry. 14 
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Figure 18. Description of the PDMS chip fabrication steps. Adapted with permission from Xia, Y., 

Whitesides, G., M., SOFT LITHOGRAPHY. Copyright (1998), Annual Reviews 14 

 

The success of PDMS as chip material, especially in soft lithography, is due to several 

advantages. It is a soft elastomer with low surface energy. Hence, PDMS can be used for 

pumps or membranes and is easily removed from the substrate (e.g. silicon wafer) or mold. 

However, it is sufficiently rigid that the replica maintains its structure. It is durable, which 

means it can be used several times. Furthermore, PDMS is hydrophobic and does not swell 

due to humidity. It is permeable to gas and has good thermal stability up to ~186 °C. The 

isotropic and homogeneous PDMS is optically transparent (~300 nm) and the interfacial 

properties of PDMS can be changed readily by modifying the prepolymers or by treatment 

with oxygen plasma. 14 Plasma treatment is used to change the surface properties of PDMS 

from hydrophobic to hydrophilic. 35 But the hydrophilic character changes back to 

hydrophobic in 45 minutes. If the channels are filled with a liquid like water, it stays 

hydrophilic for at least 80 minutes. 52,56 The structured side of a MF-chip has to be bonded 

to close the channels molded in the PDMS. Therefore, plasma is also used to bond two 

microfluidic chip halves or chip half and glass slide together. Thus, a surface oxidation via 

plasma of the PDMS surface is necessary. Thereby, at the surface of the PDMS, methyl 

groups are oxidized and a layer with silanol-groups (Si-OH) arises. Bringing two plasma 

treated parts, like PDMS-PDMS, PDMS-glass or PDMS-silicon, together seals them 

irreversibly, by forming covalent (Si-O-Si) bonds through condensation. 35,52  

However, PDMS has also several drawbacks. PDMS is not resistant to most organic 

solvents and swells if it gets in contact. It shrinks by 1% upon curing, which changes the 

original designed sizes. Furthermore, the softness of PDMS limits the aspect ratio, which 

means the ratio of the width to the height. This and further problems, which have to be 

considered during the device design, is described in detail in chapter 0. 14  
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Besides, soft lithography or molding, two more methods are popular for the fabrication of 

polymer based micro-patterns, casting or hot embossing and microinjection. 

Microinjection is the injection of a hot, liquid polymer into a mold, cooling it down and 

removing the negative of the mold shape. Microinjection was not used during the thesis 

and thus, is not explained any further. All of these three methods are replication methods. 

35 

 

2.2.1.8 Hot Embossing 

Another used method for microfluidic device fabrication is hot embossing. This 

micromolding technique uses thermoplastic polymers to imprint structures at elevated 

temperatures. Used polymers are e.g. PMMA, PC, PI, PE, PVC, PEEK, which are heated 

above their glass transition temperature Ὕ and then are pressed into a mold with a pressure 

of tens of bars. Hence, a mold with the desired microstructure is needed, which are usually 

fabricated via etching, LIGA (Lithografie, Galvanoformung, Abformung) or CNC 

(Computerized Numerical Control)-machining. The molds have to withstand the applied 

pressure and the high temperatures and are usually made of metal or silicon. Hot 

embossing has a good accuracy in the order of tens of nanometers. Further advantages are 

the low costs, the easy production and the possibility to obtain high aspect ratios under 

certain conditions. It can be tuned to a high throughput process, but compared to the hot 

injection method, the fabrication time takes relatively long. 35,51,57,58 

 

2.2.1.9 Rapid Prototyping 

Fast prototyping is a feature of soft lithography. It describes the design, production and 

testing of a new device within 24 hours, as depicted in Figure 19. Whitesides et al. reported 

the fast prototyping process in 1996, whereas a new PDMS stamp design was printed on a 

transparent polymer with a commercially available laser-assisted image setting system. 

These patterned polymer films were then used as mask for 1:1 projection photolithography. 

The whole procedure from designing the structured device until receiving the final product 

was realized in about 7 hours. The PDMS stamps were produced with the already known 

methods like microcontact printing, micromolding in capillaries and microtransfer 

molding. 50,53,54,59  
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By stacking different masks on top of each other in a certain way, new patterns have been 

generated, which were not realizable with only one mask. The smallest feasible feature was 

about 20 µm limited by the resolution of the image setting system. 50 

 

 

 

 

Figure 19. Illustration of the rapid prototyping process; beginning with the idea of the device design on the 

left to the completed microfluidic chip on the right. Adapted with permission from Xia, Y., Whitesides, G., 

M., SOFT LITHOGRAPHY. Copyright (1998), Annual Reviews and Qin, D., Xia, Y., Whitesides, G., M., 

Rapid prototyping of complex structures with feature sizes larger than 20 ɛm. Copyright (1996), John Wiley 

and Sons and Duffy, D., C., McDonald, J.,C., Schueller, O., J., A., Rapid Prototyping of Microfluidic 

Systems in Poly(dimethylsiloxane), Copyright (1998), American Chemical Society.14,50,52 

 

Besides the benefit to receive a newly designed device in 24 hours, rapid prototyping has 

several more advantages. The used masks are printed transparencies. They are produced 

within hours and are much less expensive than chrome masks, commonly used in 

photolithography. Compared to etching in silicon the variety of patterns is much larger 

using a photoresist. Eventually, every orientation and form can be realized in the limits of 

the resolution. 35,52 
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2.3 Small Angle X-ray Scattering 

Small angle X-ray scattering (SAXS) is a well -known method for analyzing the structure 

of colloids and soft matter. 60,61 X-rays are electromagnetic waves with wavelength of 0.01 

to 10 nm, which is much smaller than the wavelength of visible light. 8,61 In X-ray 

diffraction (XRD), where e.g. inorganic crystals are analyzed, the observed lattice spacing 

is of the same order of magnitude as the employed wavelength and thus, the diffraction 

angle   is large. To observe larger structures, such as polymers or other mesoscale 

materials, smaller angles   are needed. This is due to the inverse relation of the lattice 

distance ὶ and the diffraction angle  , described by Braggs law (Eq. (96)(49)), which is 

derived in the next section. 61,62 

 

Physical Fundamentals of Small Angle X-ray Scattering 

When X-rays pass a sample, the photons interact with the electrons of the sample atoms. A 

part of the X-rays is absorbed, a part is passing through the sample and a part will be 

scattered. The absorption of X-rays expels electrons, leaving undesired holes in the atom 

shells. Hence, these holes must be refilled either by emitting another electron (Auger 

effect) or by rearranging the electrons. This rearrangements lead to radiation of light with a 

different wavelength than the incident X-rays. 62             

Scattering is distinguished by Compton scattering and Thomson scattering. The incoherent 

Compton scattering occurs when a photon hits an electron and is bounced away. Though, 

the photon loses a part of its energy to the electron and radiates with a different wavelength 

and with no phase relationship with the incident radiation. Thus, it does not comprise 

structural information and is obtained as background scattering. Furthermore, for scattering 

at small angles, Compton scattering is small and can be neglected. 63 More interesting for 

the structural analysis is the Thomson scattering. Here, the photon hits a strongly bonded 

electron. No energy is transferred to the electron, but it starts to oscillate with the same 

frequency as the incoming X-rays. Given that, also adjacent strongly bonded electrons are 

hit by photons, they all oscillate synchronous with the same frequency and hence, radiate 

coherent spherical waves. These coherent waves can interfere with each other and show 

interference patterns with the structural information of the sample. Since the scattering is 

elastic and the waves are coherent, they are summed up.  
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Therefore, their amplitude can only differ by the phase. This means the waves can be 

constructive, destructive or in between, depending on the relative position of the electrons. 

62 The fundamental equation for interference pattern in crystallography is described by 

Braggs law. It depicts diffraction as a function of the distance ȿὶȿ between two atoms and 

the scattering angle  , as shown in Figure 20. 

 

 

 

Figure 20. Scheme of X-ray diffraction at two atoms positioned at distance ὶ. Adapted with permission from 

Stribeck, N., X-ray scattering of soft matter, Copyright (2007), Springer, Glatter, O., Kratky, O., Small angle 

x-ray scattering, Copyright (1982) Elsevier* and Guinier A., X-ray diffraction, Dover, Copyright (1963).60ï62 

 

If we consider the scattering at two atoms, we can see from Figure 20, that the path the 

light takes for the upper atom is different to the path for the lower atom. This path 

difference is highlighted in red. Hence, simple geometry for right triangle shows that, 

‏ ὶ ϽÓÉÎ— (93) 

and the path difference ȹŭ (red line) is ŭ times two. Consequential, 

ῳ‏ ς‏ ςὶϽÓÉÎ— (94) 

 

If the scattered or diffracted waves are constructive, the path difference ῳ‏ is the multiple 

integer ὲ of the wavelength ‗. 

Ў‏ ὲϽ‗ (95) 

Hence, Braggs law is 64 

ὲϽ‗ ςὶϽÓÉÎ— (96) 

 

*This article was published in Small angle x-ray scattering, Glatter, O., Kratky, O., Chapter 2, p. 19, 

Copyright Elsevier (1982). 
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In contrast to crystallography, in small angle X-ray scattering different considerations have 

to be made, than the analyzation of diffraction patterns by lattice distances. 62 Figure 21 

shows a simplified schematic graphic of an X-ray scattering experiment at two atoms ὃ 

and ὄ. 

 

 

 

Figure 21. Scattering by two atoms A and B at distance ὶ. Adapted with permission from Glatter, O., Kratky, 

O., Small angle x-ray scattering, Copyright (1982) Elsevier* and Guinier A. X-ray diffraction; Dover, 

Copyright (1963). 60,62 

 

Hence, ὃ and ὄ are two scattering points, which are positioned at a certain distance shown 

with the vector ὶ. The path length of the incident X-rays is longer for atom B than for atom 

A. Hence, the path difference is  

Ў‏ ὧὄ ὄὨ (97) 

c and d are the projections of A on the rays passing B. S0 is the unit vector for the incident 

rays and S is the scattered rays unit vector. It shows, 

ὧὄ Ὓὃὄ (98) 

ὄὨ Ὓὃὄ (99) 

 

 

 

*This article was published in Small angle x-ray scattering, Glatter, O., Kratky, O., Chapter 2, p. 19, 

Copyright Elsevier (1982). 
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With ὶ as the distance between ὃὄ, the path difference is 

Ў‏ ὃὄὛ Ὓ  ὶ Ὓ Ὓ  (100) 

 

ί is defined as the difference between the incident X-rays and the scattered ones and is 

always perpendicular to the angle bisector of Ὓ and Ὓ0.
62               

 

ί Ὓ Ὓ (101) 

 

The wave vectors are defined as 

Ὧ
ς“

‗
Ὓ Ƞ Ὧ

ς“

‗
Ὓ (102) 

 

In elastic scattering the absolute value of Ὧ Ὧ . 8 

Ὧ Ὧ Ὧ
ς“

‗
  (103) 

 

The phase difference • is the wave number k times the path difference Ў8 .‏ Therefore, 

from equation (100) and (103) it follows, 

•
ς“Ў‏

‗
ς“ὶ

Ὓ Ὓ

‗
 ς“ὶϽ

ί

‗
 (104) 

 

The scattering vector ή is introduced 61 

ί
ή

ς“
 (105) 
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Scattering vector ή is defined as the difference of the scattered wave vector Ὧ and the 

incident wave vector Ὧ. 

ή Ὧ Ὧ (106) 

 

Considering Figure 21, simple geometry shows, 

ή

Ὧ
ÓÉÎς   (107) 

 

Hence, with equation (107) and (103) ή has the magnitude, 

ή ή
τ“

‗
ÓÉÎ— (108) 

 

The scattering vector is useful since a diffraction peak of a measured sample appears at a 

certain ή ïvalue independent of the wavelength, whereas its scattering angle will change 

with ‗. 8  

The phase shift is then, 

• ήὶ
τ“

‗
ὶϽίὭὲ— (109) 

 

This equation shows like the Bragg equation (96) the reciprocal relation between the size 

or particle distance ὶ and the scattering angle  . Hence, at small angles, large structures 

are observed and vice versa. Furthermore, in diffraction experiments the used wavelength 

is usually at the size of the observable structures. But colloidal systems are much larger 

than the wavelength of X-rays and are observed due to this relation. 60 

So far, we have introduced with a simplified approach, the inverse relation of particle size 

and the scattering angle —, as well as the scattering vector ή. Now, we have to consider the 

calculation of the scattering curve. 
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 In the listed equations the electron scattering intensity and amplitude is taken to be of 

magnitude 1. As already mentioned, the scattered waves are coherent and hence, the 

amplitudes are added. 60  

The amplitude of secondary waves is usually presented with the complex form 

ὃή ὦήὩ ὦήὩ  (110) 

 ὦ is the ñscattering lengthò, which is a constant getting greater with stronger interaction 

between the incident wave and the scattered point. 65  

 

ὦ ὦὤ (111) 

with ὦ as the scattering length of electrons and ὤ as number of electrons in the atom.  

For electrons the scattering length is the Thomson radius or electron radius. 

ὦ
Ὡό

τ“ά‐ὧό
ςȢψςὼρπ  ά (112) 

ὧ is the speed of light, ά the mass of the electron and ‐ is the permittivity of free space. 

Hence, for small angle X-ray scattering particles are described only by the local density of 

electrons. 63,66  

Now the amplitude is not accessible by summing up all secondary waves, because there are 

too many electrons and it is not possible to localize a single electron. Therefore, the 

electron density must be introduced, which is the number of electrons per unit volume 

ɟ(ὶ)dV.  

The summation in equation (110) can then be replaced by integration over the whole 

illuminated volume at position ὶ. 

ὃή ὨὠϽ”ὶὩ  (113) 

The amplitude ὃ of diffraction at a certain direction ή is thus obtained by Fourier 

transformation of the electron density. 
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In a scattering experiment not the amplitude is measurably but the intensity. The intensity 

is obtained by the square modulus of the amplitude or with the conjugate complex A*. 

Hence, an inversion of the Fourier transform to obtain the electron density is not possible, 

because the phase information is lost. This is known as the phase problem. However, the 

intensity I(ή) is derived with the Fourier transform of equation (113) considering only the 

relative distance ὶ ὶ  for every pair of points. 60 

 

Ὅή ȿὃȿ ὃὃᶻ ὨὠὨὠ”ὶ”ὶὩ  (114) 

 

This double integration is calculated in two separated steps. In the first step the 

convolution square or auto-correlation is used to summarize all pairs of equal relative 

distance. 60 

” ὶḳ Ὠὠ”ὶ”ὶ  (115) 

with 

ὶ ὶ ὶ ὧέὲίὸὥὲὸ (116) 

 

Here, we introduce the fictitious space C, where every electron pair with a relative distance 

ὶ can be described by a point. The density of the points is given by ” ὶ, also called the 

electron density distribution. Every pair is counted twice ὶȟὶ, thus the distribution in 

the C space must have a center of symmetry.  

The second step is to integrate over all relative distances including the phase factor Ὡ . 

This is the integration over the C-space, which is the Fourier transform again. 60 

 

Ὅή Ὠὠ” ὶὩ  (117) 
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Thus, the intensity distribution in the reciprocal space or ή is only determined by the 

structure of the object, expressed with the auto-correlation function ” ὶ. In turn ” ὶ 

can be derived from Ὅή with the inverse Fourier transform 

” ὶ
ρ

ς“
ὨήὨήὨήὍήὩ  (118) 

 

For small angle scattering of colloidal systems several assumptions can be made to 

simplify the mentioned equations. First, the investigated system is statistically isotropic 

and second, there is no long-range order of the particles. The isotropic system leads to the 

simplification that the distribution ” ὶ  in the C-space is only dependent on the 

magnitude of the distance ὶ.  

Hence, the phase factor Ὡ  can be replaced by the average ộ Ớ, taken over all directions ὶ 

derived by Debye. 63 

ộὩ Ớ
ÓÉÎήὶ

ήὶ
 (119) 

 

Due to the missing long-range order, respective electron densities at a large distance are 

independent and are replaced by the mean value ”Ӷ. Therefore, the density can be expressed 

with the mean density and the density fluctuations Ў”. 

” Ў” ”Ӷ (120) 

 

The mean value does not contain any information, which means with constant values along 

the whole volume, the volume acts like a blank object. Hence, not the electron density 

distribution gives the information about the structure but the electron density fluctuations. 

Thus, the contrast can also be negative. With equation (117) it results in 

Ὅή ὨὠЎ”ὶὩ  (121) 
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From equation (115) and (120) it follows 

Ў” ” ”Ӷ ” ὠ”Ӷ ὠ‎ὶ (122) 

with ὠ”Ӷ as a constant value for the autocorrelation at large distances ὶ and ‎ὶ as the 

correlation function 60 

 

The Correlation Function 

The already mentioned correlation function ‎ὶ was introduced by Debye and Bueche in 

1949 describing the average of two fluctuations at a certain distance. 67 The electron 

density of particles has to be different to the electron density of the surrounding medium to 

detect scattering. This difference in electron density leads to fluctuations. 60,68 

 

We consider a system with two points situated at a distance ὶ with their respective electron 

density fluctuations Ў” und Ў”.Then the correlation function ‎ὶ is defined with 

‎ὶ ộЎ” ὶϽЎ” ὶỚ  (123) 

 

The average depends on ὶ, so if ὶ π 

‎ὶ π ộЎ”Ớ (124) 

and if ὶ is very large Ў”ȠЎ” vary independently and therefore,60 

‎ὶ Њ ᴼπ (125) 

 

Since our assumptions predict there is no long-range order, the final value π is reached 

within a finite range. In addition, with equation (117) and (119), it follows 

Ὅή ὠ τ“ὶὨὶϽ‎ὶ
ÓÉÎήὶ

ήὶ
 (126) 
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By inverse Fourier transform the correlation function can be derived. 

ὠ‎ὶ
ρ

ς“ό
ήόὨήϽὍή

ÓÉÎήὶ

ήὶ
 (127) 

 

If ή π and ὶ π  then ‎ὶ ρ and the Debye factor  is π, which leads to the 

equation 

Ὅπ ὠ τ“ὶόὨὶϽ‎ὶ (128) 

 

This means if ή π, then all secondary waves are in phase, so it might be expected that 

Ὅπ is equal to the square of total number of electrons irradiated volume ὠ. This is not 

observable because Ὅή cannot be measured in the full regime π ή Њ. 60,63 It can be 

considered that every electron of the volume ὠ acts in coherence only with a surrounding 

region, as defined by ‎ὶ.  

It also follows, 

ὠ‎π
ρ

ς“ό
ήόὨήϽὍή ὠộЎ”Ớ (129) 

Equation (129) shows that the integral of intensity is directly related to the mean square 

fluctuation of electron density. However, it is independent of the structure.  

The integral in equation (129) is called ñinvariantò ὗ, because also if parts of the system 

are deformed or shifted, the value has to stay the same. 60,63 

ὗ ήόὨήϽὍή (130) 

 

To summarize, the following sketch illustrates the relations between the mentioned 

parameters and operations. It is called the ñmagic square of scatteringò. 61 
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Figure 22. The ñmagic squareò shows the relations of the different parameters. Adapted with permission from 

Stribeck, N., X-ray scattering of soft matter, Copyright (2007), Springer. 61 

The scattering amplitude ὃή and the electron density fluctuations Ў” are connected by 

the Fourier transformation. The scattering intensity Ὅή is the Fourier transform of the 

auto-correlation function ‎ὶ averaged over all directions in space. The correlation 

function is the square of the density fluctuations and the intensity is the mean square of the 

amplitude. 63 

 

Form Factor 

Due to the phase problem, meaning the loss of the phase information, it is impossible to 

obtain the electron density in real space from the measured scattering pattern. Hence, it is 

necessary to use models with calculated intensities and compare them with the measured 

intensity. 69  

First, we assume a diluted system where the particles are distant and thus, uncorrelated. 

Therefore, only one particle can be considered. The scattered intensity of all illuminated 

particles is summed up. For an inhomogeneous particle of a certain orientation the 

normalized amplitude is, 

ὥή ”ὶὩ Ὠὶ (131) 

 

It follows, 

Ὅ ή ὥήὥᶻή ὠ ὖή (132) 

whereas ὖή is the form factor.  
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From equation (114) it follows, 

ὖή
ρ

ὠ
”ὶ”ὶ Ὡ ὨὶὨὶ (133) 

 

If the system contains ὔ identical particles in a volume ὠ, the intensity per unit volume 

Ὅ ή is 

Ὅ ή
ὔ

ὠ
ὠ ὖή (134) 

 

The form factor can also be calculated via the correlation function by taking the Fourier 

transform of it. 63 This is not described here and for further information it is referred to 63. 

A concrete example for the calculation of the form factor is for a homogeneous spherical 

particle. Since the system is homogeneous, the electron density fluctuations are angular 

independent.  

Ὅή Ў” ὠὖή (135) 

 

With conversion to spherical polar-co-ordinates,  

ὖή
σ

ήὙύ
ÓÉÎήὙ ήὙὧέί ήὙ  (136) 

the equation leads to 

Ὅή Ў” ὠ
σ

ήὙύ
ÓÉÎήὙ ήὙὧέί ήὙ  (137) 

 

Where R is the sphere´s radius and the form factor is the square of the Bessel function of 

the order ὮȾ ήὙ. With zeros at ήὙ τȢτωȟχȢχσȢȢȢ , the size of the sphere from the 

scattering function can be estimated. 63 
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Structure Factor 

So far, we assumed a dilute and isotropic system, but if the concentration increases 

interparticular relations have to be taken into count. We consider the simple case of ὔ 

identical spherical particles, which are correlated in space. The system then can be seen as 

one large composite particle, with the single spheres as subparticles. 

Ὅή ὔὍὖήὛή (138) 

ὔὍὖή is the scattering of ὔ single spheres and Ὓή is called the structure factor 

describing the effect of positional correlations of the particles. It follows,  

Ὓή ρ
ὔ

ὠ
τ“ ὧὶ ρὶό

ÓÉÎ ήὶ

ήὶ
Ὠὶ (139) 

with ὧὶ as the pair correlation function. 

The multiplication of the form factor ὖήwith the structure factor Ὓή leads to changes 

of the scattering curve, mainly at low q-values. 60,63 A more precise description of the 

employed calculations for the structure and form factor is given in the next chapter. 

 

Analyzation of Measured Scattering Patterns 

For particles with non-spherical shapes the calculation of the intensity is carried out with 

numerical methods. 60 During the thesis the software Scatter was used to calculate fits to 

the corresponding measured small angle X-ray scattering patterns. This software uses 

closed analytical expressions based on decoupling approximation for the numerical 

calculations of 1D, 2D and 3D structures and structural imperfections.70  

It is assumed a two-phase system with scattering length ὦ and ὦ and the volume fractions 

‰  and ‰ ρ ‰ . For monodisperse particles located at the exact lattice points it holds, 

Ὅή ὦ ὦ ”ὃόήὛή (140) 

with ”  as the number density of the particles, ὃή as the scattering amplitude and 

Ὓή as the structure or lattice factor, which describes the spatial distribution of the 

particles. If the particles are not located at the exact lattice points, the probability of these 

displacements can be described by a Gaussian function.  
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It follows 70 

Ὅή ὦ ὦ ” ὃ ή ρ Ὃή ὃ ήὋήὛή  (141) 

Ὃή is the Debye-Waller factor, describing the lattice distortion by thermal movement. 61 

ὋήὛή specifies the decay of intensity of the Bragg peaks due to displacement.  

ρ Ὃή describes the following increase of the diffuse scattering. 70 

It is now exemplarily shown the calculation for cylinders with length ὒ and cross-sectional 

radius Ὑ. From equation (141) it follows, 

Ὅή ὦ ὦ ” ộὃ ήȟὙȟὒỚȟ ộὃήȟὙȟὒỚȟὋή Ὓή ρ  (142) 

with ộ Ớȟ as the average over the length and radius distributions. If the particles are 

monodisperse, then 

ộὃ ήȟὙȟὒỚȟ ộὃήȟὙȟὒỚȟ ὃόήȟὙȟὒ (143) 

which results again in equation (141).  

For anisometric particles like cylinders, the spatial orientation has to be taken into account. 

Therefore, vectors ὒ ὒὰ᷆ and Ὑ Ὑὰ are introduced, with ὰ᷆ and ὰ as the unit vectors 

in direction of the cylinder axis and normal to it. These unit vectors and the all used 

parameters for the different shapes are illustrated in Figure 23. 

 

 

 

 

Figure 23. Scheme of the different structures and their characteristic parameters used in Scatter software. 

Adapted with permission from Förster, S. Fischer, S., Zielske, K., Schellbach, C., Sztucki, M, Lindner, P., 

Perlich, J., Calculation of scattering-patterns of ordered nano- and mesoscale materials, Copyright (2011), 

Elsevier 70 




















































