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Abstract

The continuous growth of the energy worldwide consumption is one of the
most important challenges to our civilization. New kinds of energy resources
are without doubt needed. Nuclear fusion promises to supply large amounts
of energy, with minimal environmental impact. This has motivated at least
sixty years of research in which substantial progress has been achieved, but
without breakthrough result.

Nuclear fusion can occur at temperatures of the order of 150 million
degrees Celsius (thermonuclear fusion). At these temperatures atoms are
completely ionized, the fuel is then in the state of matter called a plasma, a
gas of ions and electrons.

The most promising approach towards the goal of using thermonuclear
fusion for large scale energy production is to confine the plasma using mag-
netic fields. The tokamak is the device that produces the best results con-
cerning plasma magnetic confinement to date.

One of the main tasks of fusion research is the understanding of plasma
confinement. The energy confinement must be sufficiently good such that
a large amount of reactions take place, this in order to make the process
economically convinient. This translates in the necessity of minimizing the
heat fluxes out of the plasma.

The heat fluxes observed experimentally in tokamak plasmas are much
higher than those that can be ascribed to collisions. This so called anoma-
lous transport is largely controlled by the destabilization of low frequency
drift wave fluctuations, resulting in turbulence in the plasma on small scales
compared to the tokamak size.

The drift waves are collective modes of plasma oscillations that propagate
through the plasma, arising as a result of the independent dynamics of ions
and electrons in the presence of gradients of quantities describing the plasma
(temperature, density, etc.).

In this thesis, physical phenomena connected with the global description
of turbulence in tokamak plasma have been analysed. Quasi-local simula-
tions of electrostatic Ion Temperature Gradient (ITG) modes instabilities,
i.e. electrostatic microinstabilities driven in the plasma by the presence of
an ion temperature gradient, have been performed. Quasi-local refers to
the case in which background quantities are assumed constant throughout
the simulation domain, but inhomogeneities in the profiles of the turbulent
quantities are taken into account. The work consists of two main parts.

In the first part of the thesis, the electrostatic linear ITG modes growth
rate (γ) spectrum is numerically calculated. It is observed that γ as a func-
tion of the poloidal wave vector (kθ) is given by a double-humped curve. In
particular, it is observed that modes with high value of kθ have a maximum



amplitude at a position that is shifted away from the low field side. The
physical mechanism responsible for this behaviour is clarified through the
use of a fluid model. It is shown that the shift of the mode away from the
low field side reduces the effective drift frequency which allows for the in-
stability to develop. Numerical tests using the gyro-kinetic model confirm
this physical mechanism.

The second part of the thesis is dedicated to the study of Turbulence
Spreading (TS), i.e. the turbulent transport of turbulence.

Gyro-kinetic simulations predict that, when increasing the size of the
reactor, the heat conduction coefficient (χ) undergoes a scaling transition
from Bohm (χ ∝ χB, with χB the Bohm diffusion coefficient) to gyro-Bohm
(χ ∝ ρ∗χB, with ρ∗ the normalized Larmor radius ρ∗ = ρ/R where ρ is the
ion Larmor radius and R is the tokamak size). This transition is ascribed
to non-local phenomena. Non-local refers to situations in which the fluxes
do not depend just on the local gradients.

In the literature, TS has been proposed as the mechanism responsible
for this transition. Up to now, TS has been analytically described applying
an ad hoc conservation equation for the evolution of the local intensity of
the turbulence, defined as the squared modulus of the electrostatic potential.
The conservation equation is given in the form of a Fisher-Kolmogorov (FK)
equation with inhomogeneous diffusion coefficient. Although physically mo-
tivated, the FK equation proposed to describe TS is not derived from first
principles. No explicit expression for the transport flux of turbulence exists,
and this flux can therefore not be directly calculated in numerical simula-
tions of plasma turbulence.

In this thesis, a conservation equation is derived for the radially de-
pendent entropy in toroidal geometry using the local approximation of the
gyro-kinetic equation. This naturally leads to an operative definition for the
turbulence intensity. The treatement provides an operative tool for both an-
alytic as well as numeric studies of the radial propagation of turbulence in
tokamak plasmas. In fact, explicit expressions for the turbulence intensity
and the turbulence intensity flux, that allow direct numerical evaluation, are
derived.

A carefully designed numerical experiment is used to determine the tur-
bulence diffusion coefficient for the first time. This is found to be smaller
than the heat conduction coefficient, and a spreading length is found to be
of the order of the turbulence correlation length. The results show that tur-
bulence spreading can play a role in the non-local flux gradient relation, or
in the scaling of transport coefficients with the normalized Larmor radius,
only over length scale of the order of the turbulence correlation length.

Finally, the turbulence convection through the drift connected with the
magnetic field inhomogeneities is investigated. The convective flux inte-
grates to zero under the flux surface average unless there is an up-down (in
the poloidal plane) asymmetry in the tubulence intensity. The latter asym-



metry can be generated through a radial inhomogeneity or plasma rotation.
It is shown that the turbulence convection can lead to a spreading of the
order of the correlation length under some cicumstances.
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Chapter 1

Introduction

1.1 Motivation

The continuous growth of the energy worldwide consumption is one of the
most important challenges to our civilization. New kinds of energy resources
are without doubt needed.

Nuclear fusion promises to supply large amounts of energy, with minimal
environmental impact. This has motivated at least sixty years of research
in which substantial progress has been achieved, but without breakthrough
result.

Nuclear fusion occurs only under extreme conditions. It is necessary for
the nuclei involved in the reaction to have energies of the order of at least
tens of keV to overcome their Coulomb repulsion. The nuclei can reach these
energies at high temperatures (of the order of 150 million degrees Celsius),
speaking in this case of thermonuclear fusion. At these temperatures atoms
are completely ionized, the fuel is then in the state of matter called a plasma,
a gas of ions and electrons at ultra high temperature.

The most advantageous fusion reactions occur when using as fuel a
plasma of deuterium and tritium. Obtaining the energy confinement neces-
sary to ensure that such reactions occur, presents many technical as well as
scientific difficulties. The most promising approach towards this goal is to
confine the plasma using magnetic fields. The tokamak is the device that
produces the best results concerning plasma magnetic confinement to date,
showing the possibility of obtaining controlled thermonuclear fusion [1].

One of the main tasks of fusion research is the understanding of plasma
confinement. The energy confinement must be sufficiently good such that a
large amount of reactions take place and Q = Pth/Pin > 1, where Pth is the
thermonuclear power, obtained as output from the reactor, released by the
fusion reactions, and Pin the input power required to keep it running.

The next step in the development of tokamak fusion reactors is the con-
struction of ITER (International Thermonuclear Experimental Reactor), an
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international project aimed at demonstrating the possibility of a fusion reac-
tor on the scale needed for a commercial powerplant; the goal is to produce
energy from nuclear fusion with a Q factor of ten. If the goal is reached the
results of ITER will be used for the construction of the first fusion power
plant (DEMO).

Among the physical and technological problems still open, understanding
and controlling heat transport is of primary importance for the optimiza-
tion of the ITER operational scenarios, since the achievement of the high
temperatures required in the center of the plasma for a significant produc-
tion of fusion power depends on the possibility of obtaining low values of
heat diffusivity. Given the extreme complexity of plasma transport pro-
cesses, despite the significant progress made in half a century of study, a
comprehensive theoretical formulation and numerical models suitable for
the complete simulation of a tokamak discharge are not yet available. The
research on thermal transport is therefore still the subject of intense work.

The heat fluxes observed experimentally in tokamak plasmas are much
higher than those that can be ascribed to collisions. The past 30 years of
research in plasma confnement has shown that anomalous transport across
the magnetic field is largely controlled by the destabilization of low frequency
drift wave fluctuations [2]. These result in turbulence in the plasma on small
scales compared to the tokamak size. The drift waves are collective modes
of plasma oscillations that propagate through the plasma, arising as a result
of the independent dynamics of ions and electrons. These interact through
the electrostatic force to ensure the quasi-neutrality of the plasma. While
ions and electrons are free to move independently in the plasma, a charge
separation on a large scale is prevented by the generation of strong electric
fields acting against it. The different motion of ions and electrons in the
presence of gradients (density, temperature, etc.) gives origin to the drift
waves. The destabilization of drift waves causes a turbulent flux of energy
from the plasma center to the edge.

The drift waves destabilization problem is therefore a fundamental sub-
ject concerning thermonuclear fusion research. The developement of its an-
alytical and numerical description makes it nowadays possible to treat this
problem in many different scenarios both linearly and non-linearly. In the
linear regime the various modes do not interact, their evolution is considered
in its interaction with the background system, the energy exchange between
the modes and the background makes the modes frequency to develop an
imaginary part (growth rate γ) and, according to its sign, the mode ampli-
tude can grow exponentially (the mode continuously acquires energy from
the background, this is known as linearly unstable mode) or be damped (the
mode energy is dissipated, this is known as linearly stable mode). Focus-
ing on the instability due to the presence of an ion temperature gradient
(ITG), it is found that γ depends on this gradient, and there is a critical
value (ITG threshold) of the normalized inverse ion temperature gradient
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length R/LT = R∇T/T (with R the tokamak size), above which ITG modes
become linearly unstable. In the non-linear regime, the dynamics is much
more complex, many modes evolve together interacting with each other and
with the background system, the energy exchanges make the system to reach
a quasi-steady state, then the ITG threshold is determined by the value of
R/LT when the ion heat flux is close to zero.

Many numerical models have been developed up to date, which can sim-
ulate drift waves turbulence in a small region of the plasma spatial domain,
these are called local simulations. Their reliability has been widely tested,
however their spectrum of applicability is limited. At first because of the
restricted size of the simulation domain. Secondly, in this kind of approach
background quantities are assumed constant and turbulent quantities turn
out to be homogeneous throughout the simulation domain, not allowing the
study of turbulent transport processes due to profiles effects. During the last
two decades, experimental observations accompanied by theoretical studies
[3] have pointed out that non-local phenomena (phenomena which do not
depend just on the local plasma parameters) could play an important role
in transport processes. It is therefore necessary to be able to simulate larger
plasma domains, taking into account background and turbulence profiles,
these are called global simulations.

The work presented in this thesis is a contribution to the development of
this research field. It is placed in the gap between local and global simula-
tions. In particular, the study focuses on quasi-local simulations of electro-
static ITG modes instabilities, i.e. electrostatic microinstabilities driven in
the plasma by the presence of an ion temperature gradient. Quasi-local refers
to the case in which background quantities are assumed constant throughout
the simulation domain, but inhomogeneities in the profiles of the turbulent
quantities are taken into account.

Three years ago I joined the plasma research group at Bayreuth Univer-
sity as a PhD student under the supervision of Prof. A.G. Peeters. The
main task of the group is the undertanding of plasma phenomena in connec-
tion to the developement of the code GKW [4, 5, 6], the purpose of which is
to model drift waves turbulence in a magnetically confined tokamak plasma.

My first assignment was to perform a series of benchmarks comparing
two different code implementations (local and quasi-local) when calculating
the electrostatic linear ITG modes growth rate. The numerical calculations
gave some peculiar results which turn out to be similar to the ones obtained
by many other numerical models reported in the literature. In the first part
of this thesis (chapter 2) these benchmarks are presented and a physical
mechanism, based on a fluid model of the plasma, is proposed in order to
give a qualitative explanation of the numerical results obtained.

The second part of this thesis (chapters 3 and 4) deals with the non-
linear behaviour of the ITG modes. In this case the guiding motivation
has been the study of the phenomenon called turbulence spreading, i.e. the
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transport of turbulence intensity. A fundamental issue, when dealing with
the description of anomalous transport in magnetically confined plasmas is
the scaling of its properties with respect to the size of the reactor. In this
regard it is important to understand to what extent the transport is de-
termined by non-local effects. Turbulence spreading has been reported in
the literature as one of the physical mechanism responsible for the non-local
behaviour of the turbulence. In this thesis a proper consistent definition of
the turbulence intensity is given in connection to the entropy of the system,
then an analytical description of its evolution is presented and finally numer-
ical quasi-local simulations are performed, for the case of electrostatic non-
linear ITG driven turbulence, in order to quantitatively measure the impact
of turbulence spreading on the non-local behaviour of turbulent transport
processes.

Part of the work reported in this thesis has been published in peer re-
viewed journals as

a) P. Migliano, Y. Camenen, F.J. Casson, W.A. Hornsby and A.G. Peeters.
ITG instability at sub-Larmor radius scales with non-zero ballooning
angle. Phys. Plasmas 20, 022101 (2013)

b) P. Migliano, R. Buchholz, S.R. Grosshauser, W.A. Hornsby and A.G.
Peeters. The radial propagation of turbulence in gyro-kinetic toroidal
systems. PPCF 57, 054008 (2015)

Publication a) is the basis of chapter 2, publication b) is the basis of
chapter 3. Chapter 4 is based on a paper in preparation for submission to
Phys. Plasmas.

The rest of this chapter introduces the fundamental concepts necessary
to understand this thesis.

1.2 The Tokamak

The tokamak is today’s most advanced and best investigated fusion device.
It is a torus-shaped vacuum chamber surrounded by magnetic coils, which
create a magnetic field that confines the plasma (Fig. 1.1).

1.2.1 Confinement mechanism

The electric current passing through the toroidal field coils generates the
toroidal magnetic field, this field alone does not allow to confine the plasma.
In fact, solution of Ampere’s law for a toroidal solenoid shows that the
toroidal magnetic field has a radial variation of the form B ≈ 1/R (where
R is the radial distance from the torus vertical axis of symmetry) inside
the solenoid. The resulting radial component of the magnetic field gradient
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Figure 1.1: Schematic representation of a tokamak illustrating the arrangement of mag-
netic field coils and the resulting helical magnetic field that confines the plasma. Image:
www.euro-fusion.org.

generates a particles drift in the vertical direction (positive or negative de-
pending on the particles charge). The consequent up-down vertical charge
separation gives rise to an electric field in the vertical direction. The presence
of the toroidal magnetic field causes the particles to drift in the outwards ra-
dial direction, making the plasma hit the surrounding walls (particles drifts
will be discussed in more details later in section 1.3).

The plasma confinement is then achieved introducing a poloidal mag-
netic field. The poloidal magnetic field is generated by driving a toroidal
electric current in the plasma. The plasma current is produced by the in-
ner poloidal field coils, they are used to generate a vertical magnetic field
which can be modulated in order to create a variation of the magnetic flux
through a circular surface perpendicular to the torus vertical axis. This
variation induces a current flowing along the circular surface boundary line.
The current radial profile peaks roughly in the middle of the torus poloidal
cross section. This is the main plasma electric current inducing the poloidal
magnetic field.

The superposition of the poloidal and toroidal magnetic fields results in
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helical magnetic field lines that wind around the torus. These circulate the
charged particles that have drifted towards the outside of the ring back into
the center, preventing the plasma from escaping.

1.2.2 Ignition and the triple product criterion

The ultimate goal of tokamak research is to obtain a plasma of deuterium
and tritium, adequately confined such that the high temperature needed for
fusion is sustained, against the energy losses, only through the heating due
to the fusion products. This event is called ignition.

The deuterium-tritium (D-T) nuclear reaction gives as products an alpha
particle (He4) and a neutron (n). The mass defect involved in the process
δm = 17.6 MeV/c2, with c the speed of light, results in an energy gain
of the products in the form of kinetic energy. Since an alpha particle is
approximately four times havier than a neutron,

D + T → He4 (Eα = 3, 5 MeV) + n (En = 14, 1 MeV) (1.1)

where the kinetic energy of the products has been indicated. The thermonu-
clear power Pth produced by the reactions (1.1) in a D-T plasma of total ion
density n = nD + nT , confined in a volume V , can be written as [7]

Pth =

∫
V
nDnTσE d3x =

∫
V

1

4
n2σE d3x (1.2)

where nD = nT has been assumed, E = Eα + En is the energy released per
reaction and σ is the raction rate, which in the temperature interval between
10 and 20 keV/kB, with kB the Boltzmann’s contant, can be approximated
by the formula [7]

σ ≈ 1.1 · 10−24 [kBT in keV]2 m3 s−1 (1.3)

where [kBT in keV] indicates that the energy kBT is expressed in the unit
keV.

The neutrons leave the plasma and are absorbed by the blanket surround-
ing the toroidal chamber, transferring their energy in the form of heat. The
alpha particles, being charged, are confined by the magnetic field and con-
tribute to the heating of the plasma, transferring their energy to the plasma
through collisions. The power delivered to the plasma from the alpha par-
ticles is

Pα =

∫
V

1

4
n2σEα d

3x . (1.4)

In steady state, the continuous loss of power PL from the plasma must be
balanced by the sum of the fusion power (Pα) due to the alpha particles and
the input power (Pin) provided from outside the plasma, i.e.

PL = Pin + Pα . (1.5)
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The mean energy per particle at a temperature T is 3
2kBT . Assuming for

simplicity that ions and electrons are at the same temperature, the energy
per unit volume is 3nkBT , the total plasma energy is then given by

W =

∫
V

3nkBT d3x ≈ 3nkBTV (1.6)

where in the last step n and T have been taken constant for simplicity. The
loss of power PL defines a parameter τE called energy confinement time in
the form

PL =
W

τE
=

3nkBTV

τE
, (1.7)

τE is not the life time of the plasma, it strictly characterizes the ability of
the plasma to sustain itself, it measures the rate at which the plasma loses
energy to its environment.

Ignition is obtained when Pin ≤ 0. Eqs. (1.3)-(1.7) with n and T con-
stants give

nkBTτE ≥ 3 · 1021 m−3 keV s (1.8)

this is the triple product criterion setting a condition on density, temperature
and confinement time.

1.3 Single particle motion

A tokamak plasma is an ionized gas in interaction with curvilinear non ho-
mogeneous electromagnetic fields. In this section the single particle motion
is considered in the case of strong static magnetic field (a detailed tratement
can be found in [8]).

1.3.1 Gyro-motion

Consider a static uniform magnetic field, the equation of motion for a par-
ticle of mass m and charge q is

m
dv

dt
= qv ×B . (1.9)

The solution of this equation shows that the motion constitutes a helix along
the magnetic field line, i.e. the particle travels at constant speed along the
magnetic field line, and undergoes a uniform circular motion in the plane
perpendicular to the magnetic field line with gyration frequency ωc and
radius ρ given by

ωc =
|q|B
m

ρ =
v⊥
ωc

(1.10)

where v⊥ is the initial perpendicular (to the magnetic field) velocity. The
frequency ωc is called the cyclotron frequency or Larmor frequency and the
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length ρ is called the Larmor radius. The Larmor motion of the electron
is a right-handed rotation, while for the ion is a left-handed rotation (with
respect to the magnetic field direction). Given v⊥ and B, the size of the
orbit depends on the particle mass, havier particles have larger orbits.

The Larmor frequency and the Larmor radius provide fundamental spatio-
temporal scales in magnetized plasma. In a tokamak plasma, the equilibrium
fields vary on length scales large compared to the Larmor radius, and vary
slowly in time compared to the Larmor frequency. This scale separation
allows single particle motion to be accurately decomposed into the fast cy-
clotron rotation around the magnetic field line, and a slower motion of the
center of its gyro-orbit along the magnetic field line. The center of the gyro-
orbit is called guiding center (xgc), it is related to the particle’s position
(x) by the Larmor radius vector (ρ), a vector of magnitude ρ pointed from
the guiding center to the particle’s position at any given time instant. The
relation is given by

x = xgc + ρ with ρ = ±b× v

ωc
. (1.11)

where the ± refers to the sign of q and b is a unit vector in the B direction.
The motion of the guiding center is determined by time-averaging the equa-
tions of motion over the gyro-period, this procedure is called gyro-average.

Gyro-averaged fields

Consider the magnetic configuration described above, with the magnetic
field in the z-direction of a cartisean coordinate system. The gyro-motion
will take place in the xy-plane, and in particular for the y-direction it is
y(t) = ygc + ρ cos (ζ − ωct) where ζ indicates the initial condition. Further-
more, assume that the particle experiences an electric field E(y, t) which can
be represented in a wave-like form as

E(y, t) = Ek cos (ky − ωt) (1.12)

where Ek is the amplitude of the wave. The gyro-averaged field 〈E〉 acting
on the particle, i.e. the average of E over a gyro-period T = 2π/ωc, is then
given by

〈E〉 =
1

T

∫ T

0
Ek cos [k (ygc + ρ cos (ζ − ωct))− ωt] dt . (1.13)

In order to evaluate the integral we use the identity

exp (iα sin θ) =
+∞∑

n=−∞
Jn(α) exp (iαθ) (1.14)
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where Jn is the n-th order Bessel function of the first kind. Using the real
part of this identity, and assuming ω � ωc (which means that the term
ωt in Eq. (1.13) remains approximately constant during a gyro-period, and
therefore it does not need to be integrated), Eq. (1.13) becomes

〈E〉 = J0(kρ)Ek cos (kygc − ωt) . (1.15)

Thus, for a wave-like field, the gyro-averaged can be expressed evaluating
the field at the guiding center position with its amplitude reduced by a
factor equal to the zeroth order Bessel function of the first kind. In the
case where the field spatial variation is much larger than the Larmor radius
(kρ � 1), then J0(kρ) ≈ 1 and the gyro-averaged field is just the field
evaluated at the guiding center position. In the case of fileds which can not
be represented in a wave-like form, the gyro-average is an integral operation
over the gyro-phase angle (ωct), which has to be explicitly performed.

1.3.2 Particle drifts

In a tokamak, in order to describe the particle motion, one needs to take
into account the electric field, as well as the inhomogeneity and curvature
of the magnetic field. The particle’s non-relativistic equation of motion is
given by

m
dv

dt
= q (E + v ×B) . (1.16)

The gyro-averaged solution of this equation describes the guiding center mo-
tion. The presence of the electric field and the magnetic field inhomogeneity
and curvature, generate accelerations in both parallel and perpendicular
(to the magnetic field) directions, which modify the simple gyro-motion de-
scribed above. In particular, the perpendicular acceleration modifies the
particle gyro-orbit such that the guiding center is forced to move across the
magnetic field lines. This particular motion of the guiding center is called
drift motion. In the following, the drifts that will be used in this thesis are
presented.

The E×B drift

Consider a plasma configuration with uniform magnetic and electric field.
The gyro-averaged solution of Eq. (1.16) gives the guiding center velocity as

vgc = v‖b + vE with v‖ = v‖i +
qE‖

m
t (1.17)

where v‖ describes the motion of the guiding center along the field line, and
vE represents the guiding center motion across the field line given by

vE =
E×B

B2
(1.18)
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Figure 1.2: E × B drift motion. The ion (electron) half orbit on the upper (lower)
side is larger than that one on the lower (upper) one, because the ion (electron) has been
accelerated by the force due to the electric field. This causes the guiding center drift. The
magnetic field faces into the page. Image: www.psfc.mit.edu.

it is therefore called the E×B drift velocity. The presence of the electric field
causes the guiding center to accelerate along the filed lines and to drift across
the field lines. The E × B drift has the same magnitude and direction for
both ions and electrons, so it does not give rise to net currents, it generates
a motion of plasma particles in the E×B direction (Fig. 1.2 shows the effect
of a perpendicular to B electric field).

The grad-B and curvature drifts

Consider a plasma configuration with no electric field and an inhomogeneous
curved magnetic field. As already mentioned, the Larmor radius ρ is much
smaller than the typical scale-length variation of the magnetic field. If 1/k
is a characteristic magnetic field gradient scale-length (for example if B ∝
cos (kx)), then kρ� 1, and the quantity kρ can be treated as an expansion
parameter in studying the equation of motion. Therefore an asymptotic
expansion procedure can be used in order to express the particle velocity in
the form

v = v0 + v1 + v2 + ... (1.19)

where each successive term in the series is assumed to be one order smaller
in kρ than the previous one. In this section only the solutions to the zeroth
and first order will be discussed.

The zeroth order gyro-averaged solution is simply the particle’s parallel
(to the magnetic field) velocity (v‖b). In the case the magnetic field gradient
has a component parallel to B, this component generates an acceleration in
the B direction.

The components of the magnetic field gradient perpendicular to B and
the magnetic field curvature can be treated as first order effects. They
give rise to accelerations in the direction perpendicular to B making the
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guiding center to drift across the magnetic field lines, modifying the gyro-
orbit similarly to the case of the E×B drift. The first order gyro-averaged
solution of the equation of motion (the time average of v1 over the gyro-
period), which we denote with vD, gives the guiding center drift motion,
and it can be expressed as

vD = vgrad + vcurv . (1.20)

The first term vgrad is due to the magnetic field gradient, it is called the
grad-B drift, it is given by

vgrad = ±
v2
⊥

2ωc

B×∇B
B2

. (1.21)

The second term vcurv is caused by the magnetic field curvature, it is called
the curvature drift1, it is given by

vcurv = ±
v2
‖

ωc

B× (b · ∇) b

B2
. (1.22)

The grad-B and curvature drifts depend on the sign of the particle charge,
so they give rise to net currents, which in turn lead to charge separation
and therefore to the generation of electric fields. The total guiding center
velocity is then given by

dxgc
dt

= vgc = v‖b + vE + vgrad + vcurv . (1.23)

The vE can be treated, provided that the electric field is small enough, as
a first order contribution to the drifts. It is interesting to notice that these
drifts do not interfere with each other, they simply add up and each one can
be treated separately.

The polarization drift

The polarization drift velocity vp is due to a time varying electric field. In
the case of a time dependent electric field, the second order2 gyro-averaged
solution of the equation of motion gives

vp =
m

qB2

dE⊥
dt

. (1.24)

The direction and the magnitude of vp are different for ions and electrons,
therefore a net current is driven in the plasma. This current is analogous

1In the low beta (see section 1.4) limit the approximation b × (b · ∇)b ≈ b ×∇B/B
is valid and will be used later in this thesis.

2Note that Eq. (1.24) states |vp| ≈ (ω/ωc)(E/B), where ω/ωc � 1 and the electric
field E is assumed to be a perturbation of the first oder. Therefore, the polarization drift
vp is a second order effect.
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to the polarization current in dielectric materials. The polarization drift
effect, because of the mass dependence, is dominated by ions compared to
electrons. Indeed, it is usually necessary to include this second order effect
in the description of the ions dynamics, while it can be neglected in the
electrons case.

1.4 Equilibrium magnetic configurations

In the previous section we discussed the situation in which the field is un-
affected by the presence of the plasma particles. However, in a real plasma,
the large number of particles can make the plasma currents to become large
enough to modify the externally created magnetic field. The plasma equi-
librium must be then determined self consistently.

1.4.1 Ideal MHD equilibrium

The problem of finding equilibrium magnetic configurations for a tokamak
plasma can be tackled in the framework of the magnetohydrodynamic model
(MHD: a single fluid model of a fully ionized plasma, in which the plasma is
treated as an ideal hydrodynamic fluid acted upon by the Lorentz force [8]).
The plasma equilibrium, in the absence of plasma flow (the plasma fluid
velocity is zero) and isotropic pressure tensor (the pressure p is a scalar)
obeying an equation of state (such as the adiabatic gas law), is governed
by the balance between the Lorentz force (J×B) and the thermal pressure
force (∇p). Therefore the MHD force balance equation is

J×B = ∇p . (1.25)

In the tokamak the magnetic field is axisymmetric, i.e. its components do
not vary along the toroidal direction. Define a cylindrical coordiante sys-
tem (z,R, φ), where the z-axis is the torus vertical axis of symmetry, R is
the distance from the z-axis (radial direction) and φ is the counterclock-
wise revolution angle around the z-axis (toroidal direction). Then a general
axisymmetric magnetic field B, which is not necessarily an equilibrium mag-
netic field, can be expressed in term of its vector potential A as B = ∇×A
and written in the form [9]

B = ∇Ψ×∇φ+ g∇φ (1.26)

with the definitions Ψ(z,R) = RAφ(z,R) and g(z,R) = RBφ(z,R), where
Aφ and Bφ are the toroidal components of the vector potential and the
magnetic field respectively.

The axial symmetry of a vector field allows to introduce a surface of
revolution that is generated by rotating the projection of a vector field line
on the (R, z) plane (poloidal plane) around the axis of symmetry, z-axis.
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The property which characterizes this revolution surface is that if a field line
intersects it at one point, then the whole field line will lie on the surface. In
the case of axisymmetric magnetic field, these revolution surfaces are called
magnetic surfaces.

A direct consequence of Eq. (1.26) is that B·∇Ψ = 0, indicating that Ψ is
constant along a magnetic field line. Because Ψ is constant along a magnetic
field line and Ψ is independent of φ, it follows that Ψ is constant on a flux
surface. The physical relevance of this property is understood looking at the
relation between Ψ and the poloidal magnetic flux Ψp. Consider a annular
surface enclosed between two radii R1 and R2 contained in the plasma, lying
on a plane perpendicular to the z-axis which includes the origin z = 0, then
the poloidal magnetic flux through this surface is given by

Ψp = 2π [Ψ(R2)−Ψ(R1)] (1.27)

that is, the difference of Ψ between two locations determines the poloidal
magnetic flux. For this reason the magnetic sufaces are called flux surfaces
in the tokamak literature, and they can be labeled by the value Ψ takes on
each particular surface.

It is clear from Eq. (1.25) that B·∇p = 0, which is equivalent to p = p(Ψ),
and that J · ∇p = 0, indicating that the current density vector must be
tangent to the flux surfaces. Therefore the current flows on the flux sur-
face even though the single particle trajectory does not during a revolution
around the torus, because of the drift motion of its guiding center. Further-
more Eq. (1.25) imposes additional constraints on the expression given in
Eq. (1.26) for a general axisymmetric magnetic field. In particular, consid-
ering the toroidal component of Eq. (1.25) together with Ampere’s law, one
finds B ·∇g = 0, which implies that g is constant along a magnetic field line,
i.e. g = g(Ψ) (the function g is usually called the ”poloidal current func-
tion” because using Ampere’s law it can be directly related to the poloidal
current density3). The radial component of Eq. (1.25) is known as the Grad-
Shafranov equation4, it is a partial differential equation for Ψ which has to

3The R and z components of Ampere’s law ∇×B = µ0J with B given by Eq. (1.26)
can be written as

µ0JR = − 1

R

∂g

∂z
µ0Jz =

1

R

∂g

∂R

with JR and Jz respectively the R and z component (the poloidal components) of the
current density vector. The toroidal component of Eq. (1.25) is JzBR − JRBz = 0,
therefore B · ∇g = 0.

4The radial component of Eq. (1.25), using the toroidal component of Ampere’s law
∇ ×B = µ0J, with B given by Eq. (1.26), and the fact that p and g are functions of Ψ
only, can be written as

∂2Ψ

∂z2
+R

∂

∂R

(
1

R

∂Ψ

∂R

)
= −µ0R

2 dp

dΨ
− g dg

dΨ

this is the Grad-Shafranov equation.
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Figure 1.3: Example of EFIT [10] reconstruction of flux surfaces (tokamak COMPASS-
D, UKAEA, Culham, shot 30866). Image: www.ipp.cas.cz.

be solved given the pressure p(Ψ) and the poloidal current function g(Ψ)
for specified boundary conditions. A part from a limited amount of simpli-
fied cases which can be analitically solved, the Grad-Shafranov equation is
in general numerically solved employing codes specifically designed for the
reconstruction of magnetic equilibrium configurations, starting from exper-
imental data sets. An equilibrium axisymmetric magnetic field can thus be
expressed in the general form given in Eq. (1.26) with the additional re-
quirements for Ψ to satisfy the Grad-Shafranov equation, and for g to be a
function of Ψ only (a detailed tratement can be found in [7]).

Equilibrium magnetic configurations for a tokamak plasma consist of
nested closed magnetic surfaces labeled by the value Ψ takes on each partic-
ular surface (Fig. 1.3 shows an example of the reconstruction of flux surfaces
performed with the equilibrium fitting code EFIT [10]). The innermost mag-
netic surface is actually a line, which is usually called the magnetic axis, the
magnetic field has only toroidal component on this line. A flux surface
must be a surface of constant pressure with the current density vector be-
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ing tangent to the surface. Equilibrium (thermalised) plasma quantities (like
temperature, density, etc.) are also constant on a flux surface due to the fast
thermal motion of particles over the flux surfaces, ensuring the equilibrium
to be axisymmetric.

In this thesis, as it is common in tokamak literature, the geometric dis-
tance ψ will be used to label the surface, it is defined as

ψ =
Rmax −Rmin

2
(1.28)

where Rmax (Rmin) is the maximum (minimum) major radius of the flux
surface. It scales as the square root of the poloidal magnetic flux (ψ ≈

√
Ψ).

In the simplified case of circular concentric flux surfaces, centered at the
magnetic axis, the minor radius ψ will coincide with the radius of the circular
poloidal cross section of a flux surface.

1.4.2 Safety factor, magnetic shear and beta

The safety factor q is an indicative parameter of the plasma configuration
stability, it must be larger than one to avoid macroscale instabilities [11].
It is a flux function q = q(ψ) which characterizes the pitch angle of mag-
netic field lines on closed magnetic surfaces. It is defined as the number
of toroidal turns a magnetic field line needs to complete one loop in the
poloidal direction, and can be expressed in the form

q =
∆φ

2π
, (1.29)

where ∆φ is the change of the toroidal angle when a magnetic field line
travels a full loop (2π) in the poloidal direction. In the case of axisymmetric
equilibrium a value of q is attached to each field line. If q = m/n is a
rational number, then the corresponding field line will close on itself after
m toroidal turns and n poloidal turns. On the other hand, if q is given by a
irrational number, then the field line will ergodically cover the flux surface.
The radial profiles of q have also a crucial role in the description of the
plasma behaviour, in fact a quantity called magnetic shear ŝ is defined in
connection to the q radial derivative as

ŝ =
ψ

q

dq

dψ
(1.30)

it has a strong influence on the plasma stability. High values of the mag-
netic shear help preventing the formation of large structures elongated in the
radial direction, these can contribute in destroying the equilibrium configu-
rations. Therefore more stable configurations are those with higher values
of the magnetic shear.
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Consider now Eq. (1.25) together with Ampere’s law ∇×B = µ0J, one
obtains

∇
(
p+

B2

2µ0

)
= (B · ∇)

B

µ0
(1.31)

which expresses the balance between pressure and magnetic field tension,
i.e. the first term on the left hand side (p) is the thermal pressure, the
second term (B2/2µ0) gives the magnetic pressure, the term on the right
hand side is the magnetic field tension. The parameter β is defined as the
ratio between thermal and magnetic pressure

β =
p

B2/2µ0
. (1.32)

This quantity is a measure of the efficiency of the magnetic field in confining
the plasma. The tokamak is a low β magnetic configuration. It is expected
to have β ≈ 1− 3% for an operative reactor.

1.5 Drift waves

The fluid model is very successful in describing large scale plasma phenom-
ena. In fluid theory, the macroscopic quantities (density, temperature, etc.)
are a function of x and t only, they do not depend on the velocities. The
particles velocity distribution is assumed to be close to a Maxwellian, be-
cause of the high interparticle collisionality. In hot plasmas, the interparticle
collisionality can be relatively small (zero in ideal cases), and deviation from
local thermodynamic equilibrium (deviation from Maxwellian distribution)
can be maintained for long times. Even in low collisionality plasmas the
fluid picture is sometimes valid, for example in the presence of strong mag-
netic fields and for phenomena with typical time and length scales larger
compared to the Larmor motion.

There are situations, however, in which the fluid description is not appli-
cable. In general, this is the case when treating problems involving motion
of particles along the magnetic field with a mean free path (the mean path
between collisions) larger than the length scale of the field gradient along
the field, and also cases in which the perturbations vary, in the direction
perpendicular to the magnetic field, over scales of the Larmor radius. In
these cases one needs to work directly with the phase space distribution
function for each of the particle species. This is the plasma kinetic theory.

Drift waves are collective low frequency (ω � ωc) modes of plasma os-
cillations that propagate through the plasma. They arise in spatially non
uniform plasmas as a result of the independent dynamics of ions and elec-
trons. The charged particles interact through the electrostatic force to en-
sure the quasi-neutrality of the plasma. While ions and electrons are free to
move independently in the plasma, a charge separation on a large scale is
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prevented by the generation of strong electric fields acting against it. The
different motion of ions and electrons gives origin to the drift waves. The
single fluid MHD model is thus not appropriate in this context, and at least
a two fluid representation is required. In fact, many drift waves features are
actually found only in a kinetic description.

A plasma in thermodynamic equilibrium is described by a homogenous
Maxwellian distribution for each particle species. Deviation from this equi-
librium can be the source of free energy which can lead to instabilities. This
mechanism can be observed both in homogenoeus and inhomogeneous plas-
mas. In homogenoeus plasmas, deviation from the Maxwellian are given
only by the velocity dependence of the distribution. In the inhomogenoeus
case, both velocity and spatial dependences give a contribution.

Inhomogeneities can be mantained by confining the plasma with mag-
netic fields. Such a plasma will develop mechanisms to relax to the thermo-
dynamic equilibrium. Particles collisions, for example, can bring a plasma
back to a homogeneous equilibrium configuration. However, there are much
more efficient mechanisms which provide a way to deteriorate the confine-
ment of inhomogeneous plasmas, these are the drift waves instabilities. In-
deed, instabilities arising in inhomogeneous plasmas are the origin of a tur-
bulent state characterised by a certain level of fluctuations. The electromag-
netic fields associated with these fluctuations can cause stochastic motion of
the plasma particles. This motion leads to the so called anomalous trans-
port, and results in the escape of particles and energy from the system. The
heat and particle loss observed in most plasma confinement experiments are
mainly attributed to this mechanism of plasma turbulence.

In this section we will study linear plasma instabilities arising from both
velocity and spatial dependence of the distribution function. starting from
the presentation of the equations needed for a kinetic description of plasma,
i.e. the Vlasov-Maxwell equations.

1.5.1 The Vlasov-Maxwell equations

Consider a plasma composed by N =
∑

αNα charged particles (where α in-
dicates the particle species), with positions xi and velocities vi (i = 1, ..., N).
The system is described by the many-body phase space distribution function
F (x1, ...,xN ,v1, ...,vN , t). It is a function of all the particles coordinates,
and

∫
Fdx1...dxNdv1...dvN = 1. For a plasma of N/2 ions and N/2 elec-

trons in thermodynamic equilibrium, F is the Gibbs distribution [12]. If
the plasma is not in thermodynamic equilibrium, F must in principle be
calculated from the dynamics of the N particles. This distribution obeys
the Liouville equation [13]

∂F

∂t
+
∑
i

(
∂F

∂xi
· vi +

∂F

∂vi
· ai
)

= 0 (1.33)
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where ai is the total acceleration of particle i due to external and interpar-
ticle forces. The interparticle forces can be divided into two parts: one part
is the average force on a particle due to a large number of relatively distant
particles, and the other part is the force due to the nearest-neighbor parti-
cles, i.e. collisions. In this thesis only collisionless plasmas will be treated,
in this case the average force of the many distant particles is the dominant
one, and the nearest-neighbor force is neglected. The total acceleration is
then given by the combination of the acceleration due to externally applied
forces (aexti ) and the acceleration arising from internal average forces due to
distant plasma particles (aavi ), i.e.

ai = aexti + aavi . (1.34)

In practice, the problem of calculating or even estimating F is not tractable.
In order to be able to operatively describe the plasma, the one particle
distribution for particles of type α is used, i.e.

fα(xi,vi, t)

= Nα

∫
F dx1...dxi−1dxi+1...dxNdv1...dvi−1dvi+1...dvN .

(1.35)

The quantity fαdxi dvi is the number of particles of type α contained in the
phase space volume element dxi dvi centered at xi,vi at time t. For a plasma
in thermal equilibrium, fα is a maxwellian distribution. The macroscopically
observable quantities (mass and charge density, currents, fluxes, etc.) are
found from the velocity moments of fα. The equations that are satisfied by
these variables are obtained taking the velocity moments of the evolution
equation for fα (1.36). From now on, only the one particle distribution will
be treated, so the i-index for the coordinates will be dropped.

The equation for the one particle distribution function, for a plasma
whose particles are acted upon by electric and magnetic forces is given by

∂fα
∂t

+ v · ∇fα +
qα
mα

(E + v ×B) · ∂fα
∂v

= 0 (1.36)

where qα is the particle charge, mα the particle mass, E and B are the sum
of external and average internal fields. Thus the electric and magnetic fields
have to be calculated self-consistently from the Maxwell equations, i.e.

∇ ·E =
σ

ε0
∇×B = µ0J +

1

c2

∂E

∂t

∇ ·B = 0 ∇×E = −∂B

∂t

(1.37)

where c is the speed of light, the curl of E is zero due to the electrostatic
limit, the charge density σ and the current density J have to be obtained
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from the sum between the externally imposed sources (σext and Jext) and
the integrals of fα (average internal sources) as

σ = σext +
∑
α

qα

∫
fα d

3v J = Jext +
∑
α

qα

∫
vfα d

3v . (1.38)

Equations (1.36)-(1.38) are the Vlasov-Maxwell equations.
In the rest of this thesis, only the electrostatic limit will be treated,

which means that Maxwell equations reduce to

∇ ·E =
σ

ε0
∇×E = 0 E = −∇φ (1.39)

with φ the electrostatic scalar potential, i.e. perturbations of the magnetic
field are neglected.

1.5.2 Landau damping

As an example of instability due to the velocity dependence of the distribu-
tion function, we present the kinetic study of the elctron plasma (Langmuir)
waves. The detailed treatement can be found in [8].

If electrons in an unmagnetized plasma are displaced from their equi-
librium position, leaving the ions unmoved (the approximation holds in the
case of small electron displacement due too the ions inertia), the electric
field that is created will act as a restoring force, pulling the electrons back
to neutralize the ions charge. The energy initially stored in the electric
field will be converted into electrons kinetic energy, and when the electrons
arrive again at their initial position (before they have been displaced), the
acquired kinetic energy will cause the electrons to pass through the unmoved
ions, until the pulling back electric field will be restored and will make them
to stop and repeat the process. These oscillations are called electrostatic
Langmuir oscillations. A linear fluid treatement, in which the perturbations
are assumed to vary as exp (ikx− iωt), gives the frequency of the Langmuir
waves in the form

ω2 = ω2
pe + 3k2v2

th,e (1.40)

where ωpe is the electron plasma frequency given by

ω2
pe =

nee
2

ε0me
(1.41)

it describes oscillations without considering thermal effect. The second term,
with vth,e = (kBT/me)

1/2 the electron termal velocity, gives the finite tem-
perature effect. Thermal effects are important since they allow the wave to
have a non zero group velocity dω/dk and therefore propagate energy from
one part of the plasma to another.

20



Below the kinetic treatment is discussed. Referring only to the electron
species, the e-subscript will be dropped. Consider the case of an unmagne-
tized plasma, with uniform background equilibrium quantities. The equilib-
rium distribution function f0 can be considered to be a function of v only.
There is no electric field in the equilibrium state, it will arise as a perturba-
tion. We consider the one dimensional problem in the x-direction. Writing
the distribution function as f = f0 + f1, where f1 is a small perturbation to
the equilibrium, the linearized Vlasov equation is given by

∂f1

∂t
+ v

∂f1

∂x
− e

m
E
∂f0

∂v
= 0 (1.42)

where v is the velocity in the x-direction and E is the perturbed electric field.
The magnetic field plays no role, thus the only Maxwell equation needed is
the Poisson equation, which in this case is given by

∂E

∂x
= − e

ε0

∫
f1 dv . (1.43)

Eqs. (1.42) and (1.43) have to be simultaneously solved.
The correct mathematical treatement was first given by Landau. In

order to consistently solve the problem, Landau used the Laplace transform
approach in solving the linear differential equation (1.42), then the physical
conclusions come from the analysis of the singularities when inverting the
Laplace transformation.

The treatement goes as follow, assume a wave-like form of the perturba-
tions only in space, thus

ψ(x, v, t) = ψ(v, t) exp (ikx) (1.44)

and then solve the initial value problem using the Laplace method. This
procedure allows the frequency ω to be a complex number, entering the
equations as the Laplace transformation variable. The initial conditions for
ψ are included in the problem through the definition of the Laplace tranform

of a time derivative. In fact, the Laplace transforms ψ̃(v, ω) and
˜̇
ψ(v, ω) of

the functions ψ(v, t) and ψ̇(v, t) are given by

ψ̃(v, ω) =

∫ +∞

0
ψ(v, t)eiωt dt

˜̇
ψ(v, ω) = ωψ̃(v, ω)− ψ(v, 0) (1.45)

defined for Im(ω) > 0 and large enough to ensure the convergence of the
integral. The system of eqs. (1.42) and (1.43), after Laplace transform, is
reduced to

D(k, ω)Ẽ(ω) = N(k, ω) (1.46)

whith the functions D(k, ω) and N(k, ω) given by

D(k, ω) = 1 +
e2

mkε0

∫
∂f0/∂v

ω − kv
dv

N(k, ω) = − e

kε0

∫
f1(v, 0)

ω − kv
dv

(1.47)

21



where f1(v, 0) is the initial condition, at t = 0, for the perturbed distribution
function. In principle, given f0(v) and f1(v, 0) the solution Ẽ(ω) for the
Laplace transform of the electric field can be obtained. Then, the physical
field E(t) must be calculated inverting the Laplace transformation as

E(t) =
1

2πi

∫
C
Ẽ(ω)e−iωt dω =

1

2πi

∫
C

N(k, ω)

D(k, ω)
e−iωt dω (1.48)

where C must be a closed contour in the complex plane composed by an
orizontal line running from −∞ to +∞ parallel to the real axis and in-
tersecting the imaginary axis at some point iω0 with ω0 > 0 (because the
Laplace transform is defined for Im(ω) > 0), and since t > 0 the contour
is then closed by an arc of infinite radius enclosing the negative imaginary
axis (Im(ω) < 0), which therefore does not contribute to the integral. The
value of ω0 has to be taken large enough to include inside C all the existing
singularities of the Ẽ(ω) function. The integral around such a closed con-
tour is given by the sum of the residues of the integrand at each singularitiy
within the closed contour. Therefore we can write

E(t) = Resω=ω1

[
Ẽ(ω)e−iωt

]
+

1

2πi

∫
C′
Ẽ(ω)e−iωt dω (1.49)

where the first term on the right is the residue at ω1 of the function in square
brackets, ω1 is the singularity of Ẽ(ω) with the largest imaginary part and
C ′ is a closed contour shaped as C but not including ω1. Using the residues
formula we find

Resω=ω1

[
Ẽ(ω)e−iωt

]
∝ e−iω1t (1.50)

therefore, being ω1 the singularity with the largest imaginary part, it is also
the one that gives the main contribution to the time dependence as t→ +∞
of the electric field perturbation.

To solve the problem, the singularities of Ẽ(ω) have to be determined.
Assuming the right hand side of Eq. (1.46) not singular, all singularities of
Ẽ(ω) are zeros of D(k, ω). Therefore the equation to be solved to find the
singular values of the frequency is

D(k, ω) = 1 +
e2

mkε0

∫
∂f0/∂v

ω − kv
dv = 0 (1.51)

which gives the dispersion relation ω = ω(k). In fact the function D(k, ω)
is called the plasma dispersion function. The velocity integral appearing in
this formula has to be performed in the complex velocity plane, on a contour
running from −∞ to +∞ over the real axis.

If the singularity is such that Im(ω) > 0 then the integral can be per-
formed, since there are no singularities on the real axis, without changing
the contour of integration in the complex velocity plane, the result is a
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frequency with positive imaginary part and therefore a wave with an expo-
nentially growing amplitude representing an instability.

The physically most relevant case is the one with a singularity in which
the imaginary part of the frequency can be treated as a small correction to
its real part. Assume that ω = ωr + iγ where Re(ω) = ωr, Im(ω) = γ with
γ � ωr and γ > 0. Consider then the limit γ → 0. In this case, while ω
is approaching the real axis, the singularity will lie closer and closer to the
integration contour in the complex velocity plane. Therefore, in the vicinity
of ω, as γ → 0, the velocity contour has to be deformed in order to avoid
the singularity. Landau’s prescription states that the contour needs to be
deformed in such a way that the singularity always lies on the same side of
the contour. This choice makes possible to define the function D(k, ω) in
the negative imaginary half of the complex plane by analytic continuation.
In this case the singularity is approaching the real axis from above, thus the
velocity contour passes below the singularity. In the limit γ → 0 the velocity
contour will then be composed by two straight lines running on the real axis,
one from −∞ to ωr − ε and the other from ωr + ε to +∞, connected by a
half circle of radius ε centered at ωr passing below the singularity, where ε
is an infinitesimal length. The integral in D(k, ω) is then given by∫

∂f0/∂v

ω − kv
dv = Pr

∫
∂f0/∂v

ω − kv
dv − iπ

k

∂f0

∂v

∣∣∣∣
v=ω/k

(1.52)

where Pr denotes the principal value of the integral and the second term is
the contribution from the half circle around the pole. The principal part can
be evaluated assuming that f0 is given by a Maxwellian everywhere except
in the vicinity of the singularity, then under the approximation kv � ω
expanding the integrand to 3-rd order in kv/ω, the dispersion relation takes
the form

1−
ω2
p

ω2
−

3k2v2
thω

2
p

ω4
− iπe2

mk2ε0

∂f0

∂v

∣∣∣∣
v=ω/k

= 0 . (1.53)

This equation can be evaluated substituting ω = ωr + iγ, using γ � ωr
to write ω2 = ω2

r + 2iωrγ and ω4 = ω4
r + 4iω3

rγ, treating the term due to
the contribution of the pole as a small correction, and assuming kvth � ω
in evaluating the contribution of the principal part of the integral. Then,
equating the real and the imaginary part of Eq. (1.53) separately to zero we
obtain

ω2
r = ω2

p + 3k2v2
th γ =

πe2

2mk2ε0

∂f0

∂v

∣∣∣∣
v=ω/k

(1.54)

the real part of the frequency recovers the result obtained in Eq. (1.40)
with the fluid theory, while the imaginary part is of course the new result
coming from the kinetic tratement. It shows explicitly the influence of the
velocity dependence of the distibution function, for velocities next to the
phase velocity of the wave. It is clear that the sign of γ depends on the sign
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of the velocity derivative of the background distribution function. Therefore,
even though the Laplace transform has been defined for Im(ω) > 0, Landau’s
treatement shows that also solution with Im(ω) < 0 are allowed, provided
that the function D(k, ω) is defined in the negative imaginary half of the
complex plane by analytic continuation, properly deforming the contour of
the velocity integral. According to the sign of γ the wave can be damped,
i.e. γ < 0 which corresponds to the mechanism called Landau damping
(this is the case of a Maxwellian distribution), or it can go unstable growing
exponentially, i.e. γ > 0 called inverse Landau damping (this can be the
case for a non-monotoneously decreasing distribution funtion).

Landau damping is associated with those particles that have a velocity
nearly equal to the phase velocity of the wave, the resonant particles. The
resonant particles see an almost static electric field, and can efficiently ex-
change energy with the wave. They can be either accelerated or decelerated
by the wave, depending on their relative phase relation. If, in the veloc-
ity interval around v = ω/k, the distribution function has more particles
slower than the phase velocity compared with particles that are faster than
the phase velocity (like it happens for a Maxwellian distribution) then more
particles are accelerated by the wave than decelerated, resulting in a net
transfer of energy from the wave to the particle, and therefore the wave is
damped. In the opposite case there is an energy transfer from the particles
to the wave, which result in the growth of an instability.

1.5.3 Drift waves instability

Kinetic and hydrodynamic effects can both lead to non dissipative desta-
bilization of drift waves in spatially inhomogeneous plasmas. A detailed
treatement about drift waves instability can be found in [14] and references
therein. Only the main results useful for the purpose of understanding this
thesis are presented here.

Dispersion relation for the plane plasma slab

The simplest possible configuration involving a spatially non uniform plasma
is used here: the plane plasma slab. In this configuration the plasma can be
treated in a cartisean coordinates system. The equilibrium is maintained by
a strong uniform magnetic field, taken to be in the z-direction. The plasma
is considered to be non uniform in one direction only: the x-direction. The
typical length scale over which the plasma is non uniform is assumed to be
much larger than the Larmor radius. Since the particles can travel along the
x-direction only for distances of the order of the Larmor radius, it is thus
possible to consider perturbations localized at the surface x = 0 and consider
all quantities (magnetic field, density, temperature and their gradients) as
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evaluated on this surface. All perturbations can then be written as

ψ(x,v, t) = ψ(v, t) exp (ikyy + ikzz) . (1.55)

Furthermore the following ordering, which is generally valid for the plasma
phenomena here considered, is applied

ρe � ρi � L λDe,i � ρi ω � ωce,i (1.56)

where L is a characteristic gradient length of background quantities, and
λDe,i is the Debye length5. The background Maxwellian distributions (one
for the ions and one for the electrons) can be written as

f0s = n0s

(
ms

2πkBT0s

)3/2

exp

(
− mv2

2kBT0s

)
(1.57)

where s = i, e is the subscript referring to the particle species, n0s and
T0s are the equilibrium density and temperature, and v2 = v2

⊥ + v2
z . The

linearized Vlasov equation, in this case, is given by [14]

∂f1s

∂t
+ v · ∂f1s

∂x
+

1

ms
(qsv ×B + Fs) ·

∂f1s

∂v
+

qs
ms

E · ∂f0s

∂v
= 0 (1.58)

where Fs indicates an externally imposed force. Solving this equation, to-
gether with the Poisson equation, gives the dispersion relation D(k, ω) = 0
with the dispersion function given by

D(k, ω) = 1 +
∑
s

1

(kλDs)2

ω − ω′ds
ω − ωFs

[
W

(
ω − ωFs
|kz|vths

)
− 1

]
Λ0(kyρs) (1.59)

where only low frequency waves have been considered (ω � ωcs), k is the
modulus of the wave vector, ω′ds is the drift frequency operator given by

ω′ds =
T0sky
qsB

(
d ln (n0s)

dx
+
dT0s

dx

∂

∂T0s
− Fs
T0s

)
= ωns + ω′Ts + ωFs , (1.60)

with Fs modulus of the applied external force and the derivative towards
the temperature acts on both W and Λ0 through their dependence on the
thermal velocity, the function W (z) takes into account the wave-particle
resonances along the magnetic field lines, it is given by

W (z) =
1√
2π

∫
C

vz
vz − z

e−v
2
z/2 dvz (1.61)

where C is a contour running on the real vz axis avoiding the singularity
according to the Landau prescription described in the previous section, the
function Λ0(z) = e−zI0(z), with I0(z) the zeroth order modified Bessel func-
tion, expresses the integral over v⊥ and therefore it takes into account the
FLR effects due to the gyro-average procedure (as shown in section 1.3.1).

5The Debye length of the s-species λDs =
√

(ε0Ts)/(nse2) is a measure of the sphere
of influence of a given charge in a plasma. In fact, the electrostatic potential of an isolated
charge q is φ ≈ q/r, while for a charge at rest in a plasma it is φ ≈ (q/r) exp (−r/λD).
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Inhomogeneous ion and electron density

The simplest case in which an instability can arise consists of a plasma
configuration in which Fs = 0 and dT0s/dx = 0 and the inhomogeneity is
given by the density gradients only. The wave propagation is considered to
be mainly in the perpendicular to the magnetic field direction (kz/ky � 1).
For the electrons, it is appropriate to assume that ω/(kzvth,e) � 1 i.e. the
wave phase velocity along the magnetic field can be considered much smaller
than the electron thermal velocity, the electrons therefore are described by
an adiabatic response (the elctron density perturbation is proportional to the
perturbed electrostatic potential). For the ions, instead, it can be assumed
ω/(kzvth,i) � 1 (cold ions approximation). Furthermore, because of the
different sizes of their gyro-orbits, it is possible to neglect finite Larmor
radius (FLR) effects when performing the gyro-average in the electron case
(kyρe � 1), while the FLR has to be retained in the ion case. The dispersion
relation, under these assumptions, takes the form

1 +
1

(kλDe)2

{
1 +

(
1− ωne

ω

)
i

√
π

2
ze

}
+

1

(kλDi)2

{
1 +

(
1− ωni

ω

)[
i

√
π

2
e−

z2i
2 − 1

z2
i

− 1

]
Λ0(kyρi)

}
= 0

(1.62)

where we defined zs = ω/(|kz|vth,s). Equating then separately to zero the
real and the imaginary part of this equation, and neglecting the exponen-
tially small ions contribution to the imaginary part, one finds the frequency
ω = ωr + iγ with

ωr = ωne
Λ0(kρi)

1 + (T0e/T0i) [1− Λ0(kρi)] + (kλDe)2

γ =

√
π

2

ω2
r

Λ0(kρi)

(
ωr
ωne
− 1

)
1

|kz|vth,e
.

(1.63)

Therefore, the solution is a wave propagating in the direction perpendicular
to the magnetic field with frequency ωr of the order of the electron drift
frequency ωne = (T0sky)/(qsB)d ln (n0s)/dx (in fact ωr ≈ ωne if kyρi � 1).
The wave can be destabilized by the resonant interaction between the wave
and the particles (electrons in this case). In fact, note how the contribution
to γ representing the resonant effect is proportional to (ωr/ωne − 1). The
term ”−1” represents the Landau damping mechanism due to the resonant
particles (particles with vz = ωr/kz) driven along the magnetic field by the
parallel component of the electric field. The term ”ωr/ωne” is related to the
plasma inhomogeneity, it can be positive and therefore give an instability.
It represents the E×B convection along or against the density gradient, so
perpendicular to B, of resonant particles. This results in a reinforcement
of the density perturbation. In fact, particles with velocity far away from
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the wave phase velocity, experience an oscillating electric field and bounce
back and forth in the passing wave, in both the parallel (due to the paral-
lel component of the electric field) and perpendicular direction (due to the
E × B velocity). Resonant particles, travelling at the wave phase velocity,
undergo a drive due to the elctric field perturbation whose orientation does
not change (since the electric field is not oscillating in their reference sys-
tem). The drive along B leads to Landau damping. The E×B convection,
perpendicular to B, results in an enhancement of the density perturbation.
If this latter mechanism is stronger than the Landau damping, it leads to a
destabilization of the wave.

This instability can not be found within the fluid theory, unless one
introduces some kind of dissipation (plasma resistivity for example). A two-
fluid description can be given in terms of a continuity equation for the cold
ion fluid, i.e.

∂ni
∂t

+∇ · (niui) = 0 (1.64)

where ui is the ion fluid velocity (i.e. the E×B velocity), and considering
adiabatic electrons

ne = n0e exp (eφ/T0e) . (1.65)

Solving then the linear problem, and imposing the quasi-neutrality condition
(ne = ni), one finds the solution ω = ωne, i.e. a wave travelling at the
electron drift velocity without damping or growth. The reason is that, in
the absence of dissipation mechanisms, the requirement about the electrons
adiabatic response, forces the density perturbation to be always in phase
with the electrostatic potential perturbation. This will cause the E × B
velocity and the density perturbation to be π/2 out of phase (since vE ∝
∇φ). Therefore, given an initial density perturbation in the presence of a
density gradient, the E×B convection will cause the density perturbation to
be shifted rather than growing or decaying. The result is a wave propagating
at the electron drift frequency. However, in the case of non zero resistivity,
a phase shift between density and potential perturbations is introduced,
which lead to an enhancement of the density perturbation and thus to the
destabilization of the wave.

Inhomogeneous ion temperature

Assume again adiabatic electrons and zero ion density gradient. If the in-
homogeneity is given only by the ion temperature gradient (ITG), also in
this case an instability can arise. This is called the slab-ITG drift wave
instability.

Consider, at first, the fluid limit (neglecting FLR effects, i.e. kyρi � 1)
with the ions treated as a cold fluid (ω/(kzvth,i) � 1), then with a similar
procedure to the one described above, starting from the general expression
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of the dispersion function given in Eq. (1.59), the dispersion relation can be
written as [14]

1−
(
kzcs
ω

)2 (
1− ωT i

ω

)
= 0 (1.66)

where cs is the sound speed and ωT i = (T0iky/eB)(d lnT0i/dx). It is interest-
ing to notice that without a temperature gradient, one obtains ω = ±kzcs,
i.e. the two sound wave branches, which means that the slab-ITG drift wave
is a deformation of one the sound wave branches due to the presence of an
ion temperature gradient. The dispersion relation is cubic in ω, it admits
therefore two complex conjugate solutions, one of which leads to an instabil-
ity. In particular, solving Eq. (1.66) for |kzcs| � |ωT i| and then evaluating
the solution in the limit of applicability of this formula (|kzcs| → |ωT i|), it
is found that the unstable ITG mode is given by ωr ≈ γ ≈ ωT i, showing
that the solution describes a propagating wave which can be destabilized
because of the presence of an ion temperature gradient. This result is also
recovered in the context of a two-fluid model, in which the electrons are
treated adiabatically

ne = n0e exp (eφ/T0e) (1.67)

and the ions are described by a continuity equation, a momentum equa-
tion and a heat equation representing E × B convection in the flow, i.e.
respectively

∂ni
∂t

+∇ · (niui) = 0

mini

[
∂ui
∂t

+ u · (∇ui)

]
= eni (E + ui ×B)−∇(niTi)

∂(niTi)

∂t
+∇ · (niTivE) = 0

(1.68)

where ui is the ion fluid velocity and Ti = T0i + δTi with δTi ion tem-
perature perturbation. The dispersion relation given in Eq. (1.66) is then
found linearizing the system of eqs. (1.68) and imposing the quasi-neutrality
condition (ne = ni).

The reason for this instability, even in a fluid treatement without dis-
sipation, is that the ion temperature perturbation (δTi) does not have any
constraints concerning its relative phase with respect to the electrostatic
potential perturbation. Therefore, the E×B convection, in the presence of
a temperature gradient, can be such that hotter plasma is brought in region
of higher temperature perturbation and colder plasma in region of lower
temperature perturbation, which results in an enhancement of the pertur-
bation. The ITG instability, in slab geometry, is therefore dominantly of
hydrodynamic type, the underlying mechanism being the result of E × B
heat convection in the presence of an ion temperature gradient.
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The toroidal-ITG instability

In the case of a tokamak, the inhomogeneities due to the magnetic field
configuration (grad-B and curvature) have to be included. Referring to the
general treatement given in Eq. (1.59), these effects will enter the equations
as external forces (the Fi term). The slab-ITG is then modified, acquiring
an interchange-like carachter, i.e. the presence of the instability depends
on the combined action of a force (the one related to the grad-B) and the
temperature gradient of the plasma (similarly to the Rayleigh-Taylor or
Interchange instability, where the instability arises from a force, such as a
gravitational field, acting against the density gradient). This is the so called
toroidal-ITG drift wave instability, and it is the one which will be studied
in the rest of this thesis. The dispersion relation, in this case, has the form

1

(kλDe)2
+

1

(kλDi)2

[
1 + (ω − ω′T i)

∫
f0i

n0i

J0(kyρi)

kzvz + ωFi − ω
d3v

]
= 0 (1.69)

where ωFi ∝ ∇ lnB appears in the velocity integral since the forces related
to the curvature and gradient of B are velocity dependent.

The dispersion relation for the toroidal-ITG has to be numerically solved
in order to obtain reliable results. This is due to the fact that, for the ions,
no approximation can be made about kyρi (because of the size of their gyro-
orbit) and ω/(kzvth,i) (to treat thermal hot ions) in order to easily treat the
velocity integral. The growth rate γ as a function of kyρi is a bell shaped
curve with a maximum at kyρi ≈ 0.5 (see chapter 2).

However, the fluid limit (kyρi � 1), with the ions treated as a cold fluid
(ω/(kzvth,i)� 1), provides a useful way to study the qualitative behaviour
of this instability. In particular, the dispersion relation becomes [14]

1−
(

1− ωT i
ω

)[(kzcs
ω

)2

+
T0e

T0i

ω̄Fi
ω

]
= 0 (1.70)

where ω̄Fi is the ωFi averaged over the Maxwellian distribution. This equa-
tion is the modification of Eq. (1.66) in the presence of a non uniform mag-
netic field. In fact it provides an instability also if kz = 0, i.e. in the case
of purely perpendicular propagation of the wave. Assuming |ω| � |ωT i| the
solution is given by

ω = ±
(
−T0e

T0i
ωT iω̄Fi

)1/2

∝ (−∇ lnT0i · ∇ lnB)1/2 . (1.71)

The necessary condition to provide an unstable mode is that the gradient
of the magnetic field has to be in the same direction of the ion temper-
ature gradient. In the opposite case the mode is stable. This shows the
interchange-like character of the toroidal-ITG instability. Therefore, in a
tokamak, there are regions of stability (favourable curvature) and region
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in which the toroidal-ITG can go unstable (unfavourable curvature). The
favourable curvature is in the inner, high magnetic field region of the torus,
while the unfavourable curvature is the outer, low field region of the torus.

1.6 The gyro-kinetic model

The purpose of this thesis is the study of microscopic scale turbulence in
plasmas magnetically confined in tokamaks. In this case the evolution of
the fields perturbations is characterized by specific spatial and time scales,
which makes the kinetic theory much more suitable to the description of
the problem than the fluid theory. The application of this space-time order-
ing to the general kinetic plasma theory leads to the gyro-kinetic equation.
This is the equation generally used to describe magnetically confined plasma
microturbulence. It will be used throughout the rest of this thesis.

In this section we present the system of equations necessary for the
gyro-kinetic treatement of a collisionless plasma. Start from the the plasma
kinetic theory, i.e. the Vlasov-Maxwell equations system, then we apply the
gyro-kinetic ordering to this equations in the case of a tokamak plasma.

1.6.1 The gyro-kinetic ordering

The purpose of gyro-kinetic theory is to model microturbulence in magneti-
cally confined plasmas. In particular it is build to describe drift waves insta-
bility (see section 1.5) due to turbulent phenomena occurring in the plasma
at small scales compared to the tokamak size. The properties of drift wave
turbulence and particles motion in tokamak plasmas, make possible to treat
the problem through an asymptotic expansion in small parameters, which
are naturally defined by an analysis of the typical scales involved. In par-
ticular, the fundamental principle of gyro-kinetics is the removal of the fast
cyclotron timescale, since the phenomena of interest are characterised by
frequencies much smaller than the cyclotron frequency. This is expressed in
the time scale ordering parameter

εω ≈
ω

ωc
� 1 (1.72)

where ωc refers to both ion and electron cyclotron frequancy. The spatial
variation of the background quantities (magnetic field B, temperature T and
density n) are expressed in terms of logaritmic gradient length scales 1/LG =
|∇G|/|G| = ∇| lnG| (where G indicates a generic background quantity) of
the order of the device size R (with R major radius of the tokamak), i.e.

LG ≈ R . (1.73)
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The gyro-radius is much smaller than the device size, but much bigger than
the Debye length, these properties are expressed as

εB ≈
ρ

R
� 1 with ρ� λD (1.74)

where ρ and λD refer to both ion and electron Larmor radius and Debye
length respectively. Fluctuations of the fields are allowed to vary on the
scale of the gyro-radius in the direction perpendicular to the magnetic field
(this is the main difference between gyro-kinetic and drift-kinetic theory),
this concept is expressed in the form

ε⊥ ≈ k⊥ρ ≈ 1 , (1.75)

however, the amplitude of the fluctiations (δG) is assumed to be small com-
pared to the background equilibrium quantities (G), this property defines
the small parameter

εδ ≈
∣∣∣∣δGG

∣∣∣∣� 1 . (1.76)

In this thesis, only the case of tokamak with large aspect ratio is treated, i.e.
tokamak with R/r � 1 where r is the minor radius of the tokamak (radius
of the poloidal cross section). Assuming a maximum ordering, allowing to
treat all effects on equal footing, the simplest ordering εω ≈ εB ≈ εδ can be
employed, and the asymptotic expansion is performed only in terms of the
normalized gyro-radius

ρ∗ =
ρ

R
. (1.77)

The ordering assumption about the amplitude of the fluctuations given in
Eq. (1.76) can be exploited employing the δf -approximation formalism (it
will be used in this thesis), which consists in writing the total single particle
distribution function as ftot = F +f where F is the background equilibrium
distribution and f is the perturbation. These are related by the ordering

f ≈ ρ∗F . (1.78)

The particles motion along the field lines is characterised by velocities v‖
of the order of the thermal velocity vth =

√
2T/m. Thus, the fluctuations

vary over spatial length much larger than the Larmor radius along the field
lines (k‖ρ� 1). Using Eq. (1.75), the parallel and perpendicular dynamics
are ordered as

k‖

k⊥
≈ ρ∗ (1.79)

which is equivalent to ordering the gradients, along (∇‖) and perpendicular
(∇⊥) to the magnetic field, of the perturbed distribution function as

∇‖f ≈ ρ∗∇⊥f . (1.80)
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Eq. (1.74) states that the perturbed distribution varies, in the perpendicular
direction, on length scales of order ρ compared to the background distribu-
tion (L⊥f ≈ ρ∗L⊥F ), therefore

∇⊥f ≈ ∇⊥F , (1.81)

instead, the length scales of F and f are of the same order along the field
lines (L‖F ≈ L‖f ), thus their parallel derivatives are ordered as

∇‖f ≈ ρ∗∇‖F . (1.82)

Concerning the velocity space derivative the δf -approximation implies

∂f

∂v‖
≈ ρ∗

∂F

∂v‖
(1.83)

and the derivative towards µ does not appear since dµ/dt = 0.
The equations will be formulated in the comoving system of a toroidally

rotating plasma, the transformation to the comoving frame introduces a
background centrifugal potential Φ. Similarly, the ordering for the back-
ground (Φ) and perturbed (φ) electrostatic potential is

φ ≈ ρ∗Φ ∇⊥φ ≈ ∇⊥Φ ∇‖φ ≈ ρ∗∇‖Φ (1.84)

with
Φ ≈ T/e φ ≈ ρ∗T/e (1.85)

where these last ordering relations are due to the linearization of the electron
Boltzmann response.

1.6.2 The local limit approximation

The separation of spatial scales presented above, allows to evaluate the
equations in the local limit approximation [15] (note that only in the δf -
approximation this limit can be applied, since only in this case the ordering
relations hold).

The local limit approximation consists in simulating only a small region
of the tokamak, in particular the domain is considered to be a thin tube
containing a field line winding around a flux surface (in fact, it also called
flux-tube approximation). Using the ordering expressed in Eq. (1.74), indi-
cating with l⊥ the perpendicular extent of the simulated domain, the local
limit approximation is formulated as the ordering relations

l⊥ � R l⊥ � ρ (1.86)

i.e. l⊥ is considered to be much smaller than the device size, but much
bigger than the turbulence typical length scale.
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The operative meaning of this local limit is that background quantities
and their gradients are evaluated at the flux surface considered, thus they
are considered to be constant over the perpendicular extent of the domain.
The background gradients are therefore kept as linear drive terms. The
physics due to profile variation is not included in this approximation, since
parameters for only a single flux surface are used.

The main effect of the local limit approximation is that the local turbu-
lence is homogeneous in the perpendicular plane, allowing periodic boundary
conditions and Fourier decomposition to be used in the perpendicular di-
rections, and an obvious simplification of globally varying quantities. The
equations in the rest of this thesis will be formulated in the local limit ap-
proximation.

1.6.3 The gyro-kinetic equations

The equations here presented take into account eventual plasma rotation,
and are formulated in the comoving frame rotating with the plsma, in
toroidal geometry. The detailed derivation can be found in [4, 11].

The gyro-kinetic ordering allows to replace the particle distribution func-
tion fα(x,v, t) by a guiding center distribution function fα,gc(X, v⊥, v‖, t),
where X is the position of the guiding center, v⊥ and v‖ are velocity coordi-
nates perpendicular and parallel to the magnetic field. For guiding centers,
the phase space has only five dimensions, since the guiding center velocities
are defined by two velocity coordinates, the volume element in phase space
is then given by

dx dv = dX 2πv⊥dv⊥dv‖ = dX 2π(mα/B)dµ dv‖ (1.87)

where the expression for the magnetic moment µ = mαv
2
⊥/(2B) has been

used in the last equality. This is a common choice in gyro-kinetic theory,
since the magnetic moment is a relevant physical quantity which is conserved
during the particle motion.

From now on, we will always refer to guiding center distribution func-
tions, therefore the ’gc’ subscript will be omitted.

The guiding center equations of motion

The guiding center equations of motion in the rotating frame can be ob-
tained with the procedure shown in section 1.3 and more generally within
the Lagrangian framework. They are given by

dX

dt
= v‖b + vD + vχ

mv‖
dv‖

dt
=

dX

dt
·
[
ZE− µ∇B +mΩ2R∇R

]
dµ

dt
= 0

(1.88)
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where Z is the particle charge, R the local major radius, Ω the frame rotation
frequency, E is the gyro-averaged perturbed electric field plus the inertial
electric field (background electric field due to the transformation to the
rotating frame)

E = −∇χ−∇Φ (1.89)

with χ = 〈φ〉 the gyro-averaged electrostatic potential. The velocity vχ is
the gyro-averaged E×B drift velocity, i.e.

vχ =
B×∇χ
B2

. (1.90)

The drifts due to the inhomogeneous magnetic field and inertial terms can
be written in the form [4, 11]

vD =
1

Z

(
mv2
‖

B
+ µ

)
B×∇B
B2

+
mv2
‖

2ZB
β′b×∇ψ

+
2mv‖

ZB
Ω⊥ +

1

ZB
b×∇EΩ

(1.91)

where ψ is the radial coordinate (i.e. the flux surface label, already defined
in Eq. (1.28)), Ω⊥ is the angular (toroidal) rotation vector perpendicular
to the magnetic field. The first term on the right is the combination of the
grad-B and curvature drift in the low β approximation, whereas the second
term, involving

β′ =
2µ0

B2

∂p

∂ψ
(1.92)

is the correction to the curvature drift due to the modification of the equi-
librium associated with the pressure gradient. The penultimate term is the
Coriolis drift [16]. The last term combines the centrifugal drift and back-
ground potential in the (species dependent) centrifugal energy

EΩ = ZΦ− 1

2
mΩ2(R2 −R2

0) (1.93)

where R0 is the radius of the magnetic axis.

The gyro-kinetic Vlasov-Maxwell equations

The results presented in this section can be found in [5]. The Vlasov equation
for the total one particle distribution function in guiding center coordinates
is given by

∂ftot
∂t

+
dX

dt
· ∇ftot +

dv‖

dt

∂ftot
∂v‖

= 0 . (1.94)

Employing the δf -approximation, as already mentioned, the distribution
function is written as ftot = F + f with F a background equilibrium dis-
tribution and f a perturbation of order ρ∗ to the equilibrium. The Vlasov
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equation can be therefore expanded order by order in ρ∗ to obtain the equa-
tions for the equilibrium and the perturbation. For the purpose of this
thesis, an expansion to first order in ρ∗ is necessary (with the exception of
the polarisation which enters in the field equations).

The equilibrium equation (zeroth order in ρ∗) for F is given by

v‖b · ∇F −
1

m
b ·
[
Z∇Φ + µ∇B −mΩ2R∇R

] ∂F
∂v‖

= 0 (1.95)

solution of this equation gives the background equilibrium distribution as a
Maxwellian written in the form

F = FM =
nR0

(2πT/m)3/2
exp

[
−
m
(
v‖ − u‖

)2
/2 + µB + EΩ

T

]
(1.96)

where nR0 is an integration constant chosen to be the density at R = R0,
u‖ = (RBt/B)[ωφ(ψ) − Ω], with Bt toroidal component of the magnetic
field, is the radial dependent mean parallel velocity flow relative to the
comoving frame. The equations are formulated with Ω = ωφ at the flux
surface considered. Therefore u‖ = 0 however, it is kept in writing the
Mawxwellian since it has a finite radial gradient which will appear in the
equations as ∇ωφ.

The equation for f (first order in ρ∗) can then be written in the form

∂f

∂t
+ (v‖b + vD + vχ) · ∇f +

b

m
· (µ∇B +∇EΩ)

∂f

∂v‖
= S (1.97)

where S is determined by the form of F , in particular we have

S = −(vχ + vD) · ∇pFM −
Z

T
FM [v‖b + vD] · ∇χ (1.98)

with

∇pFM =

[
∇n0

n0
+

(
mv2
‖/2 + µB + EΩ

T
− 3

2

)
∇T
T

+

(
mv‖RBt

TB
+
mΩ

T
(R2 −R2

0)

)
∇ωφ

]
FM .

(1.99)

Note that in Eq. (1.97), because of the ordering Eq. (1.83), the parallel
velocity nonlinearity (combinations of the electrostatic field perturbation
and the velocity space derivative of the perturbed distribution) is neglected.

The electric and magnetic fields have to be calculated self-consistently
from the Maxwell equations. In the case treated here, i.e. the electrostatic
limit in the low β approximation, the magnetic field is a background equilib-
rium quantity (no magnetic field perturbations), therefore only the Poisson
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equation is needed. The ordering relation relating the gyro-radius and the
Debye length given in Eq. (1.74) allows to replace the Poisson equation with
the quasi-neutrality condition∑

s

Zsns(x) = 0 (1.100)

where the sum runs over the species in the plasma. This equation is valid
for all cases in which the scale lengths are larger than the Debye length. The
quasi-neutrality equation always replaces the Poisson equation as an approx-
imation, i.e. when using the quasi-neutrality equation one can no longer use
the Poisson equation to calculate the field. In fact, given a zero charge
density, the solution of the Poisson equation would not give the consistent
electric field produced by the plasma particles.

The replacement of the Poisson equation with the quasi-neutrality condi-
tion simplifies the calculation (there is no need to solve a partial differential
equation), however care has to be taken in treating Eq. (1.100). Note that
x is not the guiding centers position, but is the actual particles position in
physical phase space. The difference between the actual density and the
density of guiding centers at a given point is due to the average variation in
the electrostatic potential over a gyro-orbit. This can also be understood as
the consequence of the polarisation drift averaged over the gyro-orbit time
scale. In the context of a variational principle derivation of the fields equa-
tion [11], one sees that the polarization term is due to higher order (ρ2

∗) field
terms, which have to be included in the Hamiltonian in order to guarantee
energy consistency. The final form of Eq. (1.100) is given by

∑
s

∫
d3v

[
ZsG(fs) +

Z2
sFM
Ts

(G2(φ)− φ)

]
= 0 (1.101)

where G indicates the gyro-average operator (G(φ) = 〈φ〉).

1.6.4 The GKW code

The GKW (Gyro-Kinetics at Warwick) code [4, 5, 6] is a code for the simula-
tion of microinstabilities and turbulence in a magnetically confined plasma.
It solves the gyro-kinetic equations presented above on a fixed grid in the
5-dimensional space using a combination of finite difference and pseudo spec-
tral methods. The code is coupled to the MHD equilibrium solver CHEASE
[17] for the calculation of the magnetic field configuration.

Normalizations

All quantities in the code are normalised. The velocity will be normalised
by the thermal velocity of each species. Quantities like the electrostatic

36



potential, which is species independent, are normalized by a reference tem-
perature.

We define a reference mass mref , a reference thermal velocity vthref , a
reference density nref , a reference temperature Tref , a reference magnetic
field Bref evaluated on the magnetic axis, and a reference major radius Rref .
These are related by

Tref =
1

2
mrefv

2
thref ρref =

mrefvthref

eBref
. (1.102)

Furthermore we define a normalised Larmor radius as

ρ∗ = ρref/Rref . (1.103)

The reference values are used to define, for each species, a dimensionless
mass mR, thermal velocity vR, density nR, temperature TR, and centrifugal
energy ER

mR =
m

mref
vR =

vth

vthref
nR =

nR0

nref

TR =
T

Tref
ER =

EΩ

TRTref
.

(1.104)

The fields are normalised using the reference values as

φ = ρ∗
Tref

e
φN χ = ρ∗

Tref

e
χN Φ =

Tref

e
ΦN . (1.105)

The index N refers to a normalised quantity. Factors of ρ∗ have been added
in the definitions of the normalised perturbed fields, such that the normalised
quantities are of order 1 in ρ∗.

Time t, magnetic field B, angular rotation frequency Ω, and the major
radius R, are made normalised as

t = RreftN/vthref B = BrefBN

Ω = vthrefΩN/Rref R = RrefRN . (1.106)

For the velocity space coordinates it is

v‖ = v‖Nvth µ =
mv2

th

Bref
µN . (1.107)

The distribution functions are normalised according to

f = ρ∗
nR0

v3
th

fN FM =
nR0

v3
th

FMN . (1.108)
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For the gradient of density, temperature and plasma rotation the normali-
sations are

1

Ln,N
=
Rref

Ln
= − 1

nR0

∂nR0

∂ψ

1

LT,N
=
Rref

LT
= − 1

T

∂T

∂ψ

u′N = − Rref

vthref

∂ωφ
∂ψ

.

(1.109)

The radial coordinate ψ is normalised as

ψ =
Rmax −Rmin

2Rref
, (1.110)

where Rmax (Rmin) is the maximum (minimum) major radius of the flux
surface. All gradients are normalised using the major radius Rref , i.e.

∇ =
1

Rref
∇N . (1.111)

The poloidal flux Ψ is normalised according to

Ψ = R2
refBrefΨN . (1.112)

Although β is dimensionless, in the code, a different dimensionless beta (βN )
is defined in the form

βN =
nrefTref

B2
ref/2µ0

. (1.113)

The wave vectors introduced in the spectral representation arise from the
perpendicular gradient of a fluctuating quantity and are therefore normalised
to ρref as

k =
kN
ρref

. (1.114)

In all the following sections we will use only the normalised quantities, the
index N is then dropped.

Field aligned Hamada coordinates

The equations in GKW are formulated in a particular coordinates system
called field aligned Hamada coordinates. Quantities like the potential In the
following, the transormation from an orthogonal coordinate system to the
Hamada coordinates is discussed.

We indicate cartesian coordinates with latin indices so {xi} = (x, y, z)
and the metric tensor can be written as

gij = diag(1, 1, 1) . (1.115)
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We refer to other coordinate systems with greek indices. The element of
length ds2 is an invariant, so we have

ds2 = gijdx
idxj = gαβdxαdxβ (1.116)

from which we get the metric tensor in a generic coordinate system

gαβ = gij
∂xi

∂xα
∂xj

∂xβ
=
∂xi

∂xα
∂xi
∂xβ

, (1.117)

and its inverse

gαβ =
∂xα

∂xi
∂xβ

∂xi
. (1.118)

The contravariant components of a vector v are written as

vα = v · ∇xα (1.119)

which under a change of coordinates {xα} → {zα} transform as

vαz =
∂zα

∂xβ
vβx = Λαβv

β
x (1.120)

where the lower indices of the vector components refer to the coordinate
systems.

We start with an arbitrarily shaped, but toroidally symmetric geometry.
We assume that we have an orthogonal coordinate system {xα} = (ψ, θ, φ),
where ψ is the radial coordinate, i.e.

B · ∇ψ = 0 , (1.121)

and so from (1.119) we get
Bψ = 0 , (1.122)

θ is the poloidal angle (upward on the outboard midplane) and φ is the
toroidal angle (clockwise when viewed from above).

We require a coordinate system which is advantageous to turbulence
study, which will exploit that parallel and perpendicular dynamics are de-
coupled in the gyro-kinetic equation, so that when we build the gridpoints
for the numerical calculations we can use long scale distances along the mag-
netic field direction and short scale distances in the direction perpendicular
to the magnetic field.

We have to perform a coordinate transformation

{xα} = (ψ, θ, φ)→ {zα} = (ψ, s, ζ) , (1.123)

that will make the field lines straigth in the new coordinates and that will
align one of the coordinates (s) with the magnetic field. Toroidal symmetry
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has to be evident in the new coordinate system so there must be one ignor-
able coordinate (ζ) associated with the toroidal angle such that if a function
is independent of φ will be independent of ζ.

To perform the transformation (1.123) we have to go through two sub-
sequent transformations. The first is given by

{xα} = (ψ, θ, φ)→ {yα} = (ψ, s, γ) , (1.124)

where
s = s(ψ, θ) γ = γ(ψ, θ, φ) , (1.125)

note that γ is an ignorable coordinate: inverting the transformation we have
θ = θ(ψ, s) and so f(ψ, θ)→ f(ψ, s).

We choose the contravariant components of the magnetic field in the
coordinate system {yα} to be flux functions, i.e.

Bs = Bs(ψ) Bγ = Bγ(ψ) , (1.126)

so from the field line equation it follows that on a field line we have

dγ

ds
=
Bγ

Bs
= q(ψ) = const , (1.127)

where q(ψ) is the safety factor. The equation (1.127) means that in the
coordinate system {yα} we have straigth field lines, these coordinates are
known as Hamada coordinates. Note that the magnetic field components
are flux functions so they don’t change over a flux surface, but the magnetic
field strength depends on the poloidal angle, infact we have

B2 = gαβB
αBβ , (1.128)

where gαβ is not a flux function and so

B2 = B2(ψ, θ) . (1.129)

The explicit expression of the transformation (1.125) is given by

s(ψ, θ) =

∫ θ

0

dθ′

B · ∇θ′

/∮
dθ′

B · ∇θ′

γ(ψ, θ, φ) =
φ

2π
+
F

2π

∫ θ

0

dθ′

B · ∇θ′

[{
1

R2

}
− 1

R2

]
,

(1.130)

where s ∈ [−1/2, 1/2] corresponds to one poloidal turn, γ ∈ [0, 1] corre-
sponds to one toroidal turn, F = RBt with R local major radius and Bt
toroidal component of the magnetic field, and {·} is the flux surface average
that for a generic function g = g(ψ, θ) is given by

{g} = lim
δψ→0

1

V

∫
V

d3x g =

∮
ds g , (1.131)

40



where δψ and V are the ’radial’ distance and the volume between two flux
surfaces, and the last integral is to be taken at constant ψ.

We perform now the second transformation

{yα} = (ψ, s, γ)→ {zα} = (ψ, s, ζ) , (1.132)

where
ζ = ζ(ψ, s, γ) , (1.133)

note that ζ as γ is an ignorable coordinate. We choose to align the coordinate
s with the magnetic field, so we demand that

B · ∇ = Bs ∂

∂s
+Bζ ∂

∂ζ
= Bs ∂

∂s
, (1.134)

which corresponds to the choice

Bζ = 0 . (1.135)

The latter condition can be formulated as

Bζ
z = ΛζβB

β
y =

∂ζ

∂s
Bs
y +

∂ζ

∂γ
Bγ
y = B · ∇ζ = 0 , (1.136)

where we have used (1.120) for the transformation (1.132). It should be
found that (1.136) is satisfied for the simple linear transformation

ζ = qs− γ , (1.137)

where q is given by (1.127).
From the field line equation and using (1.135) it follows that on a field

line we have
dζ

ds
=
Bζ

Bs
= 0 , (1.138)

which means that in the coordinate system {zα} we have straigth field lines
over which ζ is constant, these are the field aligned Hamada coordinates.

The ballooning representation

The GKW code can solve the gyro-kinetic equations in the local limit (see
section 1.6.2) in which only a small region is simulated (flux tube approx-
imation). The natural technique for problems with disparate length scales
is the eikonal or WKB analysis. In the case of the analytic linear treatment
of a single mode, such as drift wave, which has large extension k‖ � k⊥
along the magnetic field line is often used the ballooning representation.
The combination of field aligned coordinates, spectral representation and
parallel boundary condition (Eq. (3.53) of [11]) used in GKW give a for-
mulation equivalent to the ballooning representation. In this formalism the
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toroidal perturbed solutions of the gyro-kinetic equation are represented in

an eikonal basis f
(0)
n which contains any rapid spatial variation perpendic-

ular to the field. By assumption, an eikonal must satisfy B · ∇f (0)
n = 0.

In toroidal coordinates (ψ, θ, φ) and large aspect ratio (r/R � 1), assum-

ing solution of the form f
(0)
n = l(θ) exp [inφ] and applying the condition of

toroidal periodicity leads to the eikonal basis

f (0)
n = exp {in [φ− q(θ + θ0)]} (1.139)

where n is an integer representing the toroidal mode number and θ0 is a
constant of integration representing the poloidal angle at which the mode is

at its maximum. Since all perpendicular variation are contained in f
(0)
n , a

perpendicular wave vector k⊥,n may be defined by analogy with the Fourier

basis to satisfy ∇f (0)
n = ik⊥,nf

(0)
n . Hence from (1.139) one finds

k⊥,n = kθ,neθ + kψ,neψ = −nq
ψ

[ψ∇θ + ŝ∇ψ(θ − θ0)] (1.140)

since |∇φ| = 1/R, |∇θ| = 1/r and the definition of the magnetic shear
ŝ = (ψ/q)∂q/∂ψ has been used. From (1.140) one finds

kθ,n = −nq
r

kψ,n(θ) = ŝθkθ,n + kψ0,n (1.141)

where kψ0,n = ŝθ0nq/r is the radial wavenumber at θ = θ0. The shear in the
magnetic field creates a rotation in the perpendicular structure of the mode.
The ballooning representation can be thought of as a ballooning transform
analogous to the Fourier transform which can represent an arbitrary function
in a nonlinear system. The ballooning representation can also be extended to
treat radial profile variations. The global solutions are linear combinations
of the local ballooning modes.

The non-spectral representation

The work presented in this thesis is focused on the transition from a local
description towards a global description of a tokamak plasma. The latter
refers to simulation of large region of the tokamak, which therefore need to
include profiles effect, i.e. variation of the physical quantities in the plane
perpendicular to the magnetic field. In particular, since the geometry is
considered to be axisymmetric, global effects are due to the introduction
of radial profiles. In order to describe this kind of scenario, it is strictly
necessary not to use Fourier decomposition when representing the radial de-
pendence of the quantities of interest (in fact, this is the case of the local
limit approximation, in which background quantities are kept constant over
the radial domain and the turbulence is homogeneous in the perpendicu-
lar plane). Instead, a finite differences method must necessarily be applied
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(these are the quasi-local simulations mentioned in the frist section of this
chapter). The GKW code allows for this treatement. In the rest of this
thesis, this version of the code will be referred to as the ’non-spectral rep-
resentation’.
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Chapter 2

ITG instability at
sub-Larmor radius scales
with non-zero ballooning
angle

Linear gyro-kinetic stability calculations predict unstable toroidal Ion Tem-
perature Gradient (ITG) modes with normalised poloidal wave vectors well
above one (kθρi > 1) for standard tokamak parameters with adiabatic elec-
tron response. These modes have a maximum amplitude at a poloidal angle
θ that is shifted away from the low field side (θ 6= 0). In this chapter the
physical mechanism is clarified through the use of a fluid model. It is shown
that the shift of the mode away from the low field side reduces the effective
drift frequency which allows for the instability to develop. Numerical tests
using the gyro-kinetic model confirm this physical mechanism. Furthermore
it is shown that modes localized away from the low field side can be im-
portant also for kθρi < 1 close to the threshold of the ITG. In fact, modes
with maximum amplitude at θ 6= 0 can exist for normalised temperature
gradient lengths below the threshold of the ITG obtained for the case with
the maximum at θ = 0.

2.1 Introduction

The growth rate of the ion temperature gradient mode (ITG) as a function
of the normalised poloidal wave vector kθρi, has been reported many times
in the literature, see for instance [18], as a bell shaped curve with a single
maximum. Here, kθ is the poloidal component of the wave vector and ρi =
mivthi/ZeB =

√
2miTi/ZeB is the ion Larmor radius, with mi the ion mass,

vthi the ion thermal velocity, Z the charge number, e the elementary charge,
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B the magnetic field strength, and Ti the ion temperature.
In this chapter we report on collisionless ITG instabilities with kθρi > 1

and adiabatic electrons. It will be shown that these instabilities can exist for
relevant tokamak parameters. The physical mechanism of these instabilities
will be shown to be related to the reduction of the effective drift frequency
through the shift of the mode away from the low field side position. This
mechanism is different from those previously reported [19, 20, 21, 22, 23]
with kθρi > 1, which are unstable only in a slab or for weak toroidicity.

This chapter is structured as follows: Section 2.2 introduces the high kθ
ITG through numerical simulation based on the gyro-kinetic model, Section
2.3 discusses the physics of the instability through the use of a simple fluid
model. Section 2.4 discusses the relation with previously published work,
and finally Section 2.5 gives the conclusions.

2.2 High kθ ITG

In this chapter all simulations are performed using the local limit or flux
tube approximation [15]. This limit considers a radial domain around a
local flux surface that is sufficiently small such that all plasma as well as
all geometry parameters can be taken to be uniform in the radial direction.
The local limit allows for a spectral approach in the radial direction, and is
equivalent to the ballooning transform [24] (the use of ballooning transform
below is referred as the ”spectral case”) when only terms of lowest signifi-
cant order in the normalized Larmor radius are considered. The ballooning
transform, however, is often utilised in a restrictive manner, by choosing
the radial wave vector zero at the low field side. A choice motivated by the
observation that this usually yields the most unstable mode. An example
of a calculation using this restrictive form of ballooning transform, obtained
with the gyrokinetic code GKW [4, 5, 6], is given in Fig. 2.1 by the dash-
dotted (blue ’x’) curve that has a single maximum. The parameters of this,
and all other simulations in this chapter, are those of the Waltz standard
case [25]: ion temperature gradient length R/LT = 9.0, density gradient
length R/LN = 3.0, electron and ion temperature Te = Ti, safety factor
q = 2, magnetic shear ŝ = 1, and inverse aspect ratio ε = 0.166. The simu-
lations use circular geometry [26] retaining finite ε effects, and the flux tube
approximation is always applied.

However, GKW simulations with the radial direction described using
finite differences (simulations that use finite difference in the radial direction
below are referred to as the ”non-spectral case”) show a surprisingly different
behaviour for kθρi > 0.6, displaying a spectrum with two maxima and having
unstable modes with kθρi well above one, as is shown by the full (black)
line of Fig. 2.1. The dashed line (red circles) in this figure is obtained by
choosing in the spectral runs the radial wave vector at the low field side
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Figure 2.1: Growth rate (γ in units vthi/R0 where R0 is the major radius of the magnetic
axis) as a function of kθρi. The dash-dotted (blue ’x’) line is the spectral case with θ0 = 0,
the solid (black) line is the non-spectral case, and the dashed (red circles) line is the
maximum growth rate obtained when varying θ0 in the spectral case.

that maximises the growth rate. This radial wave vector happens to be not
always zero. This will be explained in the following.

The essential difference between these two simulations is the number of
radial modes that are kept. There are many more radial modes in the non-
spectral case compared to the spectral one, in which the radial wave vector
(kr) is set by the condition of the field alignment of the mode [24]

kr = ŝθkθ , (2.1)

which is zero at the low field side position (poloidal angle θ = 0). This
suggests that the unstable modes for kθρi > 1 have a finite radial wave vector
at the low field side position. It is well known that a finite radial wave vector
can be introduced in the ballooning transform through the introduction of
the angle, θ0, such that

kr = ŝ(θ − θ0)kθ . (2.2)

The growth rate as a function of θ0 for various values of kθρi is shown in
Fig. 2.2. For kθρi > 0.6 the most unstable mode has a finite θ0 and the mode
is shifted away from the low field side, as shown in Fig. 2.3, which displays
the eigenfunction along the magnetic field for kθρi = 1.5 and θ0 = 1.2. There
is no preferred sign for θ0 and the mode with θ0 = −1.2 is equally unstable
but shifted in the negative θ direction. Taking the maximum growth rate
(by varying θ0) for each kθρi from the spectral simulations yields the dashed
(red circles) curve in Fig. 2.1. There is the expected agreement between the
spectral and the non-spectral cases.

In order to get further insight into the high kθ ITGs several parameter
scans have been performed. These are done by varying one parameter while
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Figure 2.2: Growth rates of the spectral case (γ in units vthi/R0) as a function of θ0 for
four representative values of kθρi. The curves are denoted as follows: kθρi = 0.5 (blue ’x’)
crosses, kθρi = 1.0 (red circles) circles, kθρi = 1.5 (black ’+’) pluses, kθρi = 2.0 (magenta
stars)

keeping all the other parameters fixed to the standard case. The results of
the R/LT , q and ŝ scans are shown in Figs. 2.4 and 2.5. All calculations are
performed using the non-spectral setup with kθρi = 1.9. For comparison,
the results for kθρi = 0.5 are also shown. Fig. 2.4 shows that the growth
rate of the high kθ ITG increases with R/LT very similar to the kθρi = 0.5
mode. The mode has a higher threshold in R/LT though it is more stable
over the entire scan. In the same figure the dependence on the safety factor is
also shown. A larger safety factor increases the connection length between
the low and high field side increasing the time in which a perturbation
propagates along the magnetic field line from the unfavourable curvature to
the favourable curvature region. Therefore, increasing the safety factor has
a destabilizing effect. This is the case for kθρi = 0.5, but to a much larger
extent for the high kθ ITG. The localisation of the mode at θ0 6= 0 makes
the requirement of a sufficient long field line length harder to satisfy.

Fig. 2.5 gives the value of the growth rate as a function of the magnetic
shear. The growth rate curve has two maxima for kθρi = 1.9, and it can be
verified from the figure of the frequency (right panel in Fig. 2.5) that these
maxima belong to two different modes. For low magnetic shear the mode is
found to reach its maximum amplitude at the low field side (standard ITG
with θ0 = 0). Indeed the frequency of this mode is high, and its growth
rate is rather small. For high magnetic shear the mode is shifted away from
the low field side (maximum amplitude at θ0 = 1.2). A high growth rate
is obtained only at sufficiently large shear. A high shear reduces the width
in θ of the eigenmode and is therefore beneficial for the θ0 6= 0 modes. As
already pointed out, a large width in θ would mean that the mode has a
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Figure 2.3: Eigenfunction in arbitrary units as a function of the poloidal angle θ. The
figure is obtained from a spectral run with kθρi = 1.5 and θ0 = 1.2. Solid lines give the
real, whereas dashed lines give the imaginary part. The (red) lines without symbols is the
potential perturbation (δφ), the (blue) lines with the symbol ’x’ the density perturbation
(δn), and the (magenta) lines with the closed circles is the perpendicular temperature
perturbation (δT⊥).

significant amplitude in the favourable curvature region, which is stabilizing.
At constant R (drifts roughly constant), the dependence of the growth rate
on the inverse aspect ratio ε (not shown) is found to be relatively weak.

2.3 Physical mechanism

An understanding of the physics of the high kθ ITGs can be obtained by
considering a simple fluid model. Here, the equations and normalisation
given in section 1.6 are used, and the reader is referred to [5] for details on
the derivation. The gyro-kinetic equation, neglecting the parallel derivatives
can be written in the form (see Eq. (1.97)):

∂f

∂t
+ vD · ∇f = −vE · ∇pFM − vD ·

Ze∇〈φ〉
T

FM (2.3)

where vD is the drift due to the magnetic field inhomogeneity, vE is the per-
turbed E×B velocity, f the perturbed distribution function, φ the perturbed
electrostatic potential, FM is the Maxwell distribution Eq. (1.96), and ∇p
is defined through Eq. (1.99). In comparison to Ref. [5] the plasma rotation
will be neglected, but it will not be assumed that the mode is localised on
the low field side. Assuming a concentric circular magnetic equilibrium and
small inverse aspect ratio we have

vD · ∇ = ivDkθ cos θ + ivDkr sin θ = ikθvDK (2.4)
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for the non-spectral case. The (red) full line gives the result for kθρi = 1.9, while the
(blue) dashed line gives the result for kθρi = 0.5.
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Figure 2.5: The growth rate (left) and frequency (right) as a function of the magnetic
shear for the non-spectral case. The (red) full line gives the result for kθρi = 1.9, while
the (blue) dashed line gives the result for kθρi = 0.5.

where θ is the poloidal angle, and kθ (kr) is the poloidal (radial) wave vector.
In the equation above K is introduced to shorten the mathematics. Using
Eq. (2.2) one obtains

K = cos θ + ŝ(θ − θ0) sin θ . (2.5)

K measures the dependence of the convective derivative (vD · ∇) on the
poloidal angle.

Starting from Eq. (2.3) one can follow the same procedure as outlined in
Ref. [5] to obtain the equations for the perturbed density (ñ) normalised to
the background density, and perturbed temperature (T̃ ) normalised to the
background temperature. For singly charged ions, neglecting the plasma
rotation the expressions are

ωñ+ 2Kñ+ 2KT̃ = 〈φ̃〉
(
R

LN
− 2K

)
(2.6)

ωT̃ +
4

3
Kñ+

14

3
KT̃ = 〈φ̃〉

(
R

LT
− 4

3
K

)
(2.7)
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where ω is the frequency normalised to the drift frequency ωD = −kθT/eBR,
and φ̃ here is the perturbed electrostatic potential normalised with e/T .
Note that all terms that are due to the drift are proportional to K. We will
therefore refer to ω∗D = ωDK as the effective drift frequency.

The angle brackets in the equation above denote the gyro-average, or
FLR effects, which will be modelled using the approximation

〈φ̃〉 =
φ̃

1 + (k⊥ρi)2/2
= Fφ̃ (2.8)

where F has been introduced to shorten the notation. Finally, the gyro-
kinetic Poisson equation is solved assuming adiabatic electrons

ñ =

(
1 +

1

2
k2
⊥ρ

2
i

)
φ̃ = Gφ̃ (2.9)

where the term proportional to k2
⊥ is due to the polarization.

From the equations above, a dispersion relation can be derived of the
form:

A
( ω
K

)2
+B

ω

K
+ C = 0 (2.10)

where
A = G (2.11)

B =
20

3
G+ 2F − F

K

R

LN
(2.12)

C =
20

3
(F +G) + 2

F

K

R

LT
− 14

3

F

K

R

LN
(2.13)

The growth rate (γ) normalised to |ωD| can be readily calculated

γ =

√
2K

G

√
R

LT
−K R

LTcrit
(2.14)

where the critical gradient is given by

R

LTcrit
=

1

8
B2 − 10

3
(1 +G2) +

7

3

1

K

R

LN
(2.15)

and we have used FG = 1.
Fig. 2.6 shows the growth rate, normalised to |ωD|, of the fluid model

as a function of θ for three values of θ0 = 0, 0.5, 1.0. The left panel shows
the results for kθρi = 0.5, whereas the right panel shows the results for
kθρi = 1.3. It can be seen that for kθρi = 0.5 the mode has a maximum
growth rate for θ = 0, whereas for kθρi = 1.3 the mode with θ0 = 0 is stable
and the most unstable mode occurs in the case θ0 = 1.0 with maximum at
θ ≈ θ0.
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Figure 2.6: Growth rates of the fluid model as a function of θ for θ0 = 0 (blue dashed
’x’), θ0 = 0.5 (red dashed) and θ0 = 1.0 (black solid). The left panel gives the growth
rates for kθρi = 0.5, whereas the right panel gives the results for kθρi = 1.3. The values
of θ0 as well as the curve labels are the same for both panels.

The figure of the growth rate shows that the largest growth rate at high
kθρi is obtained for θ ≈ θ0, i.e. for kr ≈ 0. Therefore, from now on the
local growth rate of the fluid model at the location θ = θ0 (at this location
kr = 0) is considered. The value of kr does not increase the FLR and
polarization stabilisation of the mode. Next, we clarify why the mode is
strongly stabilised for θ0 = 0 and has its maximum growth rate for θ0 6= 0.
For θ ≈ θ0, kr = 0 and K = cos θ0. Therefore K = 1 at the low field side
position (θ0 = 0) and decreases for θ0 6= 0. Eq. (2.14) gives the dependence
of the growth rate on K. If K, rather than θ0, is treated as a free parameter,
and the density gradient is chosen to be zero for simplicity R/LN = 0, then
a maximum in the growth rate is obtained for

KM =
1

2

R/LT
R/LTcrit

. (2.16)

i.e. when R/LT > 2R/LTcrit a maximum growth rate is obtained for the low
field side position whereas for R/LT < 2R/LTcrit the maximum growth rate
will be obtained for θ0 6= 0. As kθρi is increased for fixed R/LT , R/LTcrit
increases, KM decreases, and the mode shifts away from the low field side.
The dependence of γ on K is shown in Fig. 2.7 for various values of kθρi. It
can be seen that for kθρi = 0.5 the low field side position is the position for
which the maximum is reached, while it is shifted away from the low field
side for kθρi > 1.

The physical reason for a maximum in K can be understood as follows.
The ITG generates ion temperature perturbations due to the perturbed ExB
velocity in the background gradients (the term proportional to R/LT on the
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Figure 2.7: Left panel: Growth rates (normalised to |ωD|) of the fluid model as a
function of K for kθρi = 0.5 (blue solid ’x’), kθρi = 1.3 (red dashed), and kθρi = 2.1
(black solid). Right panel: Growth rates (normalised to vthi/R0) of spectral gyro-kinetic
simulations with θ0 = 0, with the drift multiplied with a constant α. The values of kθρi
as well as the curve labels are the same as that of the fluid model in the left panel.

right hand side of Eq. (2.7)). Since the drift (vD) is a function of the par-
ticle energy, the temperature perturbations generate density perturbations
through the convection (the term 2KT on the left hand side of Eq. (2.6)).
These ion density perturbations then lead to the generation of the electric
field (Eq. (2.9)) which is responsible for the perturbed ExB velocity. For
K = 0, the convection due to the drift is zero and the mode is stable. One
might therefore expect that a higher K leads to a more unstable mode, and
to some extent this is indeed the case, as it is clear from the

√
2K in the ex-

pression for γ in Eq. (2.14). However, the Eqs. (2.6,2.7) also contain terms
that have a stabilising effect: the change in kinetic energy of the ions due to
the drift motion in the perturbed potential (the term −4K/3〈φ〉 on the right
hand side of Eq. (2.7)), the temperature perturbations that are generated
by the perturbed density perturbations (the term 4Kn/3 on the left hand
side of Eq. (2.7)), and the fact that density and temperature perturbations
have a tendency to propagate with different phase velocities (more physics
explanations using diagrams can be found in [11]). These stabilising terms
are responsible for the threshold of the mode, and are all proportional to
K. When the threshold is increased by FLR and polarization effects, and is
close to R/LT , the largest growth rate is obtained for K < 1, i.e. a mode
shifted away from the low field side.

The fluid model is, of course, a strong simplification compared with the
full gyro-kinetic model. The fluid model not only suggests that all instabili-
ties close to the threshold would have their maximum growth rate away from
the low field side, it also finds no threshold for the ITG, since for any finite
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R/LT , K can be chosen small enough that an instability arises. In partic-
ular the parallel dynamics (Landau damping) contained in the gyro-kinetic
model must be considered. This stabilising mechanism is independent of K
and can be expected to stabilise any instability for which K is too small.
Nevertheless, if the explanation based on the fluid model is correct, its pre-
dictions should be qualitatively reproducible by the gyro-kinetic simulations.
We discuss two tests below.

First, we calculate the growth rate from the fluid model for different
values of kθρi, treating K as a free parameter rather than θ0 (as we did
in the derivation of Eq. (2.16)). The outcome for the Waltz standard case
parameters is shown in the left panel of Fig. 2.7. Indeed the fluid model
reproduces qualitatively the same result given by the gyro-kinetic simula-
tions, as can be seen comparing Figs. 2.7 and 2.2. The fluid model suggests
that the reduction of the effective drift frequency leads to an increase in the
growth rate. To verify if the same physics mechanism is present also in the
gyro-kinetic simulations, we can artificially multiply the drift velocity with
a factor α (0 ≤ α ≤ 1), in spectral simulations with θ0 = 0. This reduces
the drift frequency and is as if we introduce the factor K of the fluid model
into the gyro-kinetic simulations (with α = K). The right panel of Fig. 2.7
shows the growth rates of the gyro-kinetic simulations as a function of α for
the same values of kθρi as the fluid model (shown in the left panel). The
scan in α is performed in the spectral case with θ0 = 0. In this case there
is no shift of the mode away from the low field side. For those modes that
have a maximum growth rate when the mode is shifted away from the low
field side, one expects the maximum growth rate for θ0 = 0 to be obtained
for α < 1, if the physics mechanism discussed above is correct. Indeed,
the gyro-kinetic simulations at high kθρi are stable for α = 1 and have a
maximum in the growth rate for α < 1, qualitatively reproducing the fluid
model.

Second, as discussed above, the mechanism is not limited to kθρi > 1.
Close to the threshold, the most unstable mode can be expected to be shifted
away from the low field side (provided the Landau damping is small enough).
Fig. 2.8 shows the growth rate as a function of θ0 of the Waltz standard case
with kθρi = 0.5 for several values of R/LT close to the threshold of the mode.
Although the effect is small, the largest growth rate is obtained for θ0 6= 0.
In fact, for R/LT = 3.7, an unstable mode exists for θ0 6= 0 whereas the
mode at θ0 = 0 is stable, i.e. a mode shifted away from the low field side
exists for a temperature gradient length below the threshold of the ITG
obtained for θ0 = 0. Both tests give confidence that the physical mechanism
found through the analytic fluid model is indeed the reason for the observed
behaviour of the gyro-kinetic simulations.
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2.4 Comparison with previous work

Ion temperature gradient instabilities at sub-Larmor radius scales have pre-
viously been reported in the literature [19, 20, 21, 22, 23]. These modes have
been found in slab geometry, as well as in the case of weak toroidicity. The
latter condition translates to a density gradient R/LN > 6 for the instability
to occur [20, 23]. Such a high gradient is not usually obtained in tokamak
plasmas under normal operation. In contrast, the high kθρi ITG described
in this chapter occurs for a wide range of R/LN as shown in Fig. 2.9, and
is unstable for R/LN = 0.

There are similarities between previous work and ours. In Refs. [19, 20] it
is stressed that the non adiabatic response of the ions at kθρi > 1 is essential
for the instability to occur. A similar statement can be made for the modes
discussed in this chapter. However, the essential ingredient discussed in
this chapter, the shift of the mode away from the low field side, reducing
the effective drift frequency, is a distinct mechanism from that of the works
published to date. In particular, an inspection of the equations in Refs. [19,
20, 22] shows that all these references assume θ0 = 0. We would like to point
out that there are many numerical models [19, 20, 22, 23, 25, 27, 28, 29] that
include the necessary physics to generate these shifted modes, and double
humped structures in growth rate vs. kθ have been observed on several
occasions, even though the physics mechanism was not completely clarified.

2.5 Conclusion

In this chapter we have shown that:
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Figure 2.9: Growth rates as a function of R/LN (non-spectral case) for kθρi = 0.5 (blue
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• The ITG with adiabatic electrons for standard tokamak parameters
can be unstable for kθρi substantially larger than one.

• Essential for the instability at the parameters studied in this chapter
is a reduction of the effective drift frequency through the shift of the
mode away from the low field side.

• An enhancement of the growth rate through the reduction of the effec-
tive drift frequency can be important for kθρi < 1, in particular close
to the mode threshold.

• Unstable modes with θ0 6= 0 can exist for ion temperature gradient
lengths below the threshold of the mode obtained with θ0 = 0.

The existence of these modes might set additional requirements on resolution
in nonlinear runs, and might play a role in small scale zonal flow generation.
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Chapter 3

On the radial propagation of
turbulence in gyro-kinetic
toroidal systems

In this chapter a conservation equation is derived for the radially dependent
entropy in toroidal geometry using the local approximation of the gyro-
kinetic equation. This naturally leads to an operative definition for the
turbulence intensity. It is shown that the conservation equation can be split
into two contributions, one describing the dynamics of the zonal modes and
one for the non-zonal modes. In essence this chapter provides an operative
tool for both analytic as well as numeric studies of the radial propagation
of turbulence in tokamak plasmas.

3.1 Introduction

A detailed understanding of turbulent transport in magnetically confined
plasmas is essential for the development of nuclear fusion devices. One of
the key questions regards the relation between local and global model de-
scriptions of plasma turbulence. A fundamental issue of the latter research
area is understanding the role of the transport of turbulence intensity (tur-
bulence spreading) that occurs in the global model, but is lacking in any
local description. Several authors have considered this problem in the past.
In [30] a fluid model is used to show that mode coupling provides an efficient
mechanism for the radial propagation of turbulence in tokamaks. Further-
more, a conservation equation, for the evolution of the local intensity I of
the turbulence, is given in [31] in the form of a Fisher-Kolmogorov equation
[32, 33] with an inhomogeneous diffusion coefficient. In the case of weak
turbulence (see [34]) it takes the form

∂I

∂t
− ∂

∂ψ

[
D(I)

∂I

∂ψ

]
= γI − k2

⊥I
2 . (3.1)
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An argument on the dynamics of turbulence spreading, which gives validity
to this equation, can be found in [35, 36]. In the following we give a brief de-
scription of the terms that appear in the equation. The second term on the
left hand side describes the spatial scattering of turbulence energy induced
by non-linear coupling. The local turbulent diffusion coefficient D(I) = D0I
is considered to be proportional to the intensity itself. This as a key hypoth-
esis of previous models, but which has to be derived from first principles.
Infact, Eq. (3.1) physical interpretation relies on the flux term expression en-
tirely. The local growth rate of the intensity is γ. The non-linear saturation
of the turbulence is modelled by the non-linear damping term −k2

⊥I
2, where

k⊥ is a suitably chosen scale of the turbulent fluctuations. The variable ψ
is the radial coordinate, and t is the time.

Eq. (3.1) has been largely used by these and other authors (see for exam-
ple [51] and [38]) to tackle the problem of turbulence spreading. It provides
a very useful model for the discussion of turbulence spreading, but it is af-
fected by some deficiencies. Although physically motivated, it is not derived
from first principles. Indeed, the evolution of the local turbulence intensity
defined as the squared modulus of the electrostatic potential can be shown
not to satisfy a conservation equation of the form given. Furthermore the
scaling of the diffusion coefficient D = D0I itself cannot be derived. There-
fore, numerical calculations can not be directly interpreted in terms of the
dynamics described by this equation. Another point of concern is that there
is no clear separation between turbulent and zonal intensity. With the lat-
ter we refer to the potential perturbation connected with the zonal (n = 0
toroidal) mode. It is not obvious if the turbulent intensity should contain (or
not contain) the zonal contribution. The points raised above provide a mo-
tivation to investigate the possibility of deriving analytically a conservation
equation of the form given by Eq. (3.1). In this chapter we undertake this
task starting from the gyro-kinetic framework. The goal is to give a solid
foundation to the discussion of turbulence spreading, and to derive analytic
expressions for the form of the turbulent flux of turbulence intensity.

Our starting point is the choice of a quantity describing the intensity of
the turbulence. A reasonable candidate is the entropy of the system, since
the entropy is a measure of the departure from equilibrium, and the entropy
satisfies a proper conservation equation. The idea of using the entropy to
define the intensity of the turbulence has been already suggested in the
literature, for instance in [39] where a balance equation for the entropy den-
sity is given starting from the drift kinetic equation in cylindrical geometry.
Entropy conservation in gyro-kinetic toroidal system has already been exten-
sively treated in the literature (see for instance [40, 41, 42, 43, 44, 45, 46]).
In particular in this chapter we perform a calculation close to the one given
in [45, 46] (which was performed for the case of the local limit approxima-
tion [15], considering the total entropy of the system, i.e. integrated over
the entire computational domain), but we exclude the integral over the ra-
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dial coordinate in order to explicitly keep track of the radial dependence of
the perturbations. This procedure leads to an equation for the evolution
of the radially dependent entropy of the system considered. The form of
the conservation equation for the entropy leads naturally to an operative
definition for the intensity of the turbulence and its conservation equation.
Further analysis allow this equation to be split in two separate equations,
one describing the dynamics of the turbulence intensity in the zonal (n = 0
toroidal) mode and the other the turbulence intensity in the perturbations
(non-zonal n 6= 0 toroidal modes). The symmetry and simplicity of the
resulting system of equations give a genuine insight into the connection be-
tween the dynamics of zonal and non-zonal modes.

3.2 Turbulence intensity balance in gyro-kinetic
theory

In this section we derive the conservation equation for the radially dependent
turbulence intensity of a collisionless plasma with no rotation, in the elec-
trostatic case, for general toroidal geometry. The calculation is performed
in the local limit approximation [15], in particular we consider the case in
which background quantities do not vary across the perpendicular (to the
magnetic field) extent of the domain, applying periodic boundary conditions
in the binormal direction, excluding the integral over the radial coordinate.
This choice, although it does not describe the most general case, allows to
study the behaviour of radial inhomogeneities in the perturbations of the
system.

We need an operative definition for the intensity of the turbulence, i.e.
we look for a quantity which is radially dependent and satisfies a conser-
vation equation in the form of Eq. (3.1), so that numerical results from
gyro-kinetic simulations can then be properly interpreted in terms of the
dynamics described by this equation. As already pointed out in the intro-
duction, a natural candidate is the entropy of the system. We define the
radially dependent entropy of the particles of the sp-species as

εsp = −
∫
dx dv f totsp ln

f totsp

FM
, (3.2)

the radially dependent entropy of all particles is obviously obtained taking
the sum over all species. In Eq. (3.2) we have dxdv = 2π(B/msp)Jdsdζdv‖dµ
with J =

√
g the Jacobian of the transformation (g being the determinant

of the metric tensor, msp the mass of the sp-species and B the background
magnetic field strength) and f totsp = FM + fsp is the total distribution of the
sp-species written as a sum of FM , the equilibrium Maxwell distribution as
given in Eq. (1.96), and a small perturbation fsp of order ρ∗ to the equilib-
rium (where ρ∗ = ρ/R is the normalized reference Larmor radius, with R
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the tokamak reference major radius and ρ =
√

2T/m/ωc where m is the ref-
erence mass, ωc is the reference cyclotron frequency, T is the reference tem-
perature). We use gyro-center field aligned Hamada coordinates (X, v‖, µ),
X = (ψ, s, ζ) being the gyro-center position (with ψ, s and ζ respectively
radial, field line and binormal coordinates), v‖ the parallel (to the magnetic
field) velocity, and µ the magnetic moment µ = mspv

2
⊥/(2B) where v⊥ is

the velocity component perpendicular to the equilibrium magnetic field. We
choose the Maxwell distribution FM as the reference distribution in the def-
inition of the entropy to make the maximum entropy state correspond to
the physical equilibrium distribution (εsp has a maximum when fsp = 0).
It is important to stress again that in contrast to [46] here the integral is
performed over the phase space excluding the radial coordinate ψ in order
to explicitly keep track of the radial dependence of the perturbations.

We make a Taylor expansion of Eq. (3.2) to the second order in ρ∗ then
the following approximation holds

εsp ≈ −
∫
dx dv

(
fsp +

f2
sp

2FM

)
, (3.3)

note that the first term does not vanish in this case since the integral is
not performed over the entire phase space. We build the equation which
describes the time evolution of εsp using the gyro-kinetic equation given in
Eq. (1.97), considering the case of a plasma as described at the beginning of
this section. The time derivative of the first term in Eq. (3.3) simply gives

∂nsp
∂t

+
∂Γnsp
∂ψ

= 0 , (3.4)

i.e. the continuity equation for the mass density, here ψ is the radial coor-
dinate, t is the time nsp =

∫
dxdvfsp is the radially dependent perturbed

particle density of the sp-species and Γnsp its relative radial flux given by

Γnsp =

∫
dx dv

[(
fsp +

Zsp
Tsp

FMχ

)
vψD + fspv

ψ
E

]
, (3.5)

where Zsp and Tsp are respectively the electric charge and the temperature
of the sp-species, χ = G(φ) is the gyro-averaged perturbed electrostatic
potential (G is the gyro-average operator and φ the perturbed electrostatic

potential), vψE is the radial component of the perturbed gyro-averaged E×B

velocity and vψD is the radial component of the drift velocity. The time
derivative of the second term in Eq. (3.3) can be rewritten in the form∫

dx dv
∂

∂t

(
f2
sp

2FM

)
=

∫
dx dv

(
fsp
FM

∂fsp
∂t

)
, (3.6)
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therefore we find∫
dx dv

[
∂

∂t

(
f2
sp

2FM

)
+
Zsp
Tsp

χ
∂fsp
∂t

]
=

= −
∫
dx dv

∂

∂ψ

[(
f2
sp

2FM
+
Zsp
Tsp

χfsp

)
vψE

+

(
f2
sp

2FM
+

Z2
sp

2T 2
sp

FMχ
2

)
vψD

]

+

∫
dx

[(
1

Ln
− 3

2

1

LT

)
Jsp +

1

LT
Ksp

]
,

(3.7)

where 1/Ln and 1/LT are the inverse density and temperature background
gradient lengths, Jsp and Ksp are given by

Jsp =

∫
dv
[
hsp

(
vψD + vψE

)]
Ksp =

∫
dv

[
mspv

2

2
hsp

(
vψD + vψE

)]
,

(3.8)

where hsp = fsp + (Zsp/Tsp)χFM is the sp-species non-adiabatic gyro-center
response, msp the mass of the sp-species and v2 = v2

‖ + v2
⊥ with v‖ and v⊥

velocity space coordinates as defined at the beginning of this section.
Eq. (3.7) does not quite show the features of a proper conservation equa-

tion in the form of Eq. (3.1), the problem is clearly the second term in the
first line which requires particular attention. In the following we discuss
how to deal with it. When integrating over the entire phase space a proper
scalar product between functions of the gyro-center coordinates can be de-
fined, therefore the following relation holds exactly∫

dψ dx dv [G(s)t] =

∫
dψ dx dv [sG(t)] , (3.9)

where s and t are any functions of the gyro-center coordinates and the
hermiticity of the gyro-average operator G = G† (with G† adjoint gyro-
average operator) has been used because of the local limit approximation
(this identity is the analogous to Eq. (28) in [46]). In our case Eq. (3.9) can
not be directly applyed since the integration over the radial coordinate is
not performed, but using periodic boundary conditions we can write∫

dx dv [G(s)t] =

∫
dx dv [sG(t)] +

∂

∂ψ
(ΓGA) , (3.10)

with ΓGA a periodic function of the radial coordinate only; its physical
meaning will be soon clarified.
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We now manipulate the second term in the first line of of Eq. (3.7) ac-
cording to Eq. (3.10), then we use the quasineutrality condition, Eq. (1.101),
written in the form

∑
sp

∫
dv

[
ZspG(fsp) +

Z2
spFM

Tsp
(G (χ)− φ)

]
= 0 , (3.11)

and combining eqs. (3.5) and (3.7) we can write

∂

∂t
(ε+ w) +

∂

∂ψ
(Γ + ΓGA) + C = 0 , (3.12)

where we have defined

ε =
∑
sp

εsp

w =
∑
sp

wsp =
∑
sp

∫
dx dv

Z2
spFM

2T 2
sp

(
χ2 − φ2

)
Γ = −

∑
sp

{
Γnsp +

∫
dx dv

[(
f2
sp

2FM
+
Zsp
Tsp

χfsp

)
vψE

+

(
f2
sp

2FM
+

Z2
sp

2T 2
sp

FMχ
2

)
vψD

]}

C =
∑
sp

∫
dx

[(
1

Ln
− 3

2

1

LT

)
Jsp +

1

LT
Ksp

]
,

(3.13)

while ΓGA is the term arising from leaving out the integration over ψ when
performing the operation in Eq. (3.10) with the gyro-average operator. It
is interesting to notice that because of Eq. (3.11) it is not possible to write
a conservation equation for the entropy of one species (εsp + wsp). The
conserved quantity is the entropy of the whole system.

Since Eq. (3.12) appears in the proper form of a conservation equation
we can read out of it the physical meaning of each single term: ε + w is
the radially dependent entropy of the system, with ε entropy in the particles
and w the contribution of the electrostatic field to the entropy of the system;
Γ + ΓGA is the radial flux of entropy, this means that the physical effect of
Eq. (3.10) is giving rise to an additional contribution to the radial flux,
the last term C represents sources and sinks as fluxes in the background
gradients.

The contribution of ΓGA can be shown to be of higher order in the
Larmor radius compared to Γ as follows: by approximating the gyro-average
operator as

G ≈ 1− 1

4
ρ2
∗∆ , (3.14)
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where ∆ is the normalized Laplacian operator, and applying for each species
the gyrokinetic ordering

fsp
FM
≈ Zspφ

Tsp
≈ ρ∗ , (3.15)

it is staightforward to show that

ΓGA ≈ ρ∗Γ . (3.16)

We can therefore neglect the contribution of ΓGA to the total flux of entropy.
Furthermore our purpose is to find a balance equation whose form can be
directly related to Eq. (3.1) in the context of gyro-kinetic theory, thus we
quantitatively miss a small part of the radial flux but it does not qualitatively
destroy the form of the balance equation.

From now on, for simplicity in the notation, we omit the sum over the
species and we get rid of the sp-index, however each quantity in the equations
has to be understood as related to a particular species and the physical
equations are obtained performing the sum over all species in the system.

We consider Eq. (3.12) and subtract from it the continuity equation for
the mass density (3.5), neglecting the contribution of ΓGA we are left with
a conservation equation of the form

∂I

∂t
+
∂ΓI
∂ψ

= C , (3.17)

for the quantity

I =

∫
dx dv

[
f2

2FM
+
Z2FM
2T 2

(
φ2 − χ2

)]
, (3.18)

where ΓI is given by

ΓI =

∫
dx dv

[(
f2

2FM
+
Z

T
χf

)
vψE

+

(
f2

2FM
+

Z2

2T 2
FMχ

2

)
vψD

]
,

(3.19)

and C given in Eq. (3.13). It is clear that Eq. (3.17) has the same form
as Eq. (3.1), i.e. term by term starting from the left we have the time
derivative of I, the radial derivative of its radial flux and the source terms.
Furthermore, the quantity in Eq. (4.3) is quadratic in the perturbation. For
these reasons we choose I as definition for the intensity of the turbulence.

Although the intensity I satisfies a conservation equation, it still contains
both zonal (n = 0) and non-zonal contributions. The intensity I does not
provide a meaningful definition of the turbulence intensity simply because
it does not depend on turbulent fluctuations only. The entropy depends on
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the temperature, and the intensity I is, therefore, affected by the evolution
of the temperature profile, preventing the separation of turbulence intensity
and temperature profile evolution. In order to describe the turbulence in-
tensity in terms of fluctuating quantities only, the possibility of separating
the evolution of the zonal and the non-zonal part of I is investigated. Sur-
prisingly, it turns out that it is possible to split the evolution equation of
I into two separate conservation equations, one describing the dynamics of
the zonal part, and one describing the non-zonal part. Below this splitting
is discussed in detail.

The binormal coordinate ζ is an ignorable coordinate, therefore it can
be treated spectrally. Using the Parseval’s theorem the integral over ζ can
be replaced by a sum over the toroidal modes (n), then the definition of the
turbulence intensity given in Eq. (4.3) is

I =

∫
dσ
∑
n

[
|fn|2

2FM
+
Z2FM
2T 2

(
|φn|2 − |χn|2

)]
, (3.20)

where the sum runs over all integers n ∈ (−∞,+∞), dσ = 2π(B/msp)Jdsdv‖dµ
is a short-hand notation for the reduced infinitesimal volume of integration
and all quantities with the subscript ’n’ are defined by their Fourier trans-
form in the binormal direction, i.e. for a generic function t of the coordinates
we have

t(ψ, ζ, s) =
∑
n

tn(ψ, s)eiknζ kn =
2πn

Lζ
, (3.21)

with Lζ length of the ζ domain in real space, then the quantity |tn|2 = tnt
∗
n

is the square modulus of the complex Fourier amplitude tn with the star
indicating the complex conjugate.

We split the case of the zonal modes and all other perturbations writing
the turbulence intensity in the form I = IZM + IP with

IZM =

∫
dσ

[
|f0|2

2FM
+
Z2FM
2T 2

(
|φ0|2 − |χ0|2

)]
IP =

∫
dσ
∑
n6=0

[
|fn|2

2FM
+
Z2FM
2T 2

(
|φn|2 − |χn|2

)]
.

(3.22)

The turbulence intensity flux ΓI can be written in the spectral representation
for ζ using the Parseval’s theorem together with the convolution theorem,
we obtain

ΓI =

∫
dσ
∑
n,m

[(
fm

2FM
+
Z

T
χm

)
fn−mα

∗
n

+

(
|fn|2

2FM
+

Z2

2T 2
FM |χn|2

)
vψD

]
,

(3.23)
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where we have renamed the Fourier transform in the binormal direction of
the E×B velocity as αn = (vψE)n in order to lighten the notation. Unrolling
now the sums over n and m in Eq. (3.23) and using the identities

α0 = 0

∫
dσ
∑
n

χnα
∗
n = 0 , (3.24)

which hold due to the fact that αn ∝ iknχn, one can see that the flux ΓI can
be split similarly to the turbulence intensity in the form ΓI = ΓIZM + ΓIP
where

ΓIZM =

∫
dσ

[∑
n

(
h0

FM
fnα

∗
n

)
+

(
|f0|2

2FM
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2T 2
FM |χ0|2

)
vψD

]
ΓIP =

∫
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∑
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2FM
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∗
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]

+

(
|fm|2

2FM
+

Z2

2T 2
FM |χm|2

)
vψD

}
,

(3.25)

where h0 = f0 + (Z/T )χ0FM is the zonal modes component of the non-
adiabatic gyro-center response.

Eq. (3.25) can be considered the main result of this work, in fact it is
shown for the first time that the turbulence intensity flux can be split in
two terms, one of which (the second one) does not contain any contribution
from the zonal modes.

The physical meaning of this property can be understood as follow: con-
sidering the relation∫

dx dv

(
f0

FM

∂f

∂t

)
=

∫
dσ

∂

∂t

(
f2

0

2FM

)
, (3.26)

it is clear that multiplying the gyro-kinetic equation by f0/FM and integrat-
ing over the entire phase space apart from the radial direction, one can find
a separate conservation equation for the intensity in the zonal modes IZM .
In fact, applying this procedure we obtain

∂IZM
∂t

+
∂ΓIZM
∂ψ

= CZM , (3.27)

where CZM is a source term written as

CZM =

∫
dσ

[
1

FM

∂h0

∂ψ

∑
n

(fnα
∗
n)

+
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1
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2

1

LT
+
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2

1

LT

)
h0v

ψ
D

]
,

(3.28)
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i.e. it is given by the flux in the gradient of the zonal perturbation plus
a part araising from the drift term. It provides the source for the zonal
turbulence intensity.

It is remarkable that the first term in Eq. (3.25) is exactly the turbulence
intensity flux connected with the zonal modes, i.e. Eq. (3.27) shows that the
zonal modes give a specific separate contribution to the turbulence intensity
flux. Therefore we can now subtract Eq. (3.27) from Eq. (3.17) and obtain a
conservation equation for the turbulence intensity in the perturbations IP ,
i.e.

∂IP
∂t

+
∂ΓIP
∂ψ

= C − CZM . (3.29)

This equation shows that the zonal modes enter the equation for IP
only as a modification of the source term: CZM can be interpreted as a
correction to the source term of Eq. (3.17) which together with the flux in the
background gradient provides the total source for the non-zonal turbulence
intensity.

3.3 Conclusion

We have shown that starting from the conservation equation for the entropy,
it is possible to write two separate conservation equations: Eq. (3.27) de-
scribes the evolution of the turbulence intensity in the zonal modes (IZM )
and Eq. (3.29) the turbulence intensity in all the other perturbations (IP ).
The turbulence flux connected to IP , as shown in Eq. (3.25), does not re-
ceive any contribution from the zonal modes. Eq. (3.29) shows that the zonal
modes contribute to the conservation equation for IP as a correction to the
source term given by the flux in the gradient of the zonal perturbation.

The turbulence flux non linearity due to the E×B velocity is found to
be cubic in the perturbation amplitude while the one in the drift velocity is
quadratic. Many works in the literature are based on the assumption that
the turbulence flux can be expressed as a quadratic non linearity in turbu-
lence intensity (therefore 4th order, or quartic, in field amplitude), leading
to Eq. (3.1), or similar formulations. The reason is that many authors use
a closure scheme. In fact this leads to an approximate expression for the
turbulence flux, whereas the conservation equation derived above is exact.

This treatment gives an operative tool to actually measure the flux of
turbulence in gyro-kinetic numerical calculations and can therefore be used
to quantitatively study the problem of the radial propagation of turbulence
in tokamak plasmas.
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Chapter 4

Turbulence spreading in
gyro-kinetic theory

Turbulence spreading has been proposed as the mechanism responsible for
the transition from Bohm to gyro-Bohm scaling of the heat conductivity ob-
served in gyro-kinetic simulations. In this chapter a new operative definition
for the turbulence intensity is given. In contrast to previous definitions the
new definition satisfies a Fisher-Kolmogorov-Petrovskii-Piskunov (FK) type
equation. Furthermore, explicit expressions for the turbulence intensity and
the turbulence intensity flux, that allow direct numerical evaluation, are de-
rived. A carefully designed numerical experiment for the case of a tokamak
is performed. The effective turbulence diffusion coefficient is measured to be
smaller than the heat conduction coefficient and the turbulence spreading
length is found to be of the order of the turbulence correlation length. The
results show that turbulence spreading can play a role in the non-local flux
gradient relation, or in the scaling of transport coefficients with the normal-
ized Larmor radius, only over length scale of the order of the turbulence
correlation length. The chapter then discusses the turbulence convection
through the drift connected with the magnetic field inhomogeneities. The
convective flux integrates to zero under the flux surface average unless there
is an up-down asymmetry in the tubulence intensity. The latter asymmetry
can be generated through a radial inhomogeneity or plasma rotation. It is
shown that the turbulence convection can lead to a spreading of the order
of the correlation length under some cicumstances.

4.1 Introduction

A detailed description of anomalous transport in magnetically confined plas-
mas is essential for the developement of nuclear fusion devices. A funda-
mental issue is the scaling of turbulent transport with respect to the size
of the reactor. In this regard it is important to understand to what extent
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the transport is determined by non-local effects. Here and throughout the
rest of this chapter non-local refers to situations in which the fluxes do not
depend just on the local gradients.

In [47] transport scaling with respect to device size is examined using par-
ticles simulations for electrostatic toroidal ion temperature gradient (ITG)
driven turbulence [34]. It is shown that the local ion heat conductivity
(χ) exihibits Bohm-like scaling (χ is proportional to the Bohm diffusion
coefficient χB) in the case of nowadays tokamak size (in agreement with
the results of experiments performed on DIII-D reported in [48]), while a
gradual transition to gyro-Bohm scaling (χ is proportional to χGB = ρ∗χB,
where ρ∗ = ρ/R is the ion Larmor radius normalized by the tokamak major
radius, the ion Larmor radius been given by ρ =

√
2T/m/ωc where m is the

ion mass, ωc is the ion cyclotron frequency, T is the ion temperature) is pre-
dicted as the device size is increased. The authors interpret this behaviour
using the physics mechanism discussed in [49] as a consequence of non-local
effects. Turbulence spreading, i.e. the turbulent transport of turbulent fluc-
tuations, is then proposed as a plausible non-local mechanism responsible
for this size scaling transition.

The connection between non-locality and turbulence spreading can be
understood as follow: because turbulent eddies driven by a gradient in den-
sity or temperature at a particular location can be transported and generate
a particle or heat flux at a different location, turbulence spreading introduces
a non-locality in the flux gradient relations.

The question of non-locality of turbulence through turbulence spreading
has been firstly addressed in [30], where a fluid model is used to show that
mode coupling provides an efficient mechanism for the radial propagation
of turbulence in tokamaks. During the last decade, turbulence spreading
has been analytically described [31, 35, 36] applying an ad hoc conservation
equation for the evolution of the local intensity of the turbulence I, defined
as the squared modulus of the electrostatic potential I ∝ |φ|2, given in the
form of a Fisher-Kolmogorov (FK) equation [32, 33] with inhomogeneous
diffusion coefficient, i.e.

∂I

∂t
− ∂

∂ψ

[
D
∂I

∂ψ

]
= γI − k2

⊥I
2 , (4.1)

where the diffusion coefficient (D) is assumed to be proportional to the
intensity itself (i.e. D = D0I) and the typical growth rate for the intensity
(γ) as well as the dissipation coefficient (k2

⊥) are taken to be constants, t is
the time and ψ the radial coordinate.

Although physically motivated, the FK equation proposed to describe
turbulence spreading is not derived from first principles in gyro-kinetic the-
ory. Indeed, I ∝ |φ|2 can be shown not to satisfy a conservation equation of
the form given by Eq. (4.1). No explicit expression for the transport flux of
turbulence (given by D(∂I/∂ψ) in the equation above) exists, and this flux
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can therefore not be directly calculated in numerical simulations of plasma
turbulence. Another point of concern is that there is no clear separation
between the zonal mode and the small scale turbulence.

In the absence of an explicit expression for the turbulent flux, numerical
experiments have focussed on the spreading of turbulence into a stable re-
gion, i.e. a region for which γ ≤ 0. The intensity I ∝ |φ|2 then decays with

a typical length scale λ =
√
k2
⊥/D0, and this length scale can be measured

directly. In [47, 50, 31] a typical length scale of 24ρs has been reported
(ρ =

√
2ρs), while in [51] a somewhat smaller length of 10ρs (according

to the authors: ”possibly overestimated”) is given. In this respect it has
to be mentioned that turbulence spreading is diffcult to measure, since it
is difficult to separate its effect from the effect due to temperature profile
evolution. They are interlinked because a convection of turbulence into a
region with a different temperature gradient will always be accompanied by
a modification of the temperature profile. This modification will then affect
the turbulence intensity through a change in the local drive (γ), rather than
through a non-local effect [38, 53]. In [47, 50, 31] the temperature profile
evolution is not discussed. In [51], to prevent significant temperature profile
evolution, the authors use a local heat source. The strength of the source
is chosen to be sufficiently small such that it does not affect too much the
turbulent state. Even in this case, as pointed out by the authors, the mea-
surement is affected by observed small deviations from the original profile.
The study of turbulence spreading is further complicated by the fact that
the radial scale reported is not particularly large. In non-linear simulations
the mode with the highest intensity is often found to have a poloidal wave
vector kθρ ≈ 0.1− 0.2. This corresponds to an eddy size of 10− 24ρ in the
poloidal direction, i.e. the scale sizes involved in turbulence spreading are
similar to those of the turbulence itself.

In this chapter we present a systematic analysis of turbulence spreading.
A new definition of turbulence intensity related to the entropy is introduced
that does satisfy a FK equation of the form of Eq. (4.1). The derived evo-
lution equation contains an explicit expression for the turbulence intensity
flux. A numerical experiment is then introduced in which the turbulence
intensity flux is measured in a fully developed turbulent state, thereby deter-
mining the effective diffusion coefficient (D) for the first time. This diffusion
coeffcient is compared with the heat conduction coeffcient. Furthermore,
measuring the typical decay time (τ) of the turbulence, a scale length is
obtained through λ =

√
2Dτ .

In contrast to the studies mentioned above, this treatement eliminates
any spurious effects of profile relaxation and, therefore, allows a unambigu-
ous determination of turbulence spreading. Furthermore, this new approach
is more flexible and allows for the study of the influence of plasma pa-
rameters, and zonal flow dynamics on turbulence spreading. In essence we
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perform a numerical experiment that contains enough physics to study the
mechanisms at work. In addition, the turbulence convection through the
drift connected with the magnetic field inhomogeneities is also discussed.

4.2 Analytical analisys of turbulence spreading

In the previous chapter, the balance equation for the turbulence intensity
has been derived. Its generalization to a plasma with a background toroidal
rotation is

∂I

∂t
+
∂ΓI
∂ψ

= C , (4.2)

for the quantity

I =

∫
dx dv

[
f2

2FM
+
Z2FM
2T 2

(
φ2 − η2

)]
, (4.3)

with relative flux ΓI given by

ΓI =

∫
dx dv

[(
f2

2FM
+
Z

T
ηf

)
vψE

+

(
f2

2FM
+

Z2

2T 2
FMη

2

)
vψD

]
,

(4.4)

where η = G(φ) is the gyro-averaged electrostatic potential (in comparison
to the previous chapter the symbol η has been introduced to avoid later
confusion with the heat diffusion coefficient). vψE is the radial component

of the perturbed E × B velocity, given in Eq. (1.90) and vψD is the radial
component of the drift velocity, given in Eq. (1.91). The source term C is
given by

C =
∑
sp

∫
dx

[(
1

Ln
+

(
EΩ −

3

2

)
1

LT

)
Jsp

+
1

LT
Ksp +

mΩ

T
(R2 −R2

0)∇ωφJsp +∇ωφΠsp

]
,

(4.5)

where 1/Ln and 1/LT are the inverse density and temperature background
gradient lengths. The quantities Jsp, Ksp and Πsp are given by

Jsp =

∫
dv
[
hsp

(
vψD + vψE

)]
Ksp =

∫
dv

[
mspv

2

2
hsp

(
vψD + vψE

)]
Πsp =

∫
dv

[
RBt
B

v‖hsp

(
vψD + vψE

)]
,

(4.6)
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with hsp = fsp + (Zsp/Tsp)ηFM the sp-species non-adiabatic gyro-center
response, v2 = v2

‖ + v2
⊥ with v‖ and v⊥ velocity space coordinates, and Bt is

toroidal component of the magnetic field. The centrifugal energy EΩ is

EΩ = ZΦ− 1

2
mΩ2(R2 −R2

0) (4.7)

where R0 is the radius of the magnetic axis, Ω is the frame toroidal rotation
frequency and Φ is the background centrifugal potential. The frequency ωφ
is the toroidal rotation frequency in the comoving frame (which is zero at
the radial location considered), but has a finite radial gradient which enters
the equations as ∇ωφ.

It is shown (see chapter 3 and [52]) that Eq. (4.2) can be split into a
system of two separate conservation equations, one describing the dynamics
of the zonal modes and one for the non-zonal modes, Eqs. (3.22)-(3.29). The
splitting of the intensity into IP and IZM is important since the toroidally
symmetric n = 0 zonal mode can contain non fluctuating modifications to
the equilibrium. This is, for instance, the case in the numerical experiment
discussed in the next section. Therefore, the zonal contribution to the en-
tropy is not necessarily related with the turbulence. It is, furthermore, noted
that the physics of avalanches which is connected with profile effects will en-
ter through the zonal mode. For these reasons the turbulence intensity is
defined as IP , i.e. the intensity in all but the zonal mode. The turbulent
transport of turbulence is studied through a transport of the turbulence
intensity IP . Finally, we stress here, to avoid confusion, that zonal mode
here refers to the zonal entropy, not to the more familiar zonal flow which
is related with the electro-static potential only.

The E×B and drift velocity contributions to the fluxes can be treated
separately, i.e. we can write

ΓZM = ΓZM,E×B + ΓZM,drift

ΓP = ΓP,E×B + ΓP,drift
(4.8)

with

ΓZM,E×B =

∫
dσ
∑
n

(
h0

FM
fnα

∗
n

)
ΓZM,drift =

∫
dσ

(
|f0|2

2FM
+

Z2

2T 2
FM |η0|2

)
vψD

ΓP,E×B =

∫
dσ
∑
n6=m
m6=0

(
fm

2FM
+
Z

T
ηm
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fn−mα

∗
n
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∫
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∑
m 6=0
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|fm|2

2FM
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Z2

2T 2
FM |ηm|2

)
vψD .

(4.9)
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The E × B contribution to the flux of IP (ΓP,ExB) is the one of interest
concerning the treatement of turbulence spreading, describing the transport
of turbulence due to the fluctuating E×B velocity field. The flux connected
with the drift is proportional to the product of the intensity and the drift
velocity, it represents a convection of the intensity by the turbulence inde-
pendent drift velocity. For an up-down symmetric equilibrium the radial
component of the drift velocity is anti-symmetric with respect to reflection
in the mid-plane. The flux surface average of the flux is then zero, provided
the turbulence intensity is symmetric under reflection. The latter symmetry
of the intensity is obtained in homogeneous flux tube simulations of up-down
symmetric equilbria provided there is no plasma rotaiton [54, 55]

In the next section we show the results of a numerical experiment in
which the tubulence intensity (3.22) and its relative flux (3.25) are mea-
sured. As a last remark we point out that in the numerics an additional
dissipation damping term, which enters on the right hand side of the gyro-
kinetic equation without changing the form of the balance equation (4.2), is
added in order to stabilize the numerical scheme [46].

4.3 Turbulence spreading measurement

The aim of the experiment is to study the nature and the effect of turbulence
spreading in a fully developed turbulent state in which an equilibrium with
the zonal flows is achieved. In this section, two measurements are presented.

We perform the numerical calculations using the gyro-kinetic code GKW
[4, 5, 6] with the radial direction described using finite differences, and the
flux-tube approximation with radial periodic boundary conditions (see chap-
ter 2 and [56] for linear benchmarks).

All simulations presented in this chapter use the following parameters:
temperature gradient length R/LT = 9.0, density gradient length R/LN =
2.2, electron and ion temperature Te = Ti, safety factor q = 1.4, magnetic
shear ŝ = 0.78, and inverse aspect ratio ε = 0.19. The box size in radial and
binormal direction is indicated as (Lψ, Lζ) defined in units of the normalized
ion Larmor radius, in particular we have (Lψ, Lζ)/ρ∗ = (192, 192) with
N = 43 toroidal modes and 0 ≤ kζρ∗ ≤ 1.37. We use nψ = Lψ/ρ∗ radial
grid points, so that ∆ψ = ρ∗. The resolution in the field-line direction is
ns = 16 grid points per poloidal turn. The velocity space grid is given by
nv‖ = 32 and nµ = 8.

The simulations use circular geometry, no collisions, no rotation and adi-
abatic electrons. We use the following normalizations: length is normalized
to the tokamak major radius R, time is normalized to the ratio R/vth, with
vth the ion thermal velocity.

The numerical experiment is specifically designed with the purpose of
controlling the behaviour of the turbulence intensity and temperature pro-
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file. A heating (cooling) source is used to introduce a small perturbation in
the temperature and turbulence intensity. The induced perturbation is then
the only radial inhomogeneity in the system, and provides a minimum model
to study the effect of turbulence spreading. This choice has the advantage
that no other radial inhomogeneities (profiles, geometry) interfere with the
measurements.

We set up a simulation with all background parameters constant, and
we introduce on the right hand side of the gyro-kinetic equation a radially
dependent source of the form

S = S0

[(
v2

v2
th

− 3

2

)
FM

]
cos

(
2π

Lψ
ψ

)
, (4.10)

which enters as an additional source term in the right hand side of the bal-
ance equation of the zonal mode, without changing its form. The evolution
equation of the turbulence intensity IP is unchanged. The source controls
the evolution of the temperature perturbation. It can be directly checked
from its definition that the source S is built such that it does not act as a
particle and momentum source, but only as a heat source.

The GKW code uses the δf -approximation (it neglects the parallel ve-
locity non linearity, which is a valid assumption in the case of a flux-tube),
therefore in our case care has to be taken in the choice of the source am-
plitude such that this approximation is not violated. In all simulations
presented in this chapter it has been verified that the temperature pertur-
bation connected with the source has the same amplitude as the temper-
ature fluctuations due to the turbulence (for the particular set of plasma
parameter chosen, this is the case for S0 ≤ 0.1), ensuring the validity of the
δf -approximation.

We let the system evolve until it reaches a stationary state as it is shown
in Fig. 4.1 by the radially integrated entropy balance and in Fig. 4.2 where
the time evolution of the intensity in the perturbations and in the zonal
modes (respectively IP and IZM from Eq. (3.22)) is given. It is clear that
the intensity IZM needs much more time than IP to reach the stationary
state.

The main interesting quantities are the temperature perturbation (δT ),
the zonal intensity (IZM ) and the turbulent intensity (IP ). The equations
for the time evolution of IZM and IP have been given in the previous section.
The δT time evolution is given by

3

2

∂(δT )

∂t
+
∂ΓH
∂ψ

=

∫
dσ

(
1

2
mv2S

)
, (4.11)

with δT and the resulting heat flux ΓH , induced by the action of the back-
ground temperature gradient (R/LT ) and the heating source (S) that we
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Figure 4.1: (Colour on-line) Entropy balance. The purple (time derivative of the total
entropy), red (fluxes in the gradients, i.e. the source term) and orange (dissipation) lines
sum up to zero to give the total (pink dashed line) balance.

have introduced, respectively given by

δT =
2

3

∫
dσ

(
1

2
mv2f0

)
ΓH =

∫
dσ

N∑
n=−N

[
1

2
mv2fnα

∗
n

]
,

(4.12)

where all the quantities have already been defined.
In order to study the radial dependence of the quantities involved (tur-

bulence intensity, temperature and relative fluxes) we calculate their radial
profile by averaging over the stationary state time interval, i.e. we define
for a general quantity F its time average as

〈F 〉 =
1

tf − ti

tf∑
t=ti

Ft , (4.13)

where ti and tf are the instants which delimit the stationary state time inter-
val (tipically ti = 103 and tf = 104 R/vth). In the following, we separately
analyse the temperature perturbation (δT ), the zonal intensity (IZM ) and
the turbulent intensity (IP ).
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Figure 4.2: Time evolution of the zonal (IZM ) and turbulence intensity (IP ).
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Figure 4.3: Radial profiles of the temperature perturbation (δT ) and the heat flux
(ΓH) averaged over the stationary state time interval. The bold lines are the result of
the numerical calculation, the dashed lines are given by the main Fourier components of
the respective signal (〈δT 〉 has a dominant cosine component and 〈ΓH〉 a dominant sine
component).

Start with the temperature perturbation (δT ). The time averaged radial
profiles of δT and ΓH are shown in Fig. 4.3. Then, it is clear that the
dependence of 〈ΓH〉 on the temperature gradient can be written as

〈ΓH〉 ≈ χi
R

LT
− χ∂〈δT 〉

∂ψ
, (4.14)

where 〈ΓH〉 is expressed as a Taylor expansion in the temperature gradient,
with

χi ≈ 4.8 χ ≈ 6.0 (ρ2vth/R) . (4.15)

The heat transport is therefore very well described as a diffusion process,
driven by the temperature gradient.

Fig. 4.4 shows the time averaged radial profiles of the zonal intensity
(IZM ) and the E ×B contribution to the zonal flux (ΓZM,E×B). It follows
that 〈ΓZM,E×B〉 is not simply given by the gradient of 〈IZM 〉.

In order to understand the zonal intensity behaviour, we notice that
Eq. (4.12) and Eq. (3.22) show that δT is proportional to f0 and IZM is
proportional to f2

0 (neglecting the field part, which is observed to be only
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Figure 4.4: Radial profiles of the zonal intensity (IZM ) and the E×B contribution to
the zonal flux (ΓZM,E×B) averaged over the stationary state time interval. The bold lines
are the result of the numerical calculation, the dashed lines are given by the main Fourier
components of the respective signal (〈IZM 〉 has a dominant double cosine component and
〈ΓZM,E×B〉 a dominant cosine component).
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Figure 4.5: Left panel: Comparison between 〈IZM 〉 (bold line) and 〈δT 2〉 (dashed line)
as stated in Eq. (4.16). Right panel: Comparison between 〈ΓZM 〉 (bold line) and 〈ΓHδT 〉
(dashed line) as stated in Eq. (4.17) (in this case A ≈ 344, B ≈ 2.5 and α ≈ 0.64).

a small contribution as shown also in [46]). Therefore δT and IZM can be
related as

IZM ≈ (δT )2 → ∂IZM
∂t

≈ δT ∂(δT )

∂t
. (4.16)

The evolution of the temperature perturbation is governed by Eq. (4.11),
therefore substituting Eq. (4.11) in Eq. (4.16) one finds a relation of the
form

ΓZM,E×B ≈ δT ΓH . (4.17)

The behaviour of the zonal intensity is therefore dominated by the tem-
perature evolution: Fig. 4.5 shows the validity of Eq. (4.16) (left panel)
and Eq. (4.17) (right panel). The factors of proportionality depend on the
plasma parameters, indeed Eq. (4.16) is not an exact relation, but the quali-
tative behaviour is always reproduced in all cases that have been considered.
We believe that this simple model contains the main physics ingredients to
explain the zonal intensity evolution, i.e. IZM represents the temperature
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Figure 4.6: Radial profiles of the turbulent intensity (IP ) and the E ×B contribution
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Figure 4.7: Left-panel: Time-decay of the turbulent intensity (IP ) after switching off
temperature gradient and heating source (t0 = 8360 is the instant at which IP starts
decaying). Right-panel: Turbulence radial correlation function as given in Eq. (4.22).

contribution to the entropy of the system and Eq (4.17) shows how the heat
diffusion process contributes to the turbulence flux. Therefore the zonal
intensity IZM is not the quantity of interest when measuring turbulence
spreading. Furthermore, this observation shows the importance and the ne-
cessity of splitting the zonal and the turbulent modes dynamics to properly
treat turbulence spreading.

Consider now Fig. 4.6. The time averaged radial profile of the turbu-
lent intensity 〈IP 〉 shows a radial sine dependence, resembling the fact that
turbulent modes are driven by the temperature gradient. The E×B contri-
bution to the turbulent flux 〈ΓP,E×B〉 shows a cosine dependence, therefore
it can be described as a diffusion process in the form

〈ΓP,E×B〉 ≈ −D
∂〈IP 〉
∂ψ

→ D = 2.2± 0.8 , (4.18)

with the effective turbulence diffusion coefficient D expressed in unit of
ρ2vth/R. The error bar is obtained measuring D on different selections
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of time intervals chosen within the stationary state time interval. Notice
that D < χ, meaning that the heat conduction process is faster than the
turbulence spreading. The explicit dependence of D on 〈IP 〉 (i.e. D =
D0〈IP 〉) as stated in Eq. (4.1)), although consistent with the numerical
results, can not be obtained due to the the signal to noise ratio. In order
to estimate the turbulence spreading length, defined as λ =

√
2Dτ , one

needs now to measure the turbulence life-time τ . Once the stationary state
has been reached the system is let to evolve from that point by switching
off temperature gradient and heating source, then τ is obtained from the
measure of the time needed for the turbulence to decay. The left-panel of
Fig 4.7 shows the time decay of IP . Modeling the decay of IP simply as

∂IP
∂t
≈ −IP

τ
→ IP ≈ IP (t0) exp

(
− t− t0

τ

)
, (4.19)

where the time t and the life-time τ are normalized with the ratio vth/R
and t0 is the instant at which IP starts decaying. The curve is fitted with
the exponential given in Eq. (4.19). The normalized turbulence life-time
numerical value is

τ ≈ 5.5 (R/vth) . (4.20)

The turbulence spreading length is then

λmax ≈ 4.9ρ ≈ 6.9ρs . (4.21)

A comparison of λ with the correlation length of the turbulence is needed
in order to determine to which extent turbulence spreading can affect non-
local phenomena. The right-panel of Fig. 4.7 shows the correlation function
of the gyro-averaged perturbed electrostatic potential excluding the zonal
mode contribution, i.e.

CP (∆ψ) =

∫
ηP (ψ, ζ, s)ηP (ψ + ∆ψ, ζ, s) Jdψdsdζ∫

|ηP (ψ, ζ, s)|2 Jdψdsdζ
(4.22)

with ηP the perturbed electrostatic potential given by

ηP (ψ, ζ, s) =
∑
n6=0

ηn(ψ, s)eiknζ kn =
2πn

Lζ
, (4.23)

with Lζ length of the ζ domain in real space, and ∆ψ is the radial distance
at which the correlation function is evaluated. A decaying exponential fit of
CP gives the correlation legth

CP ≈ exp (−∆ψ/Lc) → Lc ≈ 4.2ρ ≈ 6ρs . (4.24)

Therefore the turbulence spreading length is estimated to be extrimely close
to the turbulence correlation length.
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4.4 Turbulence convection measurement

Below the drift contribution to the turbulence flux is analyzed in the case
with the radially inhomogeneous heat source and in the case of a plasma
with a background toridal rotation.

4.4.1 Radially inhomogeneous heat source

Since the case of circular geometry is considered, the projection of the filed
lines on the poloidal plane are circles. The dependence of the radial com-
ponent of the drift velocity on the poloidal angle is anti-symmetric in the
poloidal angle θ

vψD(θ) ∝ sin θ . (4.25)

and the flux surface average is

{G} =

∮
dsG(s) =

∮
(1 + ε cos θ)G(θ)dθ (4.26)

The drift contribution to the turbulence flux is given in Eq. (4.9) and it can

be generally written in the form Γdrift =
∫
dσ(FvψD). It is then expected to

be zero, since the functions

FZM (s) =

∫
dσ′
(
|f0|2

2FM
+

Z2

2T 2
FM |η0|2

)
FP (s) =

∫
dσ′

∑
m 6=0

(
|fm|2

2FM
+

Z2

2T 2
FM |ηm|2

) (4.27)

are expected to be symmetric with respect to the s coordinate (dσ′ =
2π(B/msp)Jdψdv‖dµ). However, Fig. 4.8 shows a non zero contribution of
the drift term to the turbulence flux. Therefore, the functions in Eq. (4.27)
must have a non zero antisymmetric part along the s direction. Indeed,
Fig. 4.9 shows that this is the case. It is noted that the anti-symmetrtic
part is small compared with the symmetric part. We conclude that the drift
contributes to the turbulence flux through a symmetry breaking mechanism,
in particular a deviation from the up-down (in the poloidal plane) symmetry
is observed.

For homogeneous turbulence in the up-down symmetric equilibrium used
in this chapter, the turbulence intensity can be shown to be up-down sym-
metric when taking long time averages. The symmetry breaking is, therefore,
connected with the radially inhomogeneous heat source that is applied in the
simulations. One of the mechanisms that can break the symmetry is the ra-
dial gradient of the turbulence intensity. Assuming that the anti-symmetric
part of the turbulence intensity is proportional to the radial gradient of the
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Figure 4.8: (Case with the radially inhomogenous heat source) Radial profiles of the
drift contribution to the turbulence flux, zonal (ΓZM,drift) and turbulent (ΓP,drift) part,
averaged over the stationary state time interval. The bold lines are the result of the
numerical calculation, the dashed lines are given by the main Fourier components of
the respective signal (〈ΓZM,drift〉 has a dominant double sine component, 〈ΓZM,drift〉 a
dominant cosine component).
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Figure 4.9: (Case with the radially inhomogenous heat source) Field line (s) profile of
〈FZM,A〉 and 〈FP,A〉, i.e. respectively the antisymmetric part of the functions FZM and FP
given in Eq. (4.27), averaged over the stationary state time interval, showing a left-right
asymmetry (up-down in the poloidal plane, the middle of the s domain corresponding to
the low field side θ = 0). It is noted that the anti-symmetrtic part is small compared with
the symmetric part.

intensity one arrives at the following relations for the fluxes

ΓZM,drift ≈ −γZM
∂〈IZM 〉
∂ψ

γZM = 1.2± 0.1

ΓP,drift ≈ −γP
∂〈IP 〉
∂ψ

γP = 1.3± 0.2 ,

(4.28)

where γZM and γP are determined from the numerical simulations. They
have the dimension of a diffusion coefficient and are expressed in units of
ρ2vth/R. The values of the diffusion coefficients for the zonal mode and
turbulence intensity are equal within the error bars. They have a sizeable
magnitude but are smaller than the heat diffusion coefficient. Therefore,
in this case the convection generates a flux proportional to the intensity
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Figure 4.10: (Case with the background toroidal rotation) Left panel: Radial profile of
turbulent intensity (IP ) averaged over the stationay state time interval. Right panel: Field
line (s) profile of 〈FP,A〉, i.e. the antisymmetric part of the function FP given in Eq. (4.27),
averaged over the stationary state time interval, showing a left-right asymmetry (up-down
in the poloidal plane, the middle of the s domain corresponding to the low field side θ = 0).
It is noted that the anti-symmetrtic part is small compared with the symmetric part.

gradient and acts as a diffusion. A typical length (λdrift) can be associated
to this mechanism as

λdrift =
√

2γP τ ≈ 3.9ρ ≈ 5.5ρs , (4.29)

which is approximately equal to the correlation length.
As last remark, we point out that the results about the turbulence

spreading mechanism are reproduced by all sets of plasma parameters in-
vestigated. The intensity flux generated by the fluctuating E×B velocity is
effectively zero in all cases. On the other hand, the behaviour of the turbu-
lence flux due to the drift is not observed to give a consistent picture for all
simulations with some simulations being not fully understood, showing neg-
ative diffusion coefficient. The drift contribution to the flux is consistently
observed to be related to the symmetry properties of the system, but the in-
troduction of any kind of inhomogeneity can produce a symmetry breaking
mechanism, which gives rise to a non zero flux. The impact of the inho-
mogeneity can depend on the particular choice of plasma parameters and
influence the drift flux in different way. In the next paragraph, we present
a further example which shows this mechanism at work.

4.4.2 Background toroidal rotation

In order to corroborate the hypothesis formulated in the previous paragraph,
i.e. a non zero contribution of the drift to the turbulence flux is due to a
symmetry breaking mechanism, we perform a second numerical experiment.
We consider a radially homogenous plasma (no heating source), but we force
an up-down asymmetry in the system, by introducing a background toroidal
rotation. We choose the rotation velocity to be of magnitude equal to twenty
percent of the sound speed.
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Figure 4.11: (Case with the background toroidal rotation) Radial profiles of the turbu-
lent E×B (left panel) and drift (right panel) contribution to the turbulence flux averaged
over the stationary state time interval. The bold lines are the result of the numerical
calculation, the dashed lines indicate the mean values over the radial domain.

The numerical results concerning the turbulent intensity IP are shown in
Figs. 4.10 and 4.11. The turbulence is homogeneous over the radial domain,
meaning that there is no intensity gradient in this case, and the only source
of asymmetry in the system is the imposed background toroidal velocity.
The system develops an up-down asymmetry, as shown by the the s profile
of FP,A, i.e. the antisymmetric part of the function FP given in Eq. (4.27).
The E×B term 〈ΓP,E×B〉 does not give a net contribution to the turbulence
flux, it oscillates around zero. The the drift term 〈ΓP,drift〉 gives a net
contribution to the turbulence flux, which can be modeled as a pinch effect
in the form

〈ΓP,drift〉 ≈ vp〈IP 〉 vp ≈ −0.014 , (4.30)

with the pinch velocity vp expressed in unit of ρvth/R.
We conclude that the nature of the turbulence flux is predominantly

convective being connected with the drift contribution. The drift velocity
contribution 〈ΓP,drift〉 is different from zero because of the up-down symme-
try breaking mechanism, due to the introduction of a non zero background
toroidal velocity. In this case, the behaviour of the turbulence flux is a pinch
effect, showing that the spreading of turbulence, in general, is not strictly
diffusive.

4.5 Conclusion

The problem of turbulence spreading has been studied analytically and nu-
merically in the framework of gyro-kinetic theory for a toroidal system. The
main points can be summarized as follows:

1. The conservation equation for the radially dependent entropy in gyro-
kinetic toroidal system is analytically derived for a collisionless plasma,
with a background toroidal rotation, in the elesctrostatic limit, keeping
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all background quantities constant throughout the perpendicular (to
the magnetic field) domain (flux-tube approximation) and applying
periodic radial boundary conditions. The properties of this equation
lead to the definition of the turbulence intensity of the system and
its conservation equation. The developed formalism contains explicit
expressions for the turbulence intensity and turbulence flux. The tur-
bulence flux consists of two parts: one due to the the E ×B velocity,
the other due to the drift velocity. The E × B velocity is considered
the one connected to the turbulence spreading mechanism (transport
of turbulence due to the fluctuating E × B velocity field). The drift
contribution represents a convection of turbulence and is connected
to the geometry of the system. The explicit expression for the tur-
bulence flux allows to determine the turbulence diffusion coefficient
directly through numerical simulation for the first time.

2. Numerical experiments are performed to study the physical nature and
the effects of turbulence spreading in a fully developed turbulent state
in which an equilibrium with the zonal flows is achieved. The first
experiment is specifically designed with the purpose of controlling the
behaviour of the temperature profile through the introduction of the
radially inhomogeneous heating source into the gyro-kinetc equation.
The model is build such that it contains the physics proposed in the lit-
erature to explain the turbulence spreading phenomena, i.e. although
the simulations presented are performed in the flux-tube approxima-
tion, the introduction of the radially inhomogeneous heating source
generates a small radial perturbation in the temperature and in the
turbulence intensity such that a non-zero radial turbulence intensity
gradient is present. The model contains therefore sufficient physics to
determine the turbulence diffusion but, on the other hand, eliminates
any spurious effects of profile and geometry inhomogeneity. The sec-
ond experiment aims at the measurement of the turbulence flux in the
case of a rotating plasma.

3. The heat flux is very well described as a diffusion process. The zonal
intensity is totally dominated by the temperature perturbation. It
represents the temprature contribution to the entropy of the system.
The turbulent intensity is driven by the temperature gradient. The E×
B and drift velocity contribution to the turbulence flux are separately
analysed.

The E × B contribution to the turbulent intensity flux is measured.
It is found that the turbulence spreading mechanism is well described
as a diffusion process. The numerical experiments yeld a turbulence
spreading coefficient smaller than the heat conduction coefficient, and
a turbulence spreading length of the order of the turbulence correlation
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length. The results show that turbulence spreading can play a role
in the non-local flux gradient relation, or in the scaling of transport
coefficients with the normalized Larmor radius, only over length scale
of the order of the turbulence correlation length.

The non zero drift velocity contribution to the turbulence flux is as-
cribed to a symmetry breaking mechanism due to the introduction of
any inhomogeneities in the system.

In the case of the radially inhomogeneous heating source, where the
symmetry is broken by the presence of a non zero radial turbulence in-
tensity gradient, the observed phenomenon can be treated as a diffusion-
like process. The diffusion coefficient turns out to be much smaller
than the heat diffusion coefficient. This means that the temperaure
perturbation profile evolves considerably quicker than the turbulence
intensity one. The typical length scale of this mechanism (over the
time-decay of the turbulence) is found to be of the same magnitude of
the correlation legth of the turbulence.

Forcing an up-down asymmetry in the system through the introduction
of a background toroidal rotation, the only non zero contribution to
the turbulent flux is again given by the convective contribution to
the turbulence flux. This fact corroborates the conjecture that the
turbulent flux is generated through a symmetry breaking mechanism.
In this case the flux of turbulence intensity is represented by a pinch
velocity.
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Chapter 5

Conclusion and outlook

In this thesis, physical phenomena connected with the global description
of turbulence in tokamak plasma have been analysed. Quasi-local simula-
tions of electrostatic Ion Temperature Gradient (ITG) modes instabilities,
i.e. electrostatic microinstabilities driven in the plasma by the presence of
an ion temperature gradient, have been performed. Quasi-local refers to
the case in which background quantities are assumed constant throughout
the simulation domain, but inhomogeneities in the profiles of the turbulent
quantities are taken into account. The work consists of two main parts.

In the first part of the thesis (chapter 2), the electrostatic linear ITG
modes growth rate (γ) spectrum is numerically calculated. It is observed
that γ as a function of the poloidal wave vector (kθ) is given by a double-
humped curve. In particular unstable toroidal ITG modes with normalised
poloidal wave vectors well above one (kθρi > 1) for standard tokamak pa-
rameters with adiabatic electron response are predicted. It is observed that
these modes have a maximum amplitude at a poloidal angle θ that is shifted
away from the low field side (θ 6= 0). The physical mechanism responsible
for this behaviour is clarified through the use of a fluid model. It is shown
that the shift of the mode away from the low field side reduces the effective
drift frequency which allows for the instability to develop. Numerical tests
using the gyro-kinetic model confirm this physical mechanism. Furthermore
it is shown that modes localized away from the low field side can be im-
portant also for kθρi < 1 close to the threshold of the ITG. In fact, modes
with maximum amplitude at θ 6= 0 can exist for normalised temperature
gradient lengths below the threshold of the ITG obtained for the case with
the maximum at θ = 0.

The second part of the thesis (chapters 3 and 4) is dedicated to the study
of Turbulence Spreading (TS), i.e. the turbulent transport of turbulence.

Gyro-kinetic simulations predict that, when increasing the size of the
reactor, the heat conduction coefficient (χ) undergoes a scaling transition
from Bohm (χ ∝ χB, with χB the Bohm diffusion coefficient) to gyro-Bohm
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(χ ∝ ρ∗χB, with ρ∗ the normalized Larmor radius ρ∗ = ρ/R where ρ is the
ion Larmor radius and R is the tokamak size). This transition is ascribed to
non-local phenomena. Non-local refers to situations in which the fluxes do
not depend just on the local gradients. TS has been proposed as the mech-
anism responsible for this transition. Up to now, TS has been analytically
described applying an ad hoc conservation equation for the evolution of the
local intensity of the turbulence, defined as the squared modulus of the elec-
trostatic potential, given in the form of a Fisher-Kolmogorov (FK) equation
with inhomogeneous diffusion coefficient. Although physically motivated,
the FK equation proposed to describe TS is not derived from first princi-
ples. No explicit expression for the transport flux of turbulence exists, and
this flux can therefore not be directly calculated in numerical simulations of
plasma turbulence.

In chapter 3 a conservation equation is derived for the radially dependent
entropy in toroidal geometry using the local approximation of the gyro-
kinetic equation. This naturally leads to an operative definition for the
turbulence intensity. It is shown that the conservation equation can be
split into two contributions, one describing the dynamics of the zonal modes
(n = 0 toroidal) and one for the non-zonal modes (n 6= 0). Chapter 3
provides an operative tool for both analytic as well as numeric studies of the
radial propagation of turbulence in tokamak plasmas. In contrast to previous
definitions the new definition satisfies a FK type equation. Furthermore,
explicit expressions for the turbulence intensity and the turbulence intensity
flux, that allow direct numerical evaluation, are derived.

In chapter 4 the generalization to a plasma with a background toroidal
rotation is presented. Then a carefully designed numerical experiment is
used to determine the turbulence diffusion coefficient for the first time. This
is found to be smaller than the heat conduction coefficient, and a spread-
ing length of the order of the turbulence correlation length. The results
show that turbulence spreading can play a role in the non-local flux gradi-
ent relation, or in the scaling of transport coefficients with the normalized
Larmor radius, only over length scale of the order of the turbulence correla-
tion length. The chapter then discusses the turbulence convection through
the drift connected with the magnetic field inhomogeneities. The convec-
tive flux integrates to zero under the flux surface average unless there is
an up-down (in the poloidal plane) asymmetry in the tubulence intensity.
The latter asymmetry can be generated through a radial inhomogeneity or
plasma rotation. It is shown that the turbulence convection can lead to a
spreading of the order of the correlation length under some cicumstances.

The main result of this thesis is that TS is an unrealistic candidate
for the explanation of relevant (i.e. concerning distances much bigger than
the turbulence correlation length) non-local phenomena, unlike previously
suggested. Therefore any non-local effect must be due to other mechanisms.
For example, a major role could be played by avalanches, appearing through
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profile effects, which are therefore affected by the zonal modes dynamics (ex-
cluded in our numerical treatement). These could be studied in more detail.
An interesting follow up project would be the investigation if the formalism
developed in this thesis can be applied to the description of avalanches.

Although TS is found to be a small effect, the results presented suffer of
the enormous computational cost needed, it is not unimportant to extend the
study to different conditions (for example kinetic electrons, electromagnetic,
collisional plasma).

The symmetry breaking process could be worked out in more details,
investigating the possibility of constructing an analytic model of the con-
vective flux of turbulence intensity (I) in the form of ∇I, which gives the
diffusion equation. The analytic equation could be used to extrapolate the
behaviour in the case of different plasma parameters. An expression for
the diffusion coefficient would offer the possibility of comparison with gyro-
kinetic numerical calculations.

The extension of the theory to the full-f treatement, i.e. not employing
the δf -approximation, and to the global case, i.e. dropping the constriction
of periodic boundary conditions in the radial domain, would enable the
application of our treatement to the most general cases.
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