Experimental evaluation of two complementary decentralized event-bas&dlanethods

M. Siguranf, C. Stckef, L. Griné, J. Lunzé

aUniversity of Bayreuth, Mathematical Institute, Germany
bRuhr-University Bochum, Institute of Automation and CotepGontrol, Germany

Abstract

Event-based control aims at reducing the feedback commtimicefort among the sensors, controllers and actuators in control
loops to time instants at which the feedback of informat®nédcessary to meet a desired control performance. This pegsents

a new method for the decentralized event-based controlysighily interconnected systems and shows its experirheveituation.

The novel method is based on two complementary approacaksd the global and the local approach, which jointly eagthe
ultimate boundedness of the closed-loop system. The gky@loach steers the state of each subsystem into a target,reg
whereas the local approach keeps the state in this set & @fpéxogenous disturbances and tife@ of the interconnections to
other subsystems. This event-based control method isepfdia continuous flow process to show its practical impleéatem

and to evaluate the analytical results on the basis of exjeets.

Keywords: Event-based control, Ultimate boundedness, Networkett@mystem, Interconnected systems, Thermofluid Process

1. Introduction da(t) dn(t)

In event-based control the communication among the compo- z
nents of a control system is restricted to time instants athvh
the exchange of current information is necessary to enstee a
sired behavior of the closed-loop system. lIts triggerirttesee us(t) x1(t)  un(t) xn (t)
contrasts with the current practice, where the controfiémi- v v
plemented on digital hardware and the control task is execut
periodically (sampled-data control). As the main reasan fo
using this kind of implementation, the analysis and desifgn o
sampled-data control loops can be based on a well-estatllish
theory. However, the periodic sampling, computing and up- Figure 1: Structure of the event-based control system
dating of actuator signals is carried out whether required o
not, which can lead to a waste of communication resources.

To use these communication resources mdieiently, event-  respectively. The global approach drives the state of ealsh s
based control has been proposed as an alternative to meriodiystem into a target region in finite time where the local ap-
control (see Heemels et al. (2012)). proach takes over and keeps the state within this regionite sp

This paper investigates decentralized event-based daitro of exogenous disturbances or interconnections to othésrsygs
interconnected systems (i = 1,...,N) (Fig. 1). The event- The second aim of this paper is to demonstrate how these com-
based controller for each subsystEntonsists of an event gen- plementary approaches are applied in practice to a contgwuo
eratorE; and a control input generat@; which communicate flow process. The analytical results derived in the first pért
over a network only at certain event times. The aim of thisspap this paper are evaluated by experiments.
is twofold: First, it is presented how two approaches to dece  Event-based control is a useful means to reduce the com-
tralized event-based control can be combined to jointlpaec  munication while accomplishing a desired control perfanoe
plish ultimate boundedness of the overall control systenesé  which has been shown in several simulation and experimen-
two approaches, which are subsequently specified agidbal  tal studies, e.g. by Hendricks et al. (1994); Heemels et al.
approachand thelocal approachto decentralized event-based (1999); Kwon et al. (1999); Yook et al. (2002); Sandee et al.
control, are based on methods which have been recently pul2007); Henningsson & Cervin (2009); Lehmann & Lunze
lished by Giine & Sigurani (2013) and 8tker et al. (2013), (2011); Trimpe & D’Andrea (2011). Besides the investiga-
tion of the practical applicability, a lot offkort has been spend
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Lunze & Lehmann (2010); Yu & Antsaklis (2011); Donkers & and follow diterent ideas (stabilization vs. disturbance attenu-
Heemels (2012); Wang & Lemmon (2012); Molin & Hirche ation), they are similar in the sense that event-based a@ers
(2013). Most of the literature on event-based control is-conare designed for the isolated subsystems and their rotasstne
cerned with stabilization. The problem of rendering thaesys  with respect to the interactions of the subsystems are gdroye
asymptotically or exponentially stable using event-badsed-  small-gain theorems. The main contribution of this papénés
back has been studied, among others, by Tabuada (2007); Maesperimental evaluation of the combination of the global an
& Tabuada (2010); De Persis et al. (2011); Garcia & Antsak-the local event-based control approach on a thermofluidgsoc
lis (2011); Wang & Lemmon (2012). Except for the works of that is realized in bench scale using standard industriapce
Wang & Lemmon (2011a) and &tker & Lunze (2013), the nents.
price for asymptotic stability is usually a more frequeninco
munication the closer the state converges to the desired ta@utline of the paper.The general control problem is formally
get point. Moreover, the event-based control approachéshwh stated in Sec. 2. The global approach and the local approach
achieve asymptotic stability do not tolerate model undetiss ~ are explained in Sections 3 and 4, respectively. The combina
or exogenous disturbances. tion of both control methods is described in Sec. 5. Sectfons
From a practical perspective it is more preferable to steer t introduces the continuous flow process, explains the imptem
system state into a target region, rather than a point, armema tation of the decentralized event-based controllers asmlidses
tain it there, which is known in literature adtimate bounded- the main diferences between the theoretical foundation and the

ness(see e.g. Khalil (2002)). Event-based control approacheBractical realization. The experimental results are prieskin

which aim at this property have been presented by Lunz&ec. 7

& Lehmann (2010); Qine et al. (2010); Lehmann (2011);

Tallapragada & Chopra (2011); Wang & Lemmon (2011b);Notation. R and R. denote the set of real numbers and non-

Donkers & Heemels (2012). According to the definition of ul- Negative real numbers, respectively, aBg0) denotes the

timate boundedness the state must enter the target sehwith§losed unit ball. For a scalay | denotes the absolute value.

some finite timeT and remain there for atl > T. However, ~FOr a vectorv € R" or a matrixM e R™ the |l-operator

in none of the publications that study ultimate boundednes&PPplies to every element. A comparison between two vec-

of event-based control systems {@e et al. (2010); Lehmann torsv,¥ € R" holds element-wise, like < ¥ amounts to

(2011); Tallapragada & Chopra (2011)), the tii¢or abound Vi < ¥ foralli = 1,....n, wherey and Vi denote thei-

on it) is derived. In contrast, this paper gives an upper dounth element of the vectors and ¥, respectively. For a real

on the timeT in which the state attains the target set. square matrbM e R™®, 1p(M) denotes its Perron root (largest
While early works on event-based control have been mainlyi9envalue oiM). A block diagonal matrix with the matrices

focused on single-loop systems, some recent publicatieas d A for i = 1,....N on the main dlagonaln is represented by

with decentralized control (Mazo & Tabuada (2010)p&er A = diag(A). For asignalx : R, — R, the limit from

et al. (2013); Garcia & Antsaklis (2012)) or distributed troh ~ 2POVe at timé € R, is denoted byx(t") = limg; x(s). We

(Wang & Lemmon (2011b): De Persis et al. (2011)). In theintroduce the_foIIOW|_ng sets of _companson_functloﬂe:: {y:

existing literature the plant is considered to be exclugide- K+ — R | v is continuous, strictly increasing, an(D) = 0},

scribed by either nonlinear dynamics (Tabuada (2007); Mazd<~ = ¥ € K|y is unboundegland 'L = {5 : R, xR, —

& Tabuada (2010); De Persis et al. (2011)&¢er & Lunze R+|B(s 1) is continuousp(.,t) € K and for each fixeds > 0

(2011); Wang & Lemmon (2012) @ne & Miller (2009)) or  the functions(s, ) is decreasing to zero &s- co}.

by linear dynamics (Lunze & Lehmann (2010); Donkers &

Heemels (2012)). The approach presented in this paper uses pygblem formulation

both a nonlinear model for the global approach and a linedriz

model for the local approach. In this way, this paper foll@ms  2.1. Structure of the event-based control system

idea that has been published byi@e et al. (2010) for single-

loop systems and extends it to decentralized control. Based

the separation of the control problem (ultimate boundesinés

the closed-loop system) into two problems, namely

This paper investigates decentralized event-based daftro
physically interconnected systems. The considered sireicff
the event-based control system is illustrated in Fig. 1. dves-
all plantX is composed oN physically interconnected subsys-
1. steering the state from an initial state into a targetaregi temsX;, (i = 1,....N). The gupsysterﬁi IS contrplled by an

event-based controller consisting of the control inputegetor

and
. . L , Ci and the event generathy.
2. keeping the state in the target region in spite of exogenou

disturbances or interconnections with other subsystems, e The event generatdf; determines the event timeég at

) which a feedback communication is invoked, based on lo-
the global and the local approach are tailored to the respec- cally available information only and

tive task. The combination of both approaches leads to a new

method for the decentralized stabilization and disturbaste e the control input generatd®; produces the control input
tenuation of interconnected systems. Although the globdl a for subsystenk; using only information received at the
the local approach useftkrent models (nonlinear vs. linear) event times from the event generakgr
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The dashed lines in Fig. 1 represent a feedback communicati®?.4. A global and a local approach

from E; to C; that occurs at the event timgsonly, whereas the
solid lines represent continuous information links. Irstha-
per, the information transmission over the communicatied n

work is assumed to occur instantaneously and without delays

packet losses.

2.2. Plant model

The overall plant is composed &f subsystems and is de-
scribed by the nonlinear state-space model

X1(t) = hy(xa(t), ..., xn(t), us(t), di(t))
T : )
Xn() = hn(Xa (1), . .., Xn (D), un(t), dn(t))

with initial conditionsx;(0) = xq foralli e N :={1,...,N}.
In(1),x € X; c R", u € U; c R™ andd; € D; c RY are the
state, the control input and the disturbance ofittresubsystem
denoted by;. In the following,

Dy :={d € R" [|d| < di] @

holds, where the vectai element-wise denotes the maximum

magnitude of the disturbance vecth(t). The state, the control
input and the disturbance of the overall plardre represented

by

X(®) = (X{ (©), .., x4 (@)

u(t) = (Ui (0), ..., ui(®)"

d(t) = (d] (1)...... dy(©)".
The full state space, set of controls and set of disturbaaes
denoted byX = X1 X ... x XN, U = U X ... Xx Uy andD =

D1 x...x Dy, respectively. Moreover, the s&t is assumed to
be compact for eache N.

2.3. Control aim

The proposed event-based control approach follows an idea
that has been presented byi@e et al. (2010) for single-loop
event-based control systems. As illustrated in Fig. 2, tobp
lem of finding the decentralized event-based controkgrhat
render the closed-loop system ultimately bounded is sidietiv
into a global problem and a local problem, which are solved by
two complementary approaches:

1. Theglobal event-based control approachives the state
xi(t) of each subsysters; from the initial statexg into
the target setA;, while taking possible constraints on the
states or on the control inputs into account.

2. Thelocal event-based control approachakes the sef;
for eachZX; robustly positive invariant, i.e., once the state
Xi(t) enters4; it is kept within this set in spite of exoge-
nous disturbanced;(t) and interconnections to other sub-

systems.
X2 A
- X
A
Global Local
problem problem
Xo o . X1'
State constraints

Figure 2: The global and the local problem

Global approach — Nonlinear controlSection 3 proposes an
optimization-based method for the design of a decentilize
event-based controller which accomplishes the transdfdhe
statex(t) from the initial statex to the target sefA. For the
purpose of designing the event-based state-feedback haw, t
approach uses a nonlinear discrete-time model, obtaindasby
cretizing the plant model given in Eq. (1). For evaluating th

The control aim is formulated in terms of ultimate bounded-control law only quantized informatior|(t)] about the state

ness:

Definition 1 (Ultimate boundedness, Khalil (2002)).The so-
lution x(t) of (1) is called ultimately bounded (UB) to the s@t
if for each initial conditionxg € X there exists a time () > 0
such that

X(t)e A, Yt=T(Xo) 3)
holds for all admissible disturbancekt) € O. The systenil)
is said to be ultimately bounded if its staté) is UB.

Consider that the systeim as in (1) and a target sel =
A X ... x Ay are given, whereA; c X denotes the target
set for the subsystel. The aim of the first part of this paper

xi(t) is applied. The quantization coarsely partitions theestat
spaceX; into a grid of boxes in each of which the control input
ui(t) is held constant. The event-based character of the con-
troller lies in updating the control inpwi(t) only after the state
Xi(t) has crossed the boundary of a box, which is detected by the
event generatdg;. The control input generat@; is realized as

a look-up table that can be computeftlioe.

Local approach — Linear controlFor the local approach, the
target setA is considered as a bounded surrounding of the oper-
ating pointx in which the systenx is described by a linearized
model with sificient accuracy. The linear model that is used
for the controller design is obtained from the plant model (1
by means of linearization. The control input gener&pdeter-

is to develop a method for the design of decentralized eventines the signali(t) using a linear modely of the subsystem

based state-feedback controllés: X; — U; that render the
closed-loop system ultimately bounded to thedet

%; with a continuous state-feedback controller. The event gen
eratorE; monitors the deviation between the actual subsystem



statex;(t) and the stateg(t) of the modekg used for the gener- is rendered input-to-state practically stable in the folfg
ation of the control input;(t) and it triggers an event whenever sense.

this deviation exceeds a defined threshold. Definition 2. Systen{5)is called input-to-state practically sta-

Switching from the global to the local approacfihe control P& (ISpS) with respect @ Aq € R0 on a sety c X if there
input generatoC; as well as the event generatly include eX|_st,8 € KL andy € K, such that the solutions of the system
the respective components which are designed accordiig to t Satisfy

global and the local approackt; and E; work as specified by [IX(K)II < max{B(|IXoll, k), ¥(I|dllw). 6}, (6)
the global approach as long &gt) ¢ A;. T; denotes the time for all Xy € Y, all d € Do with ||d|l. < Aq and all ke No.

instant at whichx;(T;) enters the sel;. Attimet = T;, both

Ci andE; switch their functionality and proceed with working h
according to the local approach and, hence, the stdteis
maintained within the sef; for all t > T;.

Since we assumed that the target@etontains a neighbor-
ood of the origin, this property ensures ultimate boundesdn
w.r.t. A provideds and||d||., are stficiently small.

The idea we pursue for the decentralized design is to derive
an ISpS-controller for each subsyst&nwhere the input from
3. The global approach the other subsystems is considered as an additional pafturb
3.1 Main idea tion. Then, stability of the overall system can be ensuredavi

hi on th | ¢ optimall li i small-gain argument. The central tool for this purpose SpSl
In this section the problem of optimally controlling ananli | a0,n0y functions since 1SpS can be characterized through
ear interconnected system to a desired targetZsby means

) : ; them. Here we provide the definition of an ISpS Lyapunov
of a quantized state-feedback law is considered.

. . X In order 1, ction for the subsystems.
obtain a decentralized controller, we use an input-teesitd-

bility (ISS) based small gain theorem. This approach allmws Definition 3. A function V : Xi — Ry is called ISpS Lya-
design the controllers of the subsystems independent &f eagunov function for the i-th subsystetn of (4) on a sublevel
other by considering the inputs from the other subsystems &etYi = {xi € Xi|Vi(x)) < &} for some(; > 0 with respect
perturbations. The individual controllers, in turn, musén be  to a Lyapunov target seflY c Y, if there exist functions
robust w.r.t. these perturbation inputs in the ISS senser-In @, @ € Koo, @i pij € KU{0}, uj € K, a valued, € R.q
der to compute these controllers, we show how to convert theuch that for allx € Y, \ﬂiV the inequalities and implications
ISS design problem into a robust design problem, which can _
be solved with a set oriented approach presented im&g. o (IIxill) < Vi(xi) < @ilixill) )
Miller (2009), Giine et al. (2010). and
The remainder of this section is devoted to explain some as-
pects of this approach in more detail. As the set orienteigjdes Vi(xi) 2 max r?fi‘x{/“‘” (Vi) pidlidleo)}}
yields only practical stability, we will utilize practicakrsions = Vi(xi(k+ 1)) = Vi(xi(K) < —ai(lIxill) (8)
of all stability properties involved. For simplicity of egpition,
throughout this section we assume that the targefisgintains
a neighborhood of the origin.

Since our approach requires a discrete time model, we Similarly, we define an ISpS Lyapunov functiahfor the
sample (1) to obtain a discrete-time representation of thgyerall system by omitting all indicésand settingsj = 0. The
continuous-time sampled-data system ISS small gain theorem (see, e.g., Dashkovskiy et al. (2010)

for continuous time ISS systems andi@e & Sigurani (2014)
Xa(K+ 1) = fr(x2(K), . . ., Xn(K), ur(K), d1(K)) for discrete time ISpS systems) then states that the existen
ISpS Lyapunov function¥,; imply the existence of an overall
Lixk+1)= : ISpS Lyapunov functioV = max (V) for suitable scalar
_ scaling functionsej, provided the gaings; are stficiently
O dN(I&)) small. The resulting Lyapunov targe1” is] given as a level
set ofV and shrinks to 0 if the decentralized targ&t§ shrink
= f(x(k), u(k), d(K)), to 0.
k = 0,1,..., with initial conditionsx(0) = xo for all i = .The existence of an ISpS Lyapunov fupctwnin turn, im-
1.....N, wherex; € X; ¢ R", u; € U; ¢ R™ andd; € D, ¢ plies that the sy;tem |§ISpS,as the follpw!r!gtheorem s_hbws
grder to deal with the inherent discontinuities of our qimet
eedback, we assume that there exisjg & K., such that for
all x e X,u e U andd € D we have|f (x,u, d) — f(x,u,0)|| <
3.2. Small gain approach vd(lldll) and that there existg, € K., such that for all stii-

We want to construct a decentralized static state feedbac(ﬂ-ently small setsA ¢ X with 0 € A and eactx e ﬂ we have
controllerup, such that the closed loop system [[T(x, up(x), O)Il < ¥x(|Ixll). Under these assumptions, the fol-
lowing theorem holds, cf. (Gine & Sigurani, 2013, Theorem

X(k+1) = F(x(k), up(x(K)), d(K)) ®) 10

hold for all d; € D; with ||di|| < di. The functiongsj, j # i
andy; are called Lyapunov gains.

RY. Infinite sequences of control and perturbation are denote
by u = (u(0), u(1),...) € U™ andd = (d(0), d(1),...) € D*.



Theorem 1. Consider systen(b) with f satisfying the two in- where ki(ﬂi",xio,ﬁ,\”ﬁ) denotes the smallesk for which
equalities, above, and assume that the system admits an ISg3k, xiO, ui, %) € ﬂi\/ holds.

Lyapunov function V. Then the system is ISpS¥orwith The computation o¥/ is performed by a graph theoretic ap-
Ag — oo as¢ — coandé — 0assupcqv Xl — O, provided  proximation of the dynamics of the system on the partiion
d < a (¢) holds. Since the model includes both control and perturbation ¢he r

: . sulting graph takes the form of a hypergraph. The computatio
The relation between the size of the Lyapunov tagetaind the of V; can then be carried out by solving a generalized min-max

practical stability parameteris made more precise in (Gne : o )
& Sigurani, 2013, Theorem 10). For our purpose, the deci-s'hor.teSt .path problem on th|s hypergraph. This yields an ap

. ) . S proximationVyp, of Vi which is constant on each eleménbf
sive property is thad — O if SUBqv IIXIl — O, which in tum 4 o ioon ' An annroximatiorus, of the optimal controller
holds if SUBeY,i-1...N Xl — 0. Since the targe#l contains a b - PP P P

neighborhood of e origin, this convergence implies L is obtained through the quantized dynamic programming-prin

boundedness w.r.tA for suficiently small perturbation if the ciple

targets?liv are stficiently small. In practice, giverfl one can

determine appropriatély by numerical simulations. up, ([xi]) = argmin{supgi([xi], ui) + sup sup  Vp (Xi')}-
uieU vie; X efi(xi.uiw)

3.3. Conversion to a robust stabilization problem (11)

The small gain theorem tells us that we can achieve ulti- This controller is defined on the stabilizable set w.Mg,
mate boundedness ofi by designing an ISpS-controller for given bySp, = {Xj € X | Vp,(Xi) < co}. For details we refer to
each subsysteis, considering the influence of the other statesGrtine & Junge (2007).

Xj, ] # i, as perturbations. To this end, we extend the per- The following theorem in (@me & Sigurani, 2013, Theorem

turbation ofZ; to vi = (X1, ..., Xi—1, Xis1, ..., Xn, 0) € Vi = 12) summarizes the properties of the contraligrderived this
X1 X ... X Xj_1 X Xip1 X ... x Xy X Dy and write the subsystem way.
as

Xi(k + 1) = fi(xi(K), ui(k), vi(Kk)). (9)  Theorem 2. Consider the subsyste) satisfying the two in-

In order to design an 1SpS controller for (9), we follow the €qualities before Theorem 1 and lgt denote the approximate
approach in Gine & Sigurani (2013), which in turn is based optimal value function constructed according to the altfom
on ideas from Jiang & Wang (2001). This approach uses thadtrésented in Griiné- Junge (2007) on a given partitidh; and
system (5) is ISpS if and only if it is practically robustipbte.  targetA for system(10). Denote the corresponding feedback
Practical robust stability means that there exastsX; x V; —» DY Up. Letli < maxcs, Vp(s) and lete;, @i € K. denote
V, andy; € K. such that the system functions such thaf7) holds onY; = {x; € X; | Vp,(X;) < £i}.

Then, syster{®) with controlleruy, is ISpS or;, withAqg — o
Xi(k+ 1) = fi(xi(K), up, (xi(K)), & (xi(K), % (K))) (10) as{f; —» o ands — 0 as squeﬂi\/||><i|| — 0, provided
o~ = . . 6 < a7'(6) holds.
with V; = By(0) is uniformly practically asymptotically sta-
ble!, wheree is such that for eact € V; with [[vi|| < n;i(IIxill)
there exist§; € V; with g(x;, V) = vi. The resulting ISpS gains
are discussed after Theorem 2, below.

The decentralized controller, is obtained by carrying out
the procedure just explained for all subsystems and defining
up(X) = (Up,(X1),...,Up,(Xn)). The following remark sum-
marizes two practical issues for setting up the global odletr

3.4. Solution of the robust stabilization problem . L
in our application.

In order to construct a controller rendering (9) uniformly
practically asymptotically stable we employ the dynamimga ) . ,
approach from Gme & Junge (2007) which in turn relies on Rémark 1. a) The resulting Lyapunov gains can be esti-
ideas from Giine & Junge (2008), Junge & Osinga (2004). This ~ Mated by theyi bounding the terme in (10) and the
approach introduces a quantization of the state spacsing Eound? on tf;e vV More p_reuselly, one can estimatg <
a finite partition; of boxesP. aj o ;?; °oa; and y; s @ oy . Re_flned est!mates are
Let a target sef be given which contains a neighborhood possible but we refrain from going into details here. In
of the origin. We select a stage capt: X; x U — R which our application we have used numerical simulations in or-

penalizes the distance to the origin and define the accuetllat dertto lcljeterminea which yield a stabilizing decentralized
controller up.

cost as
k(A xP.ui.9) b) The sety on whichu is defined is given by the cartesian
JP. Ui, %) = Z ai(%i (K, X7 Ui, ), Ui (K)), producty = Y x ... x Yy for the level setsY; from
k=0 Theorem 2. Hence, in generd may be smaller thaiX.

For the application considered in this paper, however, we

Practical asymptotic stability is defined like 1SpS in Defimit2 but with We_r? able, to find Lyapunov functionsWith Sp, = Xi for
y=0. alliimplying V = X.




wheres € RP andz € RY denote the coupling input and

. . . . coupling output, respectively; is interconnected with the re-
Above, we have described the discrete time version of th?‘naigingsubgystemspaccord%g to the relation

global approach. Its event-based implementation, as-intro
duced and discussed in@re & Muller (2009) and Gine et al.
(2010), is explained in this section.

The global controller for subsysteB; is obtained as a so-
lution to the optimization problem (11) and is formulatedeas whereL; = 0 holds for alli € N by assumption. The model
look-up table which maps each eleméhbf the partition®; (12), (13) is obtained from the nonlinear model (1) by medns o
to the control inpuup. Within P the control inputup is kept  linearization around the operating poigtfor eachi € N.
constant and it only changes when the state moves from one The control input generatdZ; and the event generatd;
partition elementP to another. Hence, an event is triggeredfor ¥; are designed by using the method of Lunze & Lehmann
whenever the state leaves a partition element, i.e, whetlegee (2010), which is applied here for the isolated subsystems

3.5. Operating principle of the global controller

N
s(t) = ) Liz(®), (13)
=1

value of the quantizatiorx[] changes.

Referring to the structure of the event-based controllélk as
lustrated in Fig. 1, the global event-based controllerdpis
subdivided into two components:

e The event generatdg; continuously measures the quan-

tized state X (t)] and detects the event timg at which the
state enters a new partitidh At this timety, the event

generatorE; transmits the information about the current

partition P to the control input generat@;.

e The control input generatd; includes the look-up table.

At the timety it uses the received information about the

partition P = [x;(t)] to determine the control inputp.
This control value is applied until the next event occurs.

Remark 2. Motivated by the successful practical application

in this paper, the theoretical foundations of the eventellas
implementation of the proposed controller are currentlylen

investigation. Note that existing approaches (De Persial et
(2011)) use the small gain condition in order to generateneve

while in our case the task is to analyze an event based I1SpS

controller using small gain techniques.

4. The local approach

This section presents a decentralized event-based statg,

feedback approach which, once the stg(g) of subsystent;
has entered the target sét at timeT;, ensures that;(t) € A;
holds fort > T; in spite of disturbanced;(t) and of the intercon-
nections to the remaining subsystems. For the overall syste
the relationx(t) € A & xi(t) € A;, foralli € N holds (cf.
Fig. 3).

4.1. Models

The target sefd; is a surrounding of the operating poigtof
%i, inwhich X is described fot > T; by the linear state-space
model

Xi(t) = Aixi(t) + Biui(t) + Eidi(t) + Egsi(t)
Xi(Ti) = X1
z(t) = Caxi(t),

% (12)

Xi(t) = Aixi(t) + Bjui(t) + Eidi(t), ieN

(14)

Xi(Ti) = Xi,

and leads to the components explained in the next sections.

4.2. Components of the event-based control loops
Control input generators C In the intervalt € [ty, 1), the
control input generatorS; are represented by the model

2§ -
Cii 51{

fori € N, wherexs € R" denotes the state ardi(ty) is a
disturbance estimate. This event-based control approadksw
with any disturbance estimation method that yields boureded
timatesd;(ty ), e. g. with the trivial estimation(t) = O for all

ki € Ng or with the more sophisticated disturbance estimate
presented in $cker et al. (2013). In (15), the state-feedback
gainK; is chosen such that the matrix

%5(t) = Aixg(t) + Eidi(t)
Xg (tg) = Xi(ty)
ui(t) = —Kixg(t)

(15)

A = A - BiK
is Hurwitz.

Event generators [E Like the control input generators, the
event generators include the modgl defined in (15). In or-
der to determine the event timgs(ki = 1,2,...), E; monitors
e diference state

Xai(t) == Xi(t) — xsi(t)
and triggers an event, whenever the condition

[Xpi (0 = & (16)

is satisfied, where € R’ denotes the event threshold vector.
The condition (16) is to be understood to hold element-wise,
i.e., an event is triggered whenever one componemnx6ft)|
equals the corresponding component of the vegtoiHence,
E; continuously measures the subsystem stgtgand it deter-
mines the event timeg using the model

s .| X =Axs(0)+ Ed (%)

Bl | xalt) = Xi(ti)

t = inf{t >ty | XA (0] = &).

17)



At the event timety, E; transmits the current subsystem stateis positive invariant for the overall control systefh2), (13),
Xi(t) to C; and this information is used in both components to(15), (17), with the ultimate bound
reset the statety of the modelXg, which impliesxi(ty) = 0

for all event timed, ki € No. 1

b(e, 8) = (| - f B Gys(t) Ec_:zdt) (e + 6) (23)
0

4.3. Stability analysis

The control input generat@; and the event generatrare ~ WNere

designed under the assumption of vanishing interconnectio

(s(t) = Oforalli € N) and with the aim to ensure the sta- &= f diag(’eAitBi Ki‘) dt - (€1r, ) ..,eT\,)T, (24)
bility of the isolated event-based control loops. This isect o _

presents a condition on the interconnection maitribor which 8= f diag(’eAitEi‘)dt : (JI o JL)T (25)
the stability of the isolated event-based control loopsliesp 0

the stability of the overall control system. o _ _ o
The following theorem summarizes a stability test which hagand the matrice€,s(t), C; and L are given in(19)+21).

been derived by 8tker et al. (2013) using the comparison prin- ) o o - o
ciple (see Lunze (1992)). The inverse matrix in (23) exists if the condition (18) isisat

fied. Theorem 4 shows that the size of theBetepends upon
Theorem 3 (Sticker et al. (2013)). The overall event-based the disturbance magnitudels and the event thresholds and
control system that consists of the interconnected subisigst that it can be adjusted by appropriately setting the eveasth
(12), (13) and the decentralized event-based controligs),  oldse foralli € N.
(17)is ultimately bounded if the condition

Ap (f c_;xs(t)[(_;zdt) <1 (18) 5. Combination of the global and the local approach
0
is satisfied with This section explains how the global and the local approach
_ are merged in order to obtain an event-based controlleréhat
Gys(t) = diag('eAitEg‘)’ (19)  ders the system ultimately bounded. The overall eventebase
_ controller combines the local and the global approaches-by i
C; = diag(ICal) . (20)  cluding in each component the functionalities of both.

Besides the previously defined triggering conditions, all

The matrix event generatorg; also includes the logic that induces the
0 L ... Ll switching from the global to the local approach in both com-

_ o liLal 0 .|l ponents. The switching time for the event-based contrédier
L = . (21)  subsysteni; is given by
ILnal ILn2l ... 0 Ti = inf{t > 0] x(t) € A).

represents a bound on the interconnections among the subsy&t this time. E
] |

switches the functionality from the global to
tems.

the local approach and transmits a respective command to the
The stability condition (18) is a small-gain condition rggu  corresponding control input generatdy. The local approach

ing the interconnection among the subsystems to fieintly ~ Keeps the state(t) within the target sef; for all t > T;. Note
weak. Hence, (18) can be used to find a bound on the intefhat the decentralized event-based controllers decidglyoat
connection up to which the stability of the overall system isWhich time they switch from the global to the local approach

guaranteed. and, thus, the switching occurs asynchronously in time. @ig
The following result explicitly characterizes a regighin
which the statex(t) of the overall system is maintained by the X A
decentralized event-based controller (15), (17).
Theorem 4 (Sticker et al. (2013)). Consider the intercon-
nected subsysten{d?2), (13) together with the decentralized T, A A
event-based controllerq15), (17) and assume that the T
condition(18)is satisfied. The set ] £ >
. Xo @ 7 X1
B:= {x = (G x) € R (el XD < b(8,6)} '
(22) Figure 3: Switching from the global to the local approach



6. Application to a continuous flow process Event-based process control

6.1. Hardware description MATLAB /Simulink A

The proposed event-based control is tested and evaluated on Real-Time Workshop v
the pilot plant at the Institute of Automation and Computer 1
Control at Ruhr-University Bochum, Germany (Fig. 4). The Ethernet (UDAP)
plant includes four cylindrical storage tanks, three batc- Uliiii camiiel
tors and a bfiier tank which are connected over a complex pipe - :
system and it is constructed with standard industrial compo ' Ii Function (PLC)
nents including more than 70 sensors and 80 actuators. (Subordinate control)

Figure 5 illustrates the automation concept for the pilot
plant which is subdivided into three layers. On the top layer \
the event-based control is implemented on an ordinary per-
sonal computer (PC). The functionalities of the controluinp
generatorsEC; and event generators; are realized in MAT- I
LAB/Simulink executed with the sampling time = 0.2s.
The PC is connected over a 100 MbiEthernet network with
the programmable logic controllers (PLCs) on which subordi v Sensofactuator control
nate controllers and several routines for the plant prioteetre R :
implemented. On the field level (Sengmtuator control) the “ ﬂ
actuator signals are applied and the sensor signals ardeshmp Perepherials A
via the perepherials A to E that are connected over PROFIBUS ﬂ

<

Safety (PLC)
m (Plant protection)

PROFIBUS DP

»

DP with the PLCs. i
Perepherials E

Figure 5: Automation concept for the pilot plant

means of the valve angti. Equivalently to reactor B, the out-
flow of reactor S is split and one part is conveyed via the pump
PS to TW and the other part is pumped to the reactor B. The
temperaturedrs(t) of the liquid in reactor S can be increased
by the heating rods that are controlled by the signpal

The two reactors are coupled by the flow from reactor B to
. = ‘ : ANTALIS reactor S and vice versa, where the coupling strength can be
Reactor B Reactor S adjusted by means of the valve anglgs andusg. The ratio
of the volume that is used for the coupling of the systems and
Figure 4: Pilot plant. The reactors which are used for thesiciared process the outflow to TW is set by the valve ang|B§N andu Both
are highlighted. : : SW- .
reactor B and reactor S are equipped with sensors that centin
ously measure the level and the temperature of the contents.

6.2. Process description

The experimental setup is illustrated in Fig. 6. The main
components are the two reactors B and S in which continu-
ous flow processes shall be realized. Reactor B is connected
to the storage tankiIfrom where the inflow can be controlled 6.3. Plant model
by means of the valve angig;. Via the pump PB a part of the
outflow is pumped out into the fier tank TW (and is not used
further in the process) while the remaining outflow is cortddc
to the reactor S. The temperatutg(t) of the water in reactor
B is influenced by the cooling unit (CU) using the injgt, or In the following, the behavior of the level and the tempematu
by the heating rods that are driven by the sighhal The inflow  in reactor B and reactor S are considered as subsysteand
from the storage tankslto the reactor S can be adjusted by X,, respectively. Hence, the states of the subsystems arme repr
means of the opening anglgs. Reactor S is additionally fed sented byxi(t) = (Ig(t) 9a(t)) " andxa(t) = (Is(t) 9s(t))". The
by the fresh water supply (FW) from where the inflow is set bycontinuous flow process is represented by the nonlinea-stat

8



Reactor B

Reactor S

Uss

Usg

Ethernet

Figure 6: Experimental setup of the continuous flow process

space model
ls(t) = Ag"(cas(ura(t)) + ass(ls(t), Uss) — dew(la (1), Usw)
~ ges(la(t). Uss)) (26a)
98(t) = (Aela(®) *(de(Ur() (91 — Pa ()
+ 0ss(Is(t), usg)(Is(t) — Ia(t))
+ ge(Ucu(t) (e — Ia(t)) + Hadu(t))  (26D)
Is(t) = As*(aas(ura(t)) + es(ls(b). Uss) — dsw(ls(t). Usw)

— gsa(ls(t). Use) + Grs(dr (1)) (26c)
Bs(t) = (Asls(t)) (das(ura(®) (s — Is(t))
+ Oes(ls(t), Uss)(Ps(t) — Is(t))
+ Ges(dr()) (95 — Ps(D)) + HsUn (1)), (260)
Here,
Qus(ura(t)) = 1.61x 107* - ury(t) (27a)
Gas(Ura(t)) = 1.81x 10°* - urs(t) (27b)

denote the flows from the storage tanksafhd T; to the reactors
B and S, respectively.

Ae(Ucu(t)) = 0.97x 107 - ucu(t) (27¢)
is the flow of the coolant and
das(ls(t), Uss) = Kas(Uss) v20ls(?) (27d)
1.02- ugs, O<ugs<01

K u = 10_4 :
BS( BS) {213 - Ugs — 01]., 0.1< Ugs < 1

gse(Is(t), uss) = Ksg(Usg) v29ls(t) (27e)
0.90- usg, O<usg<01

Ksg(Usg) = 107
se(Usg) {1,68~ usg—0.08 0l<usg<1

denote the flows from reactor B to reactor S and vice versa with
the specific valve parametefgs andKsg (m3/m). Finally,

dew(ls(t), Usw) = Kew(urs) v29ls(t) (271)
0.96- urg, O<ugw <01
201-urg—010, Ol1l<ugw<1
asw(ls(®). Usw) = Ksw(Usw) v2ls(t) (279)
0.79 - usw, O<usw<01
142 -usw—-0.06, O0l<usyw<1

Kew(Ugw) = 107%- {

Ksw(usw) = 107*- {

denote flows of volume from the reactors B and S into the
buffer reactor TW with the specific valve parametKgsy and
Ksw (m3/m). All flows have the unit rfys. All parameters are
listed in Table 1.

Table 1: Parameters
Meaning

Cross sectional area of tank B
Cross sectional area of tank S
Gravitation constant

Heat cofficient of heating in tank B
Heat cofficient of heating in tank S
Temperature of the fluid in tank;
Temperature of the fluid in tank
Temperature of the coolant
Temperature of the water supply

Param. Value

Ag 0.07 n?

As 0.07 n?

g 9.81 nys?

Hg 48x 102 mK/s
Hs 0.8x10° miK/s
91 29415 K

U3 29415 K

Jde 28265 K

e 29415 K

Due to technical limitations the subsystem staigs =
(g ¥8)"T andx, = (Is¥s)" are restricted to the state space
X = X1 x X5 with

X1 = [0.26;040] m x [28565;32315] K
X» = [0.26;040] mx [29315;32315] K.

(28a)
(28b)



The control inputsu; = (ur; ucy)” andu, = (urzug)™ are  of the other subsystem as disturbance by setting (Is ¥s)”
limited to the setld = U7 x U, with andv;, = (Ig ¥g)". The functions

en(xe, V) = 0.34+ +/1.28(g — 0.332 ¥
Note that the components which are used for the control are b 3002 + \/10534(IB —0.33F + 0.63(@g — 2947)2 V1>
highlighted in gray in Fig. 6. The disturbance charactmsst (35)

are accomplished by means of the heating with disturbance irand

putd;(t) = dy(t) in reactor B and the additional water inflow

UL =[0;1] x[0;], U=[0;1x[0;1]. (29)

in reactor S that is set by the valve anglgt) = de(t). The B 0.33+ /0.750312(s — 0.34% ¥,
. . X ’V = ~
disturbances are considered to be bounded to (X2, V2) [2947 + 12394(s — 0.347 + 1495 — 3002 V12)
die Dy =[0;01], dreD,=[0:025.  (30) (36)

are used to convert the problem into a robust stabilizatiobp
lem, thus obtaining system (10) with = (V11 V12)™ € [-1; 1F
and¥, = (V21 ¥25)T € [-1; 1]°. Note that both subsystems have
a cascaded (or triangular) structure. It has turned outfluéale

to chooses to reflect this structure, i.e., the first components of
thee are independent afg or Js, respectively.

A1 =10.3;036] mx[2917;2977] K (31a) For constructing the hypergraph we discretize the control i

A, =[0.31;037 mx [297.2;3032] K (31b) put set for¥; by 9 x 5 equidistant values, foE, by 9 x 4
equidistant values and the perturbation input set by cihgosi
around the operating point ¥ € {-1; 0; 2. A finer discretization did not yield signifi-

_ _ cantly diferent results. The stage costs are chosen as
< = lg\ (0.33m % = Is\ (0.34m (32)
17 \g) ~\2947K) 727 \ws) ~ (3002K 1
g1(X1,U1) = ———(lg — 0.33P + ————(Jg — 2947)? (37)
and maintained inA for all time in spite of the influence of YT 0.0196° 140625 °
disturbances given in (30) and interconnections. Thedoter

nections among both subsystems are set by the valve apgles and
andusg which are fixed to

6.4. Specification of the control aim

The statex(t) of the overall system shall be steered from a
given initial statexg € X into the target regiotdl = A X A,
with

1 1
Ugs = 0.19, usg = 0.22 (33) O2(X2, U2) = m('s— 0.34) + m(ﬂs— 3002)%. (38)

throughout the experiments. Moreover, the choice . . . o
9 P As mentioned in Section 3.4, an event is triggered whenéeer t

Usw = 0.21,  usw = 0.29 (34) state leaves a partition element.

The resulting approximated optimal value functidfsof X;
(left) and V, of X, (right) depending on the initial value are
depicted in Figure 6.5. One notes that the valuegafre much
) , higher than those of; because the cooling unit in reactor B is
6.5. Decentralized event-based controller resulting frdve 1 slower than the heating unit in reactor S. THfga is
global approach also visible when comparing the maximal time needed to reach

The global approach calculates a decentralized eventibasene target set from a given partition element which is shawn i
controller for each subsystely and X, utilizing the algo-  Figure 6.5.

rithm described in Section 3. To obtain the discrete time sys

tem (4) we use a sampling time of 2 seconds. For the numer-

ical solution of the robust stabilization problem in Sent®4

we approximate its solutions by a Runge-Kutta (4,5) scheme.6. Decentralized event-based controller resulting fthenlo-
with automatic step size control. For the quantization afhea cal approach

of the state space¥; and X, from (28) we use a partitio®

of 8 x 8 equally sized rectangular elements. This relatively

small number of regions turned out to befftient for com-
puting value functiond/; which are finite onX;. The target
setAY consists of the partition element containing the operat
ing point (32), i.e.,?l‘l’ =[0.33; 03475]x[290.3375; 295025]
andﬂ;’ = [0.33; 03475]x [296.9; 30065], i.e., we choose a _ _
smaller set tharA in (31). Our design is without external dis- 0 = (UTl) - (05)’ Uy = (UT3) - (82)

turbances, i.e., we sdt; = d= = 0 and consider only the state ~\Ucu/ \05 Un
10

defines the outflow from the reactors B and S to thdsuank
TW.

As the local approach uses a linear model of the continu-
ous flow process, the nonlinear system (26), (27) is linedriz
‘around the operating point (32) with
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Figure 8: Maximal time in seconds to reach the target setfdteft) andX, (right) over state-space

and the valve angles (33), (34). These settings yield the linThis result implies the boundedness of the skéteof the over-

earized model of the form (12), (13) foe 1, 2 with

A =107 (33'47.3 —8(.)58)’ Az =107 (_3,59.()20 —5(.)58)
By =10 (2'03 ’ —3%.9)’ B, =107 (2.(5)3 ’ 320)
cowld) e

B =107 (ézlgg 5.24)’ B =107 (—2486.55 5.28)
Ca= (é g_)), C2= (é 2)

and the interconnections

1 0 1 0
|-12=(0 1), |—21=(O 1).

The control input generato; andC, determine the control
inputs according to the model (15) using the feedback gains

105 0 115 0
Kl‘(0.90 —0.05)’ KZ_(l.lO 040)‘ (39)

These state-feedback gains guarantee the stability ofstie i
lated event-based control loops. In order to prove the Igabi

of the interconnected control loops, the stability tes) ($&p-
plied which yields

/lp( f Gys(t) EEzdt) =0.38<1.
0

11

all event-based control system. According to Theorem 4¢he s
B in which the statex(t) is maintained by the local approach
can be set by the event threshold vectors of the event gengrat
E; andE; which are chosen to

— (0.02 — (0.02

912(0.4)’ eZ:(0.4)' (40)
Hence,E; andE; trigger an event if either the level or the tem-
perature deviates by 2 cm oA, respectively, from the corre-

sponding model state. According to Egs. (23)—(25), theahoi
(40) yields the ultimate bound

b =(0.018 256 0027 136)".

Consequently, the local approach ensures that the state
(Ig ¥g Is )T is kept within the bounds

lg(t) € [0.312;0348], 9g(t) € [2921;2973]  (41a)
Is(t) € [0.313:0367],  Is(t) € [2988;3016]  (41b)

for all t > T(xo) where the timeT (xp) is determined by the
global approach. A comparison of the bounds (41) with the de-
sired target set (31) implies that the decentralized ebased
controllers with state-feedback gains (39) and the eveasti
olds (40) satisfy the control aim.

6.7. Implementation of the event-based controllers

The event-based controller design methods proposed in
Secs. 3 and 4 do not take any technical requirements ora-estri
tions into account. Hence, some of the assumptions that have



been made for developing the desigh methods are not satisfidd the remaining time intervals no disturbance is active.
by the technical plant at which the considered continuows flo

process is realized. The following summarizes thféedences 7.2, Experimental results

between the theoretical foundations and the actual impitane

. The behavior of the continuous flow process with decentral-
tions of the event-based controllers.

ized event-based control is illustrated in Figs. 9-12. gl
State measurement. Both the local and the global approach gives an overview over the transition of the subsystem state
assume the state(t) or the quantized versiorx{(t)], respec-  x,(t) and x,(t) into the respective target regions. Once, the
tively, to be continuously measurable for evaluating trepeg-  states enter the target regions, they are kept within thetse s
tive control laws, while at the technical plant the stai) is  which shows that the control aim is fulfilled. Note that thisia
sampled with the sampling tin = 0.2 s. This sampling time s achieved despite model uncertainties which occur, sinee
is by a factor of more than 150 smaller than the time constantgodel (26), (27) does not precisely describe the behavior of
of the process and, thus, the error that is introduced byafhie s the plant. Hence, this investigation shows that both pregos
pling is assumed to be negligible. A more detailed analysigiecentralized event-based control approaches are rotitnst w
of event-based control with discrete-time sampling is giie  respect to model uncertainties.
Grune et al. (2010). The transition of the state into the target regi@nby the
For the practical realization of the event generatéfsand  global approach is shown in Fig. 10. In reactor B the target
Ez in the local approach, the event condition (16) is subgitut region#; is reached withinT; = 398's, while in reactor S the
by the condition statex,(t) entersA, already afte, = 103 s. The stat&(t) is
Xa () > & (42) steered py four times faster to.the. target regincompared to
the transition ofx, (t) to A, which is due to the fact that(0)
fori =1, 2, since the event generators generally only detect thas much closer taA, asx;(0) is toA;. This is also reflected
exceeding of the event condition due to the periodic sargplin in the number of events triggered in both subsystems: In the
The event condition of the global approach remains uncléingereactor S only 5 events are triggered before the local apprisa
in the implementation on digital hardware. The global applo  activated, whereas in reactor B, 48 events are generatetebef
uses quantized state informatior (f)]. In the experimental the target sefd; is reached.
setup the quantization of the state information is perfatine Figure 11 shows the disturbance rejection behavior of the
the control algorithm. continuous flow process with the local event-based conpol a

Model uncertainties. The nonlinear plant model (1), which Proach. The time intervals in which the disturbanckgt)
is the common basis for both presented approaches, includ@§ddr(t) are active are highlighted in gray. The experiments
uncertainties and, hence, only approximately describedeh show that in event-based control the feedback communitatio
havior of the real plant. These model uncertainties arerasdu 'S @dapted to the current system behavior. In the time inter-
to be negligible. val [103 398] s the state,(t) is in the target setd,, whereas

In the global and the local approach a discretized or a linX1(t) is still outside of#A;, which means that reactor S is con-
earized model, respectively, of the nonlinear plant modg! ( siderably #&ected by reactor B via the interconnections. In this
is used for the controller design. It is a standing assumptio ime interval, 9 events are generated in reactor S withia les
that both the discrete-time model (4) as well as the lineatgho han 300s, while in [398.550] s, where the couplingfect is
(12), (13) represent the behavior of the plant (1) witfisient
precision in the considered domain of the state space. Fhis a Reactor B Reactor S
sumption will be verified by means of the experiment.

325 : : 325
1 X2
7. Experimental evaluation 30 B0 ]
7.1. Description of the experiment sisp Sl """" 1
This section presents the results of an experiment where the 310 |- 300 ]
statex(t) of the system (26), (27) is driven from the initial state X X :
— 305}- = 305t 1
_(1s(0)) _(0.40 _(1s(0)) _ (040 s > |
Xl(o)_(ﬂg(O) =l3172) %20 =|950)) = | 2034 = 300} = s00f- i
to the target se#l as defined in (31) and maintained there. For 205k 1TE ] 205 | -
the transition of the state(t) to the setA the system is consid- ‘
ered to be undisturbed, whereas the disturbad¢@sare tem- 290 fe 1 290
porarily active while the state(t) is to be kept withinA. The S - S || S |
disturbance characteristics are set to 03 04 03 04
dy(t) = 0.1, for800<t < 120Q ls(f) inm Is(®) in m
dr(t) = 0.25, for 1550<t < 1800 Figure 9: Trajectories of the staxg(t) andxa(t)
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Figure 10: Behavior of the global approach. In the upper tvesrthe trajectories of the levels(t), Is(t) and of the temperaturehs (t), Js(t) are shown for reactor
B and S on the left-hand side or right-hand side, respegtifdle next two rows depict the respective control inputsthedevent time instant are marked by stems
in the bottom figures.
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Figure 11: Disturbance rejection behavior of the local apph. The behavior of reactor B and reactor S is depicteceiplibts on the left-hand side or right-hand
side, respectively. The first row shows the disturbanceglandstimated values. The trajectories of the level and teatyrerare given in the second and third row
(solid line: plant state, dashed line: model state). Therobirtputs are illustrated in the next two rows and the evienétinstants are represented by stems in the
bottom figure.

small and the disturbanck is not active, only 7 events are trig- are generated. In total, only 13 events per 1602 s are tegger
gered in more than 1150 s. In order to attenuate the distaebanin reactor B and 26 events per 1897 s are triggered in reactor
dr(t) that dfects reactor S in the gray highlighted interval, the S. Compared to a sampled-data control with a sampling period
feedback communication is induced more often, i.e. 10 eventTs = 10 s (which is a typical choice for the considered contin-
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