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Abstract

Event-based control aims at reducing the feedback communication effort among the sensors, controllers and actuators in control
loops to time instants at which the feedback of information is necessary to meet a desired control performance. This paper presents
a new method for the decentralized event-based control of physically interconnected systems and shows its experimental evaluation.
The novel method is based on two complementary approaches, called the global and the local approach, which jointly ensure the
ultimate boundedness of the closed-loop system. The globalapproach steers the state of each subsystem into a target region,
whereas the local approach keeps the state in this set in spite of exogenous disturbances and the effect of the interconnections to
other subsystems. This event-based control method is applied to a continuous flow process to show its practical implementation
and to evaluate the analytical results on the basis of experiments.
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1. Introduction

In event-based control the communication among the compo-
nents of a control system is restricted to time instants at which
the exchange of current information is necessary to ensure ade-
sired behavior of the closed-loop system. Its triggering scheme
contrasts with the current practice, where the controller is im-
plemented on digital hardware and the control task is executed
periodically (sampled-data control). As the main reason for
using this kind of implementation, the analysis and design of
sampled-data control loops can be based on a well-established
theory. However, the periodic sampling, computing and up-
dating of actuator signals is carried out whether required or
not, which can lead to a waste of communication resources.
To use these communication resources more efficiently, event-
based control has been proposed as an alternative to periodic
control (see Heemels et al. (2012)).

This paper investigates decentralized event-based control of
interconnected systemsΣi (i = 1, . . . ,N) (Fig. 1). The event-
based controller for each subsystemΣi consists of an event gen-
eratorEi and a control input generatorCi which communicate
over a network only at certain event times. The aim of this paper
is twofold: First, it is presented how two approaches to decen-
tralized event-based control can be combined to jointly accom-
plish ultimate boundedness of the overall control system. These
two approaches, which are subsequently specified as theglobal
approachand thelocal approachto decentralized event-based
control, are based on methods which have been recently pub-
lished by Gr̈une & Sigurani (2013) and Stöcker et al. (2013),
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Figure 1: Structure of the event-based control system

respectively. The global approach drives the state of each sub-
system into a target region in finite time where the local ap-
proach takes over and keeps the state within this region in spite
of exogenous disturbances or interconnections to other systems.
The second aim of this paper is to demonstrate how these com-
plementary approaches are applied in practice to a continuous
flow process. The analytical results derived in the first partof
this paper are evaluated by experiments.

Event-based control is a useful means to reduce the com-
munication while accomplishing a desired control performance
which has been shown in several simulation and experimen-
tal studies, e.g. by Hendricks et al. (1994); Heemels et al.
(1999); Kwon et al. (1999); Yook et al. (2002); Sandee et al.
(2007); Henningsson & Cervin (2009); Lehmann & Lunze
(2011); Trimpe & D’Andrea (2011). Besides the investiga-
tion of the practical applicability, a lot of effort has been spend
on developing a profound theory on event-based control start-
ing with the works of Arźen (1999); Åstr̈om & Bernhardsson
(1999) and has been continued in recent years, e.g. by Tabuada
(2007); Henningsson et al. (2008); Gawthrop & Wang (2009);
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Lunze & Lehmann (2010); Yu & Antsaklis (2011); Donkers &
Heemels (2012); Wang & Lemmon (2012); Molin & Hirche
(2013). Most of the literature on event-based control is con-
cerned with stabilization. The problem of rendering the system
asymptotically or exponentially stable using event-basedfeed-
back has been studied, among others, by Tabuada (2007); Mazo
& Tabuada (2010); De Persis et al. (2011); Garcia & Antsak-
lis (2011); Wang & Lemmon (2012). Except for the works of
Wang & Lemmon (2011a) and Stöcker & Lunze (2013), the
price for asymptotic stability is usually a more frequent com-
munication the closer the state converges to the desired tar-
get point. Moreover, the event-based control approaches which
achieve asymptotic stability do not tolerate model uncertainties
or exogenous disturbances.

From a practical perspective it is more preferable to steer the
system state into a target region, rather than a point, and main-
tain it there, which is known in literature asultimate bounded-
ness(see e.g. Khalil (2002)). Event-based control approaches
which aim at this property have been presented by Lunze
& Lehmann (2010); Gr̈une et al. (2010); Lehmann (2011);
Tallapragada & Chopra (2011); Wang & Lemmon (2011b);
Donkers & Heemels (2012). According to the definition of ul-
timate boundedness the state must enter the target set within
some finite timeT and remain there for allt ≥ T. However,
in none of the publications that study ultimate boundedness
of event-based control systems (Grüne et al. (2010); Lehmann
(2011); Tallapragada & Chopra (2011)), the timeT (or a bound
on it) is derived. In contrast, this paper gives an upper bound
on the timeT in which the state attains the target set.

While early works on event-based control have been mainly
focused on single-loop systems, some recent publications deal
with decentralized control (Mazo & Tabuada (2010); Stöcker
et al. (2013); Garcia & Antsaklis (2012)) or distributed control
(Wang & Lemmon (2011b); De Persis et al. (2011)). In the
existing literature the plant is considered to be exclusively de-
scribed by either nonlinear dynamics (Tabuada (2007); Mazo
& Tabuada (2010); De Persis et al. (2011); Stöcker & Lunze
(2011); Wang & Lemmon (2012) Grüne & Müller (2009)) or
by linear dynamics (Lunze & Lehmann (2010); Donkers &
Heemels (2012)). The approach presented in this paper uses
both a nonlinear model for the global approach and a linearized
model for the local approach. In this way, this paper followsan
idea that has been published by Grüne et al. (2010) for single-
loop systems and extends it to decentralized control. Basedon
the separation of the control problem (ultimate boundedness of
the closed-loop system) into two problems, namely

1. steering the state from an initial state into a target region
and

2. keeping the state in the target region in spite of exogenous
disturbances or interconnections with other subsystems,

the global and the local approach are tailored to the respec-
tive task. The combination of both approaches leads to a new
method for the decentralized stabilization and disturbance at-
tenuation of interconnected systems. Although the global and
the local approach use different models (nonlinear vs. linear)

and follow different ideas (stabilization vs. disturbance attenu-
ation), they are similar in the sense that event-based controllers
are designed for the isolated subsystems and their robustness
with respect to the interactions of the subsystems are proved by
small-gain theorems. The main contribution of this paper isthe
experimental evaluation of the combination of the global and
the local event-based control approach on a thermofluid process
that is realized in bench scale using standard industrial compo-
nents.

Outline of the paper.The general control problem is formally
stated in Sec. 2. The global approach and the local approach
are explained in Sections 3 and 4, respectively. The combina-
tion of both control methods is described in Sec. 5. Sections6
introduces the continuous flow process, explains the implemen-
tation of the decentralized event-based controllers and discusses
the main differences between the theoretical foundation and the
practical realization. The experimental results are presented in
Sec. 7

Notation. IR and IR+ denote the set of real numbers and non-
negative real numbers, respectively, andB1(0) denotes the
closed unit ball. For a scalars, |s| denotes the absolute value.
For a vectorv ∈ IRn or a matrix M ∈ IRm×n the |·|-operator
applies to every element. A comparison between two vec-
tors v, ṽ ∈ IRn holds element-wise, likev ≤ ṽ amounts to
vi ≤ ṽi for all i = 1, . . . ,n, wherevi and ṽi denote thei-
th element of the vectorsv and ṽ, respectively. For a real
square matrixM ∈ IRn×n, λP(M) denotes its Perron root (largest
eigenvalue ofM). A block diagonal matrix with the matrices
Ai for i = 1, . . . ,N on the main diagonal is represented by
A = diag(Ai). For a signalx : IR+ → IRn, the limit from
above at timet ∈ IR+ is denoted byx(t+) = lims↓t x(s). We
introduce the following sets of comparison functions:K = {γ :
R+ → R+ | γ is continuous, strictly increasing, andγ(0) = 0},
K∞ = {γ ∈ K | γ is unbounded} andKL = {β : R+ × R+ →

R+ | β(s, t) is continuous,β(·, t) ∈ K and for each fixeds ≥ 0
the functionβ(s, t) is decreasing to zero ast → ∞}.

2. Problem formulation

2.1. Structure of the event-based control system

This paper investigates decentralized event-based control of
physically interconnected systems. The considered structure of
the event-based control system is illustrated in Fig. 1. Theover-
all plantΣ is composed ofN physically interconnected subsys-
temsΣi , (i = 1, . . . ,N). The subsystemΣi is controlled by an
event-based controller consisting of the control input generator
Ci and the event generatorEi .

• The event generatorEi determines the event timestk, at
which a feedback communication is invoked, based on lo-
cally available information only and

• the control input generatorCi produces the control input
for subsystemΣi using only information received at the
event times from the event generatorEi .
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The dashed lines in Fig. 1 represent a feedback communication
from Ei to Ci that occurs at the event timestk only, whereas the
solid lines represent continuous information links. In this pa-
per, the information transmission over the communication net-
work is assumed to occur instantaneously and without delaysor
packet losses.

2.2. Plant model

The overall plant is composed ofN subsystems and is de-
scribed by the nonlinear state-space model

Σ :



ẋ1(t) = h1(x1(t), . . . , xN(t),u1(t), d1(t))

...

ẋN(t) = hN(x1(t), . . . , xN(t),uN(t), dN(t))

(1)

with initial conditionsxi(0) = x0i for all i ∈ N := {1, . . . ,N}.
In (1), xi ∈ Xi ⊂ IRni , ui ∈ Ui ⊂ IRmi anddi ∈ Di ⊂ IRwi are the
state, the control input and the disturbance of thei-th subsystem
denoted byΣi . In the following,

Di :=
{
di ∈ IRwi | |di | ≤ d̄i

}
(2)

holds, where the vector̄di element-wise denotes the maximum
magnitude of the disturbance vectordi(t). The state, the control
input and the disturbance of the overall plantΣ are represented
by

x(t) =
(
x⊤1 (t), . . . , x⊤N(t)

)⊤

u(t) =
(
u⊤1 (t), . . . ,u⊤N(t)

)⊤

d(t) =
(
d⊤1 (t), . . . , d⊤N(t)

)⊤
.

The full state space, set of controls and set of disturbancesare
denoted byX = X1 × . . . × XN,U = U1 × . . . × UN andD =
D1× . . .×DN, respectively. Moreover, the setXi is assumed to
be compact for eachi ∈ N .

2.3. Control aim

The control aim is formulated in terms of ultimate bounded-
ness:

Definition 1 (Ultimate boundedness, Khalil (2002)).The so-
lution x(t) of (1) is called ultimately bounded (UB) to the setA
if for each initial conditionx0 ∈ X there exists a time T(x0) > 0
such that

x(t) ∈ A, ∀ t ≥ T(x0) (3)

holds for all admissible disturbancesd(t) ∈ D. The system(1)
is said to be ultimately bounded if its statex(t) is UB.

Consider that the systemΣ as in (1) and a target setA =
A1 × . . . × AN are given, whereAi ⊂ Xi denotes the target
set for the subsystemΣi . The aim of the first part of this paper
is to develop a method for the design of decentralized event-
based state-feedback controllersKi : Xi → Ui that render the
closed-loop system ultimately bounded to the setA.

2.4. A global and a local approach

The proposed event-based control approach follows an idea
that has been presented by Grüne et al. (2010) for single-loop
event-based control systems. As illustrated in Fig. 2, the prob-
lem of finding the decentralized event-based controllersKi that
render the closed-loop system ultimately bounded is subdivided
into a global problem and a local problem, which are solved by
two complementary approaches:

1. Theglobal event-based control approachdrives the state
xi(t) of each subsystemΣi from the initial statex0i into
the target setAi , while taking possible constraints on the
states or on the control inputs into account.

2. Thelocal event-based control approachmakes the setAi

for eachΣi robustly positive invariant, i.e., once the state
xi(t) entersAi it is kept within this set in spite of exoge-
nous disturbancesdi(t) and interconnections to other sub-
systems.

LocalGlobal
problemproblem

State constraints
x0 x1

x2

A
X

Figure 2: The global and the local problem

Global approach – Nonlinear control.Section 3 proposes an
optimization-based method for the design of a decentralized
event-based controller which accomplishes the transitionof the
statex(t) from the initial statex0 to the target setA. For the
purpose of designing the event-based state-feedback law, this
approach uses a nonlinear discrete-time model, obtained bydis-
cretizing the plant model given in Eq. (1). For evaluating the
control law only quantized information [xi(t)] about the state
xi(t) is applied. The quantization coarsely partitions the state
spaceXi into a grid of boxes in each of which the control input
ui(t) is held constant. The event-based character of the con-
troller lies in updating the control inputui(t) only after the state
xi(t) has crossed the boundary of a box, which is detected by the
event generatorEi . The control input generatorCi is realized as
a look-up table that can be computed offline.

Local approach – Linear control.For the local approach, the
target setA is considered as a bounded surrounding of the oper-
ating pointx̄ in which the systemΣ is described by a linearized
model with sufficient accuracy. The linear model that is used
for the controller design is obtained from the plant model (1)
by means of linearization. The control input generatorCi deter-
mines the signalui(t) using a linear modelΣsi of the subsystem
Σi with a continuous state-feedback controller. The event gen-
eratorEi monitors the deviation between the actual subsystem
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statexi(t) and the statexsi(t) of the modelΣsi used for the gener-
ation of the control inputui(t) and it triggers an event whenever
this deviation exceeds a defined threshold.

Switching from the global to the local approach.The control
input generatorCi as well as the event generatorEi include
the respective components which are designed according to the
global and the local approach.Ci andEi work as specified by
the global approach as long asxi(t) < Ai . Ti denotes the time
instant at whichxi(Ti) enters the setAi . At time t = Ti , both
Ci andEi switch their functionality and proceed with working
according to the local approach and, hence, the statexi(t) is
maintained within the setAi for all t ≥ Ti .

3. The global approach

3.1. Main idea
In this section the problem of optimally controlling a nonlin-

ear interconnected system to a desired target setA by means
of a quantized state-feedback law is considered. In order to
obtain a decentralized controller, we use an input-to-state sta-
bility (ISS) based small gain theorem. This approach allowsto
design the controllers of the subsystems independent of each
other by considering the inputs from the other subsystems as
perturbations. The individual controllers, in turn, must then be
robust w.r.t. these perturbation inputs in the ISS sense. Inor-
der to compute these controllers, we show how to convert the
ISS design problem into a robust design problem, which can
be solved with a set oriented approach presented in Grüne &
Müller (2009), Gr̈une et al. (2010).

The remainder of this section is devoted to explain some as-
pects of this approach in more detail. As the set oriented design
yields only practical stability, we will utilize practicalversions
of all stability properties involved. For simplicity of exposition,
throughout this section we assume that the target setA contains
a neighborhood of the origin.

Since our approach requires a discrete time model, we
sample (1) to obtain a discrete-time representation of the
continuous-time sampled-data system

Σ : x(k+ 1) =



x1(k+ 1) = f1(x1(k), . . . , xN(k),u1(k), d1(k))

...

xN(k+ 1) = fN(x1(k), . . . , xN(k),uN(k), dN(k))
(4)

= f (x(k),u(k), d(k)),

k = 0,1, . . ., with initial conditions xi(0) = x0i for all i =
1, . . . ,N, wherexi ∈ Xi ⊂ IRni , ui ∈ Ui ⊂ IRmi anddi ∈ Di ⊂

IRwi . Infinite sequences of control and perturbation are denoted
by u = (u(0),u(1), . . .) ∈ UN0 andd = (d(0), d(1), . . .) ∈ DN0.

3.2. Small gain approach
We want to construct a decentralized static state feedback

controlleruP, such that the closed loop system

x(k+ 1) = f (x(k),uP(x(k)), d(k)) (5)

is rendered input-to-state practically stable in the following
sense.

Definition 2. System(5) is called input-to-state practically sta-
ble (ISpS) with respect toδ,∆d ∈ R≥0 on a setY ⊂ X if there
existβ ∈ KL andγ ∈ K , such that the solutions of the system
satisfy

‖x(k)‖ ≤ max{β(‖x0‖, k), γ(‖d‖∞), δ}, (6)

for all x0 ∈ Y, all d ∈ DN0 with ‖d‖∞ ≤ ∆d and all k∈ N0.

Since we assumed that the target setA contains a neighbor-
hood of the origin, this property ensures ultimate boundedness
w.r.t.A providedδ and‖d‖∞ are sufficiently small.

The idea we pursue for the decentralized design is to derive
an ISpS-controller for each subsystemΣi , where the input from
the other subsystems is considered as an additional perturba-
tion. Then, stability of the overall system can be ensured via a
small-gain argument. The central tool for this purpose are ISpS
Lyapunov functions since ISpS can be characterized through
them. Here we provide the definition of an ISpS Lyapunov
function for the subsystems.

Definition 3. A function Vi : Xi → R≥0 is called ISpS Lya-
punov function for the i-th subsystemΣi of (4) on a sublevel
setYi = {xi ∈ Xi |Vi(xi) ≤ ℓi} for someℓi > 0 with respect
to a Lyapunov target setAV

i ⊂ Yi , if there exist functions

αi , αi ∈ K∞, αi , µi j ∈ K ∪ {0}, µi ∈ K , a valuedi ∈ R>0

such that for allx ∈ Yi \ A
V
i the inequalities and implications

αi(‖xi‖) ≤ Vi(xi) ≤ αi(‖xi‖) (7)

and

Vi(xi) ≥ max{max
j,i
{µi j (V j(x j))}, µi(‖d‖∞)}}

⇒ Vi(xi(k+ 1))− Vi(xi(k)) ≤ −αi(‖xi‖) (8)

hold for all di ∈ Di with ‖di‖ ≤ di . The functionsµi j , j , i
andµi are called Lyapunov gains.

Similarly, we define an ISpS Lyapunov functionV for the
overall system by omitting all indicesi and settingµi j ≡ 0. The
ISS small gain theorem (see, e.g., Dashkovskiy et al. (2010)
for continuous time ISS systems and Grüne & Sigurani (2014)
for discrete time ISpS systems) then states that the existence of
ISpS Lyapunov functionsVi imply the existence of an overall
ISpS Lyapunov functionV = maxi σi(Vi) for suitable scalar
scaling functionsσi , provided the gainsµi j are sufficiently
small. The resulting Lyapunov targetAV is given as a level
set ofV and shrinks to 0 if the decentralized targetsAV

i shrink
to 0.

The existence of an ISpS Lyapunov functionV, in turn, im-
plies that the system is ISpS, as the following theorem shows. In
order to deal with the inherent discontinuities of our quantized
feedback, we assume that there exists aγd ∈ K∞, such that for
all x ∈ X, u ∈ U andd ∈ D we have‖ f (x,u, d) − f (x,u,0)‖ ≤
γd(‖d‖) and that there existsγx ∈ K∞ such that for all suffi-
ciently small setsA ⊂ X with 0 ∈ A and eachx ∈ A we have
‖ f (x,uP(x),0)‖ ≤ γx(‖x‖). Under these assumptions, the fol-
lowing theorem holds, cf. (Grüne & Sigurani, 2013, Theorem
10).
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Theorem 1. Consider system(5) with f̃ satisfying the two in-
equalities, above, and assume that the system admits an ISpS
Lyapunov function V. Then the system is ISpS onY, with
∆d → ∞ as ℓ → ∞ andδ → 0 assupx∈AV ‖x‖ → 0, provided
δ ≤ α−1(ℓ) holds.

The relation between the size of the Lyapunov targetAV and the
practical stability parameterδ is made more precise in (Grüne
& Sigurani, 2013, Theorem 10). For our purpose, the deci-
sive property is thatδ → 0 if supx∈AV ‖x‖ → 0, which in turn
holds if supx∈AV

i , i=1,...,N ‖x‖ → 0. Since the targetA contains a
neighborhood of the origin, this convergence implies ultimate
boundedness w.r.t.A for sufficiently small perturbation if the
targetsAV

i are sufficiently small. In practice, givenA one can
determine appropriateAV

i by numerical simulations.

3.3. Conversion to a robust stabilization problem

The small gain theorem tells us that we can achieve ulti-
mate boundedness ofA by designing an ISpS-controller for
each subsystemΣi , considering the influence of the other states
x j , j , i, as perturbations. To this end, we extend the per-
turbation ofΣi to vi = (x1, . . . , xi−1, xi+1, . . . , xN, di) ∈ Vi =

X1 × . . .×Xi−1 ×Xi+1 × . . .×XN ×Di and write the subsystem
as

xi(k+ 1) = fi(xi(k),ui(k), vi(k)). (9)

In order to design an ISpS controller for (9), we follow the
approach in Gr̈une & Sigurani (2013), which in turn is based
on ideas from Jiang & Wang (2001). This approach uses that
system (5) is ISpS if and only if it is practically robustly stable.
Practical robust stability means that there existsei : Xi × Ṽi →

Vi andηi ∈ K∞ such that the system

xi(k+ 1) = fi(xi(k),uPi (xi(k)), ei(xi(k), ṽi(k))) (10)

with Ṽi = B1(0) is uniformly practically asymptotically sta-
ble1, whereei is such that for eachvi ∈ Vi with ‖vi‖ ≤ ηi(‖xi‖)
there exists̃vi ∈ Ṽi with ei(xi , ṽi) = vi . The resulting ISpS gains
are discussed after Theorem 2, below.

3.4. Solution of the robust stabilization problem

In order to construct a controller rendering (9) uniformly
practically asymptotically stable we employ the dynamic game
approach from Gr̈une & Junge (2007) which in turn relies on
ideas from Gr̈une & Junge (2008), Junge & Osinga (2004). This
approach introduces a quantization of the state spaceXi using
a finite partitionPi of boxesP.

Let a target setAV
i be given which contains a neighborhood

of the origin. We select a stage costgi : Xi × Ui → R which
penalizes the distance to the origin and define the accumulated
cost as

Ji(x0
i ,ui , ṽi) :=

ki (AV
i ,x

0
i ,ui ,ṽi )∑

k=0

gi(xi(k, x0
i ,ui , ṽi),ui(k)),

1Practical asymptotic stability is defined like ISpS in Definition 2 but with
γ ≡ 0.

where ki(AV
i , x

0
i ,ui , ṽi) denotes the smallestk for which

xi(k, x0
i ,ui , ṽi) ∈ AV

i holds.
The computation ofVi is performed by a graph theoretic ap-

proximation of the dynamics of the system on the partitionPi .
Since the model includes both control and perturbation the re-
sulting graph takes the form of a hypergraph. The computation
of Vi can then be carried out by solving a generalized min-max
shortest path problem on this hypergraph. This yields an ap-
proximationVPi of Vi which is constant on each elementP of
the partitionPi . An approximationuPi of the optimal controller
is obtained through the quantized dynamic programming prin-
ciple

uPi ([xi ]) := argmin
ui∈Ui

supgi([xi ],ui) + sup
vi∈Ṽi

sup
x′i∈ fi ([xi ],ui ,vi )

VPi (x′i )

 .

(11)
This controller is defined on the stabilizable set w.r.t.VPi

given bySPi
:= {xi ∈ Xi | VPi (xi) < ∞}. For details we refer to

Grüne & Junge (2007).
The following theorem in (Gr̈une & Sigurani, 2013, Theorem

12) summarizes the properties of the controlleruPi derived this
way.

Theorem 2. Consider the subsystem(9) satisfying the two in-
equalities before Theorem 1 and let VPi denote the approximate
optimal value function constructed according to the algorithm
presented in Grüne& Junge (2007) on a given partitionPi and
targetAV

i for system(10). Denote the corresponding feedback
by uPi . Let ℓi ≤ maxs∈SPi

VPi (s) and letαi , αi ∈ K∞ denote
functions such that(7) holds onYi = {xi ∈ Xi | VPi (xi) ≤ ℓi}.
Then, system(9) with controlleruPi is ISpS onYi , with∆d → ∞

as ℓi → ∞ and δi → 0 as supxi∈A
V
i
‖xi‖ → 0, provided

δi ≤ α
−1
i (ℓi) holds.

The decentralized controlleruP is obtained by carrying out
the procedure just explained for all subsystems and defining
uP(x) := (uP1(x1), . . . ,uPN (xN)). The following remark sum-
marizes two practical issues for setting up the global controller
in our application.

Remark 1. a) The resulting Lyapunov gains can be esti-
mated by theηi bounding the termei in (10) and the
bounds on the Vi . More precisely, one can estimateµi j ≤

αi ◦ η
−1
i ◦ α

−1
j and µi ≤ αi ◦ η

−1
i . Refined estimates are

possible but we refrain from going into details here. In
our application we have used numerical simulations in or-
der to determineei which yield a stabilizing decentralized
controller uP.

b) The setY on whichuP is defined is given by the cartesian
productY = Y1 × . . . × YN for the level setsYi from
Theorem 2. Hence, in generalY may be smaller thanX.
For the application considered in this paper, however, we
were able to find Lyapunov functions Vi with SPi = Xi for
all i implyingY = X.
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3.5. Operating principle of the global controller

Above, we have described the discrete time version of the
global approach. Its event-based implementation, as intro-
duced and discussed in Grüne & Müller (2009) and Gr̈une et al.
(2010), is explained in this section.

The global controller for subsystemΣi is obtained as a so-
lution to the optimization problem (11) and is formulated asa
look-up table which maps each elementP of the partitionPi

to the control inputuP. Within P the control inputuP is kept
constant and it only changes when the state moves from one
partition elementP to another. Hence, an event is triggered
whenever the state leaves a partition element, i.e, whenever the
value of the quantization [xi ] changes.

Referring to the structure of the event-based controller asil-
lustrated in Fig. 1, the global event-based controller forΣi is
subdivided into two components:

• The event generatorEi continuously measures the quan-
tized state [xi(t)] and detects the event timetki at which the
state enters a new partitionP. At this time tki , the event
generatorEi transmits the information about the current
partitionP to the control input generatorCi .

• The control input generatorCi includes the look-up table.
At the time tki it uses the received information about the
partition P = [xi(t)] to determine the control inputuP.
This control value is applied until the next event occurs.

Remark 2. Motivated by the successful practical application
in this paper, the theoretical foundations of the event-based
implementation of the proposed controller are currently under
investigation. Note that existing approaches (De Persis etal.
(2011)) use the small gain condition in order to generate events
while in our case the task is to analyze an event based ISpS
controller using small gain techniques.

4. The local approach

This section presents a decentralized event-based state-
feedback approach which, once the statexi(t) of subsystemΣi

has entered the target setAi at timeTi , ensures thatxi(t) ∈ Ai

holds fort ≥ Ti in spite of disturbancesdi(t) and of the intercon-
nections to the remaining subsystems. For the overall system,
the relationx(t) ∈ A ⇔ xi(t) ∈ Ai , for all i ∈ N holds (cf.
Fig. 3).

4.1. Models

The target setAi is a surrounding of the operating pointx̄i of
Σi , in whichΣi is described fort ≥ Ti by the linear state-space
model

Σi :



ẋi(t) = Ai xi(t) + Biui(t) + Ei di(t) + Esi si(t)

xi(Ti) = xTi

zi(t) = Czi xi(t),

(12)

where si ∈ IRpi and zi ∈ IRqi denote the coupling input and
coupling output, respectively.Σi is interconnected with the re-
maining subsystems according to the relation

si(t) =
N∑

j=1

Li j z j(t), (13)

whereLii = 0 holds for all i ∈ N by assumption. The model
(12), (13) is obtained from the nonlinear model (1) by means of
linearization around the operating pointx̄i for eachi ∈ N .

The control input generatorCi and the event generatorEi

for Σi are designed by using the method of Lunze & Lehmann
(2010), which is applied here for the isolated subsystems

ẋi(t) = Ai xi(t) + Biui(t) + Ei di(t), xi(Ti) = xTi , i ∈ N
(14)

and leads to the components explained in the next sections.

4.2. Components of the event-based control loops
Control input generators Ci . In the intervalt ∈ [tki , tki+1), the
control input generatorsCi are represented by the model

Ci :



Σsi :


ẋsi(t) = Āi xsi(t) + Ei d̂i(tki )

xsi(t
+
ki
) = xi(tki )

ui(t) = −Ki xsi(t)

(15)

for i ∈ N , wherexsi ∈ IRni denotes the state and̂di(tki ) is a
disturbance estimate. This event-based control approach works
with any disturbance estimation method that yields boundedes-
timatesd̂i(tki ), e. g. with the trivial estimation̂di(tki ) ≡ 0 for all
ki ∈ IN0 or with the more sophisticated disturbance estimate
presented in Stöcker et al. (2013). In (15), the state-feedback
gain Ki is chosen such that the matrix

Āi := Ai − Bi Ki

is Hurwitz.

Event generators Ei . Like the control input generators, the
event generators include the modelΣsi defined in (15). In or-
der to determine the event timestki (ki = 1,2, . . .), Ei monitors
the difference state

x∆i(t) := xi(t) − xsi(t)

and triggers an event, whenever the condition

|x∆i(t)| = ēi (16)

is satisfied, wherēei ∈ IRni
+ denotes the event threshold vector.

The condition (16) is to be understood to hold element-wise,
i.e., an event is triggered whenever one component of|x∆i(t)|
equals the corresponding component of the vectorēi . Hence,
Ei continuously measures the subsystem statexi(t) and it deter-
mines the event timestki using the model

Ei :



Σsi :


ẋsi(t) = Āi xsi(t) + Ei d̂i(tki )

xsi(t
+
ki
) = xi(tki )

tki := inf
{
t > tki−1

∣∣∣ |x∆i(t)| = ēi
}
.

(17)
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At the event timetki , Ei transmits the current subsystem state
xi(tki ) to Ci and this information is used in both components to
reset the statexsi of the modelΣsi , which impliesx∆i(t+ki

) = 0
for all event timestki , ki ∈ IN0.

4.3. Stability analysis

The control input generatorCi and the event generatorEi are
designed under the assumption of vanishing interconnections
(si(t) = 0 for all i ∈ N) and with the aim to ensure the sta-
bility of the isolated event-based control loops. This section
presents a condition on the interconnection matrixL for which
the stability of the isolated event-based control loops implies
the stability of the overall control system.

The following theorem summarizes a stability test which has
been derived by Stöcker et al. (2013) using the comparison prin-
ciple (see Lunze (1992)).

Theorem 3 (Sẗocker et al. (2013)).The overall event-based
control system that consists of the interconnected subsystems
(12), (13) and the decentralized event-based controllers(15),
(17) is ultimately bounded if the condition

λP

(∫ ∞

0
Ḡxs(t)L̄C̄zdt

)
< 1 (18)

is satisfied with

Ḡxs(t) = diag
(∣∣∣∣∣e

Āi tEsi

∣∣∣∣∣
)
, (19)

C̄z = diag(|Czi |) . (20)

The matrix

L̄ =



0 |L12| . . . |L1N|

|L21| 0 . . . |L2N|
...

...
. . .

...

|LN1| |LN2| . . . 0


(21)

represents a bound on the interconnections among the subsys-
tems.

The stability condition (18) is a small-gain condition requir-
ing the interconnection among the subsystems to be sufficiently
weak. Hence, (18) can be used to find a bound on the inter-
connection up to which the stability of the overall system is
guaranteed.

The following result explicitly characterizes a regionB in
which the statex(t) of the overall system is maintained by the
decentralized event-based controller (15), (17).

Theorem 4 (Sẗocker et al. (2013)).Consider the intercon-
nected subsystems(12), (13) together with the decentralized
event-based controllers(15), (17) and assume that the
condition(18) is satisfied. The set

B :=
{
x =

(
x⊤1 , . . . , x

⊤
N

)⊤
∈ IRn

∣∣∣ (|x1| , . . . , |xN|)
⊤ ≤ b(ε, δ)

}

(22)

is positive invariant for the overall control system(12), (13),
(15), (17), with the ultimate bound

b(ε, δ) =

(
In −

∫ ∞

0
Ḡxs(t)L̄C̄zdt

)−1

(ε + δ) (23)

where

ε =

∫ ∞

0
diag

(∣∣∣∣∣e
Āi tBi Ki

∣∣∣∣∣
)
dt ·

(
ē⊤1 , . . . , ē

⊤
N

)⊤
, (24)

δ =

∫ ∞

0
diag

(∣∣∣∣∣e
Āi tEi

∣∣∣∣∣
)
dt ·

(
d̄⊤1 , . . . , d̄

⊤
N

)⊤
(25)

and the matrices̄Gxs(t), C̄z and L̄ are given in(19)–(21).

The inverse matrix in (23) exists if the condition (18) is satis-
fied. Theorem 4 shows that the size of the setB depends upon
the disturbance magnitudes̄di and the event thresholds̄ei and
that it can be adjusted by appropriately setting the event thresh-
olds ēi for all i ∈ N .

5. Combination of the global and the local approach

This section explains how the global and the local approach
are merged in order to obtain an event-based controller thatren-
ders the system ultimately bounded. The overall event-based
controller combines the local and the global approaches by in-
cluding in each component the functionalities of both.

Besides the previously defined triggering conditions, all
event generatorsEi also includes the logic that induces the
switching from the global to the local approach in both com-
ponents. The switching time for the event-based controllerfor
subsystemΣi is given by

Ti := inf
{
t ≥ 0 | xi(t) ∈ Ai

}
.

At this time, Ei switches the functionality from the global to
the local approach and transmits a respective command to the
corresponding control input generatorCi . The local approach
keeps the statexi(t) within the target setAi for all t ≥ Ti . Note
that the decentralized event-based controllers decide locally at
which time they switch from the global to the local approach
and, thus, the switching occurs asynchronously in time (Fig. 3).

x0 x1

x2

A

X A1

A2

T1

T2

Figure 3: Switching from the global to the local approach
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6. Application to a continuous flow process

6.1. Hardware description

The proposed event-based control is tested and evaluated on
the pilot plant at the Institute of Automation and Computer
Control at Ruhr-University Bochum, Germany (Fig. 4). The
plant includes four cylindrical storage tanks, three batchreac-
tors and a buffer tank which are connected over a complex pipe
system and it is constructed with standard industrial compo-
nents including more than 70 sensors and 80 actuators.

Figure 5 illustrates the automation concept for the pilot
plant which is subdivided into three layers. On the top layer,
the event-based control is implemented on an ordinary per-
sonal computer (PC). The functionalities of the control input
generatorsCi and event generatorsEi are realized in MAT-
LAB /Simulink executed with the sampling timeTs = 0.2 s.
The PC is connected over a 100 Mbit/s Ethernet network with
the programmable logic controllers (PLCs) on which subordi-
nate controllers and several routines for the plant protection are
implemented. On the field level (Sensor/actuator control) the
actuator signals are applied and the sensor signals are sampled
via the perepherials A to E that are connected over PROFIBUS
DP with the PLCs.

Reactor B Reactor S

Figure 4: Pilot plant. The reactors which are used for the considered process
are highlighted.

6.2. Process description

The experimental setup is illustrated in Fig. 6. The main
components are the two reactors B and S in which continu-
ous flow processes shall be realized. Reactor B is connected
to the storage tank T1 from where the inflow can be controlled
by means of the valve angleuT1. Via the pump PB a part of the
outflow is pumped out into the buffer tank TW (and is not used
further in the process) while the remaining outflow is conducted
to the reactor S. The temperatureϑB(t) of the water in reactor
B is influenced by the cooling unit (CU) using the inputuCU or
by the heating rods that are driven by the signaldH. The inflow
from the storage tank T3 to the reactor S can be adjusted by
means of the opening angleuT3. Reactor S is additionally fed
by the fresh water supply (FW) from where the inflow is set by

Event-based process control

Unit control

Sensor/actuator control

MATLAB /Simulink

Real-Time Workshop

Ethernet (UDP/IP)

TCP/IP

Function (PLC)

(Subordinate control)

(Plant protection)

Safety (PLC)

PROFIBUS DP

Perepherials A

Perepherials E

.

.

.

Figure 5: Automation concept for the pilot plant

means of the valve angledF. Equivalently to reactor B, the out-
flow of reactor S is split and one part is conveyed via the pump
PS to TW and the other part is pumped to the reactor B. The
temperatureϑTS(t) of the liquid in reactor S can be increased
by the heating rods that are controlled by the signaluH.

The two reactors are coupled by the flow from reactor B to
reactor S and vice versa, where the coupling strength can be
adjusted by means of the valve anglesuBS anduSB. The ratio
of the volume that is used for the coupling of the systems and
the outflow to TW is set by the valve anglesuBW anduSW. Both
reactor B and reactor S are equipped with sensors that continu-
ously measure the level and the temperature of the contents.

6.3. Plant model

In the following, the behavior of the level and the temperature
in reactor B and reactor S are considered as subsystemΣ1 and
Σ2, respectively. Hence, the states of the subsystems are repre-
sented byx1(t) =

(
lB(t) ϑB(t)

)⊤ andx2(t) =
(
lS(t) ϑS(t)

)⊤. The
continuous flow process is represented by the nonlinear state-
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E1 E2C1 C2

FW

TWTW

CU

PB PS

TT

LL Reactor B Reactor S

T1 T3

uT3

uCU

uT1

uH

dH

dF

uBS uSB

uBW uSW

lB ϑB lSϑS

Ethernet

Figure 6: Experimental setup of the continuous flow process

space model

l̇B(t) = A−1
B

(
q1B(uT1(t)) + qSB(lS(t),uSB) − qBW(lB(t),uBW)

− qBS(lB(t),uBS)
)

(26a)

ϑ̇B(t) = (ABlB(t))−1
(
q1B(uT1(t))(ϑ1 − ϑB(t))

+ qSB(lS(t),uSB)(ϑS(t) − ϑB(t))

+ qC(uCU(t))(ϑC − ϑB(t)) + HBdH(t)
)

(26b)

l̇S(t) = A−1
S

(
q3S(uT3(t)) + qBS(lB(t),uBS) − qSW(lS(t),uSW)

− qSB(lS(t),uSB) + qFS(dF(t))
)

(26c)

ϑ̇S(t) = (ASlS(t))−1
(
q3S(uT3(t))(ϑ3 − ϑS(t))

+ qBS(lB(t),uBS)(ϑB(t) − ϑS(t))

+ qFS(dF(t))(ϑF − ϑS(t)) + HSuH(t)
)
. (26d)

Here,

q1B(uT1(t)) = 1.61× 10−4 · uT1(t) (27a)

q3S(uT3(t)) = 1.81× 10−4 · uT3(t) (27b)

denote the flows from the storage tanks T1 and T3 to the reactors
B and S, respectively.

qC(uCU(t)) = 0.97× 10−4 · uCU(t) (27c)

is the flow of the coolant and

qBS(lB(t),uBS) = KBS(uBS)
√

2glB(t) (27d)

KBS(uBS) = 10−4 ·


1.02 · uBS, 0 ≤ uBS ≤ 0.1

2.13 · uBS − 0.11, 0.1 < uBS ≤ 1

qSB(lS(t),uSB) = KSB(uSB)
√

2glS(t) (27e)

KSB(uSB) = 10−4 ·


0.90 · uSB, 0 ≤ uSB ≤ 0.1

1.68 · uSB − 0.08, 0.1 < uSB ≤ 1

denote the flows from reactor B to reactor S and vice versa with
the specific valve parametersKBS andKSB (m3/m). Finally,

qBW(lB(t),uBW) = KBW(uTB)
√

2glB(t) (27f)

KBW(uBW) = 10−4 ·


0.96 · uTB, 0 ≤ uBW ≤ 0.1

2.01 · uTB − 0.10, 0.1 < uBW ≤ 1

qSW(lS(t),uSW) = KSW(uSW)
√

2glS(t) (27g)

KSW(uSW) = 10−4 ·


0.79 · uSW, 0 ≤ uSW ≤ 0.1

1.42 · uSW − 0.06, 0.1 < uSW ≤ 1

denote flows of volume from the reactors B and S into the
buffer reactor TW with the specific valve parametersKBW and
KSW (m3/m). All flows have the unit m3/s. All parameters are
listed in Table 1.

Table 1: Parameters
Param. Value Meaning
AB 0.07 m2 Cross sectional area of tank B
AS 0.07 m2 Cross sectional area of tank S
g 9.81 m/s2 Gravitation constant
HB 4.8× 10−3 m3K/s Heat coefficient of heating in tank B
HS 0.8× 10−3 m3K/s Heat coefficient of heating in tank S
ϑ1 294.15 K Temperature of the fluid in tankT1

ϑ3 294.15 K Temperature of the fluid in tankT3

ϑC 282.65 K Temperature of the coolant
ϑF 294.15 K Temperature of the water supply

Due to technical limitations the subsystem statesx1 =

(lB ϑB)⊤ and x2 = (lS ϑS)⊤ are restricted to the state space
X = X1 × X2 with

X1 = [0.26; 0.40] m× [285.65; 323.15] K (28a)

X2 = [0.26; 0.40] m× [293.15; 323.15] K. (28b)
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The control inputsu1 = (uT1 uCU)⊤ and u2 = (uT3 uH)⊤ are
limited to the setU = U1 ×U2 with

U1 = [0; 1] × [0; 1] , U2 = [0; 1] × [0; 1] . (29)

Note that the components which are used for the control are
highlighted in gray in Fig. 6. The disturbance characteristics
are accomplished by means of the heating with disturbance in-
put d1(t) = dH(t) in reactor B and the additional water inflow
in reactor S that is set by the valve angled2(t) = dF(t). The
disturbances are considered to be bounded to

d1 ∈ D1 = [0; 0.1] , d2 ∈ D2 = [0; 0.25] . (30)

6.4. Specification of the control aim

The statex(t) of the overall system shall be steered from a
given initial statex0 ∈ X into the target regionA = A1 × A2

with

A1 = [0.3; 0.36] m× [291.7; 297.7] K (31a)

A2 = [0.31; 0.37] m× [297.2; 303.2] K (31b)

around the operating point

x̄1 =

(
l̄B
ϑ̄B

)
=

(
0.33 m
294.7 K

)
, x̄2 =

(
l̄S
ϑ̄S

)
=

(
0.34 m
300.2 K

)
(32)

and maintained inA for all time in spite of the influence of
disturbances given in (30) and interconnections. The intercon-
nections among both subsystems are set by the valve anglesuBS

anduSB which are fixed to

uBS = 0.19, uSB = 0.22 (33)

throughout the experiments. Moreover, the choice

uBW = 0.21, uSW = 0.29 (34)

defines the outflow from the reactors B and S to the buffer tank
TW.

6.5. Decentralized event-based controller resulting fromthe
global approach

The global approach calculates a decentralized event-based
controller for each subsystemΣ1 and Σ2, utilizing the algo-
rithm described in Section 3. To obtain the discrete time sys-
tem (4) we use a sampling time of 2 seconds. For the numer-
ical solution of the robust stabilization problem in Section 3.4
we approximate its solutions by a Runge-Kutta (4,5) scheme
with automatic step size control. For the quantization of each
of the state spacesX1 andX2 from (28) we use a partitionP
of 8 × 8 equally sized rectangular elements. This relatively
small number of regions turned out to be sufficient for com-
puting value functionsVi which are finite onXi . The target
setAV consists of the partition element containing the operat-
ing point (32), i.e.,AV

1 = [0.33; 0.3475]× [290.3375; 295.025]
andAV

2 = [0.33; 0.3475]× [296.9; 300.65], i.e., we choose a
smaller set thanA in (31). Our design is without external dis-
turbances, i.e., we setdH = dF = 0 and consider only the state

of the other subsystem as disturbance by settingv1 = (lS ϑS)⊤

andv2 = (lB ϑB)⊤. The functions

e1(x1, ṽ1) =


0.34+

√
1.28(lB − 0.33)2 ṽ11

300.2+
√

1053.4(lB − 0.33)2 + 0.63(ϑB − 294.7)2 ṽ12


(35)

and

e2(x2, ṽ2) =


0.33+

√
0.750312(lS − 0.34)2 ṽ21

294.7+
√

1239.4(lS − 0.34)2 + 1.49(ϑS − 300.2)2 ṽ12


(36)

are used to convert the problem into a robust stabilization prob-
lem, thus obtaining system (10) withṽ1 = (ṽ11 ṽ12)⊤ ∈ [−1; 1]2

andṽ2 = (ṽ21 ṽ22)⊤ ∈ [−1; 1]2. Note that both subsystems have
a cascaded (or triangular) structure. It has turned out beneficial
to chooseei to reflect this structure, i.e., the first components of
theei are independent ofϑB or ϑS, respectively.

For constructing the hypergraph we discretize the control in-
put set forΣ1 by 9 × 5 equidistant values, forΣ2 by 9 × 4
equidistant values and the perturbation input set by choosing
ṽi ∈ {−1; 0; 1}2. A finer discretization did not yield signifi-
cantly different results. The stage costs are chosen as

g1(x1,u1) =
1

0.0196
(lB − 0.33)2+

1
1406.25

(ϑB − 294.7)2 (37)

and

g2(x2,u2) =
1

0.0196
(lS−0.34)2+

1
1406.25

(ϑS−300.2)2. (38)

As mentioned in Section 3.4, an event is triggered whenever the
state leaves a partition element.

The resulting approximated optimal value functionsV1 of Σ1

(left) and V2 of Σ2 (right) depending on the initial value are
depicted in Figure 6.5. One notes that the values ofV2 are much
higher than those ofV1 because the cooling unit in reactor B is
much slower than the heating unit in reactor S. This effect is
also visible when comparing the maximal time needed to reach
the target set from a given partition element which is shown in
Figure 6.5.

6.6. Decentralized event-based controller resulting fromthe lo-
cal approach

As the local approach uses a linear model of the continu-
ous flow process, the nonlinear system (26), (27) is linearized
around the operating point (32) with

ū1 =

(
ūT1

ūCU

)
=

(
0.5
0.5

)
, ū2 =

(
ūT3

ūH

)
=

(
0.5
0.5

)
.
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Figure 7: Value functions forΣ1 (left) andΣ2 (right) over state-space
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Figure 8: Maximal time in seconds to reach the target set forΣ1 (left) andΣ2 (right) over state-space

and the valve angles (33), (34). These settings yield the lin-
earized model of the form (12), (13) fori = 1,2 with

A1 = 10−3

(
−5.74 0
−34.5 −8.58

)
, A2 = 10−3

(
−5.00 0
39.2 −5.58

)

B1 = 10−3

(
2.30 0

0 −38.9

)
, B2 = 10−3

(
2.59 0

0 35.0

)

E1 = 10−3

(
0

169

)
, E2 = 10−3

(
1.16
−20.7

)

Es1 = 10−3

(
2.42 0
43.9 5.44

)
, Es2 = 10−3

(
2.85 0
−46.5 5.58

)

Cz1 =

(
1 0
0 1

)
, Cz2 =

(
1 0
0 1

)

and the interconnections

L12 =

(
1 0
0 1

)
, L21 =

(
1 0
0 1

)
.

The control input generatorsC1 andC2 determine the control
inputs according to the model (15) using the feedback gains

K1 =

(
10.5 0
0.90 −0.05

)
, K2 =

(
11.5 0
1.10 0.40

)
. (39)

These state-feedback gains guarantee the stability of the iso-
lated event-based control loops. In order to prove the stability
of the interconnected control loops, the stability test (18) is ap-
plied which yields

λP

(∫ ∞

0
Ḡxs(t)L̄C̄zdt

)
= 0.38< 1.

This result implies the boundedness of the statex(t) of the over-
all event-based control system. According to Theorem 4 the set
B in which the statex(t) is maintained by the local approach
can be set by the event threshold vectors of the event generators
E1 andE2 which are chosen to

ē1 =

(
0.02
0.4

)
, ē2 =

(
0.02
0.4

)
. (40)

Hence,E1 andE2 trigger an event if either the level or the tem-
perature deviates by 2 cm or 0.4 K, respectively, from the corre-
sponding model state. According to Eqs. (23)–(25), the choice
(40) yields the ultimate bound

b = (0.018 2.56 0.027 1.36)⊤ .

Consequently, the local approach ensures that the statex =
(lB ϑB lS ϑS)⊤ is kept within the bounds

lB(t) ∈ [0.312; 0.348], ϑB(t) ∈ [292.1; 297.3] (41a)

lS(t) ∈ [0.313; 0.367], ϑS(t) ∈ [298.8; 301.6] (41b)

for all t ≥ T(x0) where the timeT(x0) is determined by the
global approach. A comparison of the bounds (41) with the de-
sired target set (31) implies that the decentralized event-based
controllers with state-feedback gains (39) and the event thresh-
olds (40) satisfy the control aim.

6.7. Implementation of the event-based controllers
The event-based controller design methods proposed in

Secs. 3 and 4 do not take any technical requirements or restric-
tions into account. Hence, some of the assumptions that have
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been made for developing the design methods are not satisfied
by the technical plant at which the considered continuous flow
process is realized. The following summarizes the differences
between the theoretical foundations and the actual implementa-
tions of the event-based controllers.

State measurement. Both the local and the global approach
assume the statexi(t) or the quantized version [xi(t)], respec-
tively, to be continuously measurable for evaluating the respec-
tive control laws, while at the technical plant the statexi(t) is
sampled with the sampling timeTs = 0.2 s. This sampling time
is by a factor of more than 150 smaller than the time constants
of the process and, thus, the error that is introduced by the sam-
pling is assumed to be negligible. A more detailed analysis
of event-based control with discrete-time sampling is given in
Grüne et al. (2010).

For the practical realization of the event generatorsE1 and
E2 in the local approach, the event condition (16) is substituted
by the condition

|x∆i(t)| ≥ ēi (42)

for i = 1,2, since the event generators generally only detect the
exceeding of the event condition due to the periodic sampling.
The event condition of the global approach remains unchanged
in the implementation on digital hardware. The global approach
uses quantized state information [xi(t)]. In the experimental
setup the quantization of the state information is performed in
the control algorithm.

Model uncertainties. The nonlinear plant model (1), which
is the common basis for both presented approaches, includes
uncertainties and, hence, only approximately describes the be-
havior of the real plant. These model uncertainties are assumed
to be negligible.

In the global and the local approach a discretized or a lin-
earized model, respectively, of the nonlinear plant model (1)
is used for the controller design. It is a standing assumption
that both the discrete-time model (4) as well as the linear model
(12), (13) represent the behavior of the plant (1) with sufficient
precision in the considered domain of the state space. This as-
sumption will be verified by means of the experiment.

7. Experimental evaluation

7.1. Description of the experiment
This section presents the results of an experiment where the

statex(t) of the system (26), (27) is driven from the initial state

x1(0) =

(
lB(0)
ϑB(0)

)
=

(
0.40
317.2

)
, x2(0) =

(
lS(0)
ϑS(0)

)
=

(
0.40
293.4

)

to the target setA as defined in (31) and maintained there. For
the transition of the statex(t) to the setA the system is consid-
ered to be undisturbed, whereas the disturbancesd(t) are tem-
porarily active while the statex(t) is to be kept withinA. The
disturbance characteristics are set to

dH(t) = 0.1, for 800≤ t ≤ 1200,

dF(t) = 0.25, for 1550≤ t ≤ 1800.

In the remaining time intervals no disturbance is active.

7.2. Experimental results

The behavior of the continuous flow process with decentral-
ized event-based control is illustrated in Figs. 9–12. Figure 9
gives an overview over the transition of the subsystem states
x1(t) and x2(t) into the respective target regions. Once, the
states enter the target regions, they are kept within these sets
which shows that the control aim is fulfilled. Note that this aim
is achieved despite model uncertainties which occur, sincethe
model (26), (27) does not precisely describe the behavior of
the plant. Hence, this investigation shows that both proposed
decentralized event-based control approaches are robust with
respect to model uncertainties.

The transition of the state into the target regionA by the
global approach is shown in Fig. 10. In reactor B the target
regionA1 is reached withinT1 = 398 s, while in reactor S the
statex2(t) entersA2 already afterT2 = 103 s. The statex2(t) is
steered by four times faster to the target regionA2 compared to
the transition ofx1(t) toA1, which is due to the fact thatx2(0)
is much closer toA2 as x1(0) is toA1. This is also reflected
in the number of events triggered in both subsystems: In the
reactor S only 5 events are triggered before the local approach is
activated, whereas in reactor B, 48 events are generated before
the target setA1 is reached.

Figure 11 shows the disturbance rejection behavior of the
continuous flow process with the local event-based control ap-
proach. The time intervals in which the disturbancesdH(t)
anddF(t) are active are highlighted in gray. The experiments
show that in event-based control the feedback communication
is adapted to the current system behavior. In the time inter-
val [103,398] s the statex2(t) is in the target setA2, whereas
x1(t) is still outside ofA1, which means that reactor S is con-
siderably affected by reactor B via the interconnections. In this
time interval, 9 events are generated in reactor S within less
than 300 s, while in [398,1550] s, where the coupling effect is
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Figure 9: Trajectories of the statex1(t) andx2(t)
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small and the disturbancedF is not active, only 7 events are trig-
gered in more than 1150 s. In order to attenuate the disturbance
dF(t) that affects reactor S in the gray highlighted interval, the
feedback communication is induced more often, i. e. 10 events

are generated. In total, only 13 events per 1602 s are triggered
in reactor B and 26 events per 1897 s are triggered in reactor
S. Compared to a sampled-data control with a sampling period
Ts = 10 s (which is a typical choice for the considered contin-
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uous flow process), the feedback communication effort is con-
siderably reduced by the event-based control.

Figure 12 provides a verification of the bounds (41) deter-
mined according to the analysis method in Theorem 4. It is
shown that in both subsystems, the levelslB(t) andlS(t) exceed
the calculated bounds, nevertheless, the maximum deviation be-
tween the levels and the respective bounds is less than 0.5 cm.
From this investigation it can be concluded that the analysis
method in Theorem 4 yields tight bounds for the considered
class of systems, however, these bounds might not hold in the
presence of model uncertainties.

8. Conclusion

This paper has presented a new method for the decentralized
event-based control of physically interconnected systemsand
its practical application to a continuous flow process. The pro-
posed control method is based on two approaches, referred to
as global and local approach, that differ with respect to their
control task. The global event-based control approach usesa
nonlinear model of the plant and quantized state information
in order to drive the state of each system into a target region.
The state is kept within this target set in spite of exogenous
disturbances and interconnections to other systems by the lo-
cal event-based control approach. In this way, both approaches
jointly achieve ultimate boundedness of the closed-loop sys-
tem. The theoretical results have been evaluated on the basis
of experimental results, obtained by the application of thecon-
trol method to a continuous flow process. These results have
mainly shown two facts: First, the decentralized event-based
control method is robust with respect to model uncertainties
and, second, the control aim is accomplished with considerably
less feedback communication effort compared to the communi-
cation in sampled-data control.
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Figure 12: Verification of the ultimate boundedness analysis
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